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Abstract

This work is dedicated to present a fuzzy-set based system useful for image indexing and retrieval pertaining to historical Roman-mosaics. This exceptional collection of mosaics dates back from the first to fourth centuries AD. Considering the state of these images (i.e. noise, color degradation, etc.) a fuzzy features definition is necessary. Thereby, we use a robust to rotation, scale and translation fuzzy extended curvature scale space (CSS) as shape descriptor. Furthermore, we propose a fuzzy color-quantization approach, applied on mosaics, using HSV color space. The system allows for two user-friendly querying modes: a drawing based mode and the mode that fusion both shape and color features using a unified fuzzy similarity measure. Based on queries of variable complexity, the advanced fuzzy system has managed to achieve interesting recall, precision and F-measure rates.
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1 Introduction

A trend of museums creating digital showrooms/archives of the real paintings and artifacts they contain has emerged lately. The digital showrooms usually consist of high-resolution images of the paintings and artifacts devised to preserve the original pieces of work and make them available to the reach of a wider audience via the Internet. In this respect, Van den Broek et al. [1] have designed the C-BAR system (Content Based Art Retrieval) to index and present a digitized version of a 17th-century painting-collection belonging to the Netherlands’ national gallery (the Rijksmuseum http://www.rijksmuseum.nl/). In this context Broek et al.[2] have continued with improving the system’s performance and user interface. The Hermitage Museum, in collaboration with its partner IBM, presented by the QBIC (Query By Image Content) system (Flickner et al.[3]) that operates by applying layout and color queries to retrieve its stored digital-collection pertaining images (http://www.hermitagemuseum.org). As for (Schomaker et al.[4], Vuupijl et al.[5]), the authors have put forward the Vindx system as referential framework which helps index the digitized collection of the Rijksmuseum wide-array of images by allowing the user to specify a textual description of the object(s) he or she is trying to retrieve among the digitized images. The rationale advanced by the authors in favor of the object-based matching process lies in the fact that users are predominantly interested in the object content, rather than in the layout. Within the same line of thought, Chang and Kim [6] have considered, in their elaborated work, setting up a retrieval system useful for application to the digital of Korean-porcelain images. Actually, the authors have proposed introducing a fusion between normalized-color histogram and the centroid-distance vector as object-shape descriptors. The system uses high-resolution images consisting of mono-object porcelain artifacts, photographed on a uniform background.
With regard to the Tunisian context, the National Library (http://www.bibliotheque.nat.tn), the National Archives (http://www.archives.tn), and a selection of other museums (http://www.patrimoinedetunisie.com.tn) such as Bardo, El-Jem, Enfidha, Sousse and Sfax, contain a huge selection of ancient documents, mosaics, and artifacts of important historical value. These treasures are carefully photographed and catalogued in such a way to be at the reach of researchers, thus avoiding direct handling of such fragile items. Some researchers have recently tackled the problem of indexing and cataloguing mosaic-related images with all the challenges such image peculiarities could present (Stanco et al.[7], M'hedbi et al.[8], Maghrebi et al.[9]). In this respect, M'hedbi et al.[7] use a CBIR (Content Based Information Retrieval) approach, whereby to retrieve mosaics based on shape descriptors, while Maghrebi et al.[9] present a retrieval system of Roman-mosaic images using drawing queries, involving a robust MPEG7 shape descriptors to index objects. However, users (laypersons and experts) involved in the cultural-heritage domain usually want to describe an object they are looking for. Since we treat historical images, with all the deficiencies they represent (noise, degradation of color, etc.); a fuzzy system is advanced in this paper for the purpose of indexing and retrieving rich and complex mosaics (see figure1). The main contribution of this work is the introduction of color and its fusion with shape to retrieve mosaic-images. Noteworthy, also, the retrieval process proposes a two-querying-modes process designed to be as much user-friendly and simple to implement as possible while guaranteeing a maximum level of ease of use.

The remainder of this paper is organized as follows: the second section is dedicated to present the top-level architecture of our designed scheme, while section 3 presents the mosaic-image database (DB) and the preprocessing step, followed by the section 4 which interests to present the fuzzy color quantization approach. As for section 5, it is devoted to describe the shape fuzzy features. Regarding the query and the fuzzy retrieval process, it is described in section 6, and the achieved experimental results are depicted in section 7 and last section is reserved to highlight the concluding remarks, research perspectives and horizons for future works.

![Figure1. Samples of Tunisian historical mosaics](image)

2 The system general architecture

It is worth highlighting that our devised system’s general architecture is depicted in figure 2, below. Once a mosaic input image is provided to the FMIRS system, the later would allow the user to specify/extract the relevant objects using an on-line annotation module, which relies on a user’s perception to annotate areas of interest and important shapes/objects in a mosaic image. More details can be found in Maghrebi et al.[10]. By using an object boundary as a guiding outline, we extract, automatically, the objects’ robust shape crisp descriptors. Our shape features are a combination of both global and local features. The global features consist of the circularity and eccentricity. The local ones are the definition of shape concavities and convexities to represent an extended version of the Curvature-Scale Space (CSS). More details regarding these features are depicted in section 5. In addition, the proposed approach suggests color-features extraction based on the use of a fuzzy quantized-HSV-color space from preprocessed mosaic-image DB. To note, fuzzy sets are defined according to the hue (H), saturation (S) and value (V) components of the HSV color space, through which we attempt to provide a fuzzy logic model that aims at following the human intuition for color classification. The five most dominant colors (based on the normalized areas they occupy in respect of the targeted object) are determined and included within the image indexing process.

Noteworthy, however, these extracted fuzzy visual features are used in the retrieval process. The user can apply either drawing query or query that simultaneously combines the relevant object’s color and boundary. Using a fuzzy similarity measure the system returns relevant images.
3 Mosaic-images database preprocessing

Mosaics are a harmony of marble tesseræ. So, mosaics are of natural colors and complex content. These images are resized to 512x512 and have been filtered with a Gaussian and median filters to reduce the noise caused by the mosaic architecture and the brisk intensity variation respectively. Furthermore, we use the Huang and Wang [11] threshold approach for the background/foreground separation to take only relevant information from the image. The Huang and Wang thresholding approach is based on minimizing the measure of fuzziness of an input image. The membership function in the thresholding method is used to denote the characteristic relationship between a pixel and its belonging region (the object or the background). It defines the absolute difference between the pixel gray level and the average gray level of the belonging region.

Let $I$ denote an image set of size $M \times N$ with $L$ levels and $f(x,y)$ is the gray level of a $(x,y)$ pixel in $I$. So, the fuzzy membership function is defined by:

$$
\mu_I(f(x,y)) = \begin{cases} 
    1 & \text{if } f(x,y) \leq T \\
    \frac{1}{1 + |f(x,y) - m_1(T)|/D} & \text{if } f(x,y) > T
\end{cases}
$$

With $f(x,y)$ represents the gray level of the pixel $(x,y)$, while the measures $m_1$, $m_2$ are defined based on the Threshold $T$ and histogram $h(z)$ of the gray level $z$. The respective equations of $m_1$ and $m_2$ are as follows:

$$
m_1(T) = \frac{\sum_{z=0}^{T} z \cdot h(z)}{\sum_{z=0}^{L} h(z)} \quad m_2(T) = \frac{\sum_{z=T+1}^{L} z \cdot h(z)}{\sum_{z=T+1}^{L} h(z)}
$$

$D$ is a constant defined by the equation 3 as follows:

$$
D = z_{\text{max}} - z_{\text{min}}
$$

The main role is to find a membership degree between 0.5 and 1 in order to use Shannon function of Luca and Termini which define the entropy of fuzzy sets as:
\[ E(T) = \frac{1}{\ln 2} \sum_{z=0}^{L-1} h(z) \cdot \text{Se} (\mu_I(z)) \]  

(4)

Where \( \mu_I(z) \in [0.5, 1] \). With the Shannon function, \( \text{Se} \) is defined as follows:

\[ \text{Se} (\mu_I(z)) = - \mu_I(z) \ln (\mu_I(z)) - (1 - \mu_I(z)) \ln (1 - \mu_I(z)) \]  

(5)

We retain the optimal threshold value that corresponds to the minimum measure:

\[ T^* = \arg \max_{T \in [0, L]} E(T) \]  

(6)

Figure 3 shows examples of background/foreground separation using Huang and Wang approach.

![Figure 3](image)

Figure 3. a) Original image; b) binary image using the Huang and Wang thresholding approach; c) application of morphological operators and d) mosaic-image foreground

4 Presentation of the fuzzy-color naming approach

4.1 Related works

Research dealing with color modeling for computational purposes has concentrated on seeking numerical color-representations fit for application to computer graphics and image processing. The problem is that none of these color spaces maps well onto the human perception of colors. Indeed, within a random set of RGB (Red, Green and Blue) or HSV values, even experienced humans can have difficulty determining the exact color representation is being depicted. (e.g. what color is represented by the RGB triple (0.5,0.1,0) or by the HSV triple(0.03,1,0.5)). The reverse process is perhaps even more complex as in the case with: what are the exact RGB or HSV triples that best represent the color “Brown”. In this context, several studies have been conducted with the aim of creating color-semantic-labeling systems using a color space quantization (Berk et al.[12], Conway [13], Kelly [14], Shamir [15]). Berk et al., with their devised Color Naming System (CNS), have propose to decipher 627 distinct colors, along with the designed ISCC-NBS system (Kelly [14]) using 267 different linguistic-color labeling based on color centroids, as well as the Conway system (Conway [13]) which proposes a quantized HSL color space distinguishing between 141 distinct colors. In turn, Shamir [15] proposes an image segmentation method based on fuzzy quantization HSV color space approach using ten, five and four fuzzy sets useful for representing the Hue, Saturation and Value fuzzy sets respectively. Benavente et al.[16] present the color-naming experiment developed to obtain a set of color judgments adequate for the fuzzy modeling of the color-naming task. Since, we use the historic mosaics (dates back from the 1st to the 4th century AD) which are in a vulnerable situation and present a pale and degraded color, our purpose is in the sense to apply a fuzzy color-quantization to present the color-fuzziness of mosaics.
4.2 The mosaic color specification

It should be noted that for the sake of extracting color descriptor, the HSV color space needs to be applied (rather than RGB space). Indeed, the HSV color space proves to be more intuitive and closer to the human perception than the RGB space. In fact, within an HSV-space, the color is depicted by its hue component (H) with values ranging between 0 and 360, which actually code the color itself, the saturation (S) and value (V) with values comprised between 0 and 100. It is worth recalling that the last two HSV components refer to the color richness and brightness.

![Figure 4. The HSV color-space distribution of the mosaic-images DB](image)

- 99% of the hue component turns out to correspond to the red, orange and yellow spectra, divided as 63% for the red and orange spectra and 36% for the orange and yellow spectra.

<table>
<thead>
<tr>
<th>Value</th>
<th>Pixels distribution/ component</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hue</td>
</tr>
<tr>
<td>&lt;=0.1</td>
<td>60.756%</td>
</tr>
<tr>
<td>0.1-0.2</td>
<td>36.639%</td>
</tr>
<tr>
<td>0.2-0.3</td>
<td>0.159%</td>
</tr>
<tr>
<td>0.3-0.4</td>
<td>0.015%</td>
</tr>
<tr>
<td>0.4-0.5</td>
<td>0.019%</td>
</tr>
<tr>
<td>0.5-0.6</td>
<td>0.008%</td>
</tr>
<tr>
<td>0.6-0.7</td>
<td>0.028%</td>
</tr>
<tr>
<td>0.7-0.8</td>
<td>0.017%</td>
</tr>
<tr>
<td>0.8-0.9</td>
<td>0.104%</td>
</tr>
<tr>
<td>0.9-1</td>
<td>2.255%</td>
</tr>
</tbody>
</table>

Table1. Statistics on HSV color space component applied on mosaics images
- As highlighted by figure 4, 2.8% of the pixels’ saturation components are a variation of gray, while 47% as pale (i.e. the saturation values are between 0.1 and 0.4), 50% are of pastel saturation (with values ranging between 0.4 and 0.9) and only 0.12% are discovered to be pure, with respect to the Conway classification (Conway[13]). Consequently, the Tunisian-mosaic images’ database color turn out to be, predominantly, featured between the pale and pastel saturation sets.

- Based on the Conway classification (Conway [13]), the value component focus mainly on dark colors, as seen in table 1. In fact, 2.5% of mosaic-images pixels are of very_dark value variation whereas 91% pixels are in the interval [0.3, 0.7] and only 6.5% ones are between 0.7 and 1.

4.3 The mosaic fuzzy-color quantization method

It is worth reminding that color-features quantization process constitutes a key feature with regard to retrieval systems. It is mainly applied to support semantically based image retrieval as a more effective, and widely used, measure to quantize color based on color labeling. Consequently, we reckon to apply a set of simple semantic adjectives to designate the saturation, following the terms undertaken by Conway, namely: pale, pastel and pure, while inserting the gray saturation-level to the semantic-saturation set. So that it becomes as a set of: gray, pale, pastel and pure. In addition, we have undertaken to extend the “pure” interval, defined by Conway to be comprised between 0.9 and 1, to include saturation values ranging between 0.8 and 1. The value-component is decomposed into three semantic adjectives which are: very dark, dark and light. We also reckon to extend the light interval to reach luminance values comprised between 0.7 and 1, instead of values contained between 0.8 and 1 as in the Conway classification case. To note, the hue component is mainly concentrated within the interval of red/orange/yellow color-variation. So, to handle the entirety of these colors’ variation, we propose to decompose this color-spectrum range by defining two other colors, namely, the dark_orange and light_orange, as we reckon the brown color to be automatically formed by the value variation. Thus, we suggest decomposing the hue component into 10 basic colors: red, dark_orange, orange, light_orange, yellow, green, aqua, blue, purple and pink. In this study, the proposed decomposition would yield closely tied intervals pertinent to the red, orange and yellow colors (i.e. to set up various brown-color degradation), along with wide intervals for the other colors based on their color centroids. For illustration purposes, Figure 5 highlights the Hue variations attained via, our devised, Hue fuzzy-classification. This classification scatters the 97% of mosaic pixels (see figure 4) into five intervals from the red, yellow_red and yellow spectra based on the Munsell color representation.

![Figure 5. The Hue components’ repartition respect to the predefined fuzzy sets](image-url)
each HSV component turns out to be fuzzified in respect of their membership degree to the corresponding membership functions.

![Figure 6. Fuzzy sets of the components](image)

Thus, on the basis of a certain object’s on the H, S, and V membership degrees, a set of 10x4x3=120 rules proves to be discovered, enabling to determine and define more accurately, what a human would perceive as an object’s dominant color. For a further clarification of such a scheme idea, let’s, for instance, consider the following sample: if H=15, S=100 and V=40, the automatically-developed fuzzy inference process would discover a *dark_brown* color exposed together with its different relevant fuzzy sets in the forms of: hue is *dark_orange*, saturation is *pure* and value is *dark*. Moreover, for every Hue value with *gray* in the Saturation level and *light* in the Value one the color turns out to be *white*. This process is applied using the NBS-ISCC Color naming dictionary¹ to define 120 colors. In table 2 we present some samples of fuzzy color naming based on HSV components fuzzy linguistic terms.

<table>
<thead>
<tr>
<th>Hue</th>
<th>Saturation</th>
<th>Value</th>
<th>Color naming</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>dark orange</em></td>
<td><em>Pure</em></td>
<td><em>Dark</em></td>
<td>Dark Brown</td>
</tr>
<tr>
<td><em>orange</em></td>
<td><em>Pure</em></td>
<td><em>Dark</em></td>
<td>Brown</td>
</tr>
<tr>
<td><em>yellow</em></td>
<td><em>Pure</em></td>
<td><em>Light</em></td>
<td>Yellow</td>
</tr>
<tr>
<td><em>Green</em></td>
<td><em>Pure</em></td>
<td><em>Dark</em></td>
<td>Green</td>
</tr>
<tr>
<td><em>Green</em></td>
<td><em>Pure</em></td>
<td><em>Light</em></td>
<td>Light Green</td>
</tr>
<tr>
<td>-</td>
<td><em>Gray</em></td>
<td><em>Very dark</em></td>
<td>Black</td>
</tr>
<tr>
<td>-</td>
<td><em>Gray</em></td>
<td><em>Dark</em></td>
<td>Gray</td>
</tr>
<tr>
<td>-</td>
<td><em>Gray</em></td>
<td><em>Light</em></td>
<td>White</td>
</tr>
</tbody>
</table>

Table2. Samples of fuzzy-color naming

Note that the fuzzy rules relevant evaluation has been performed by means of fuzzy-set operations. In this regard, MIN and MAX operations have been applied for respectively the “AND” and “OR” operators. After evaluating each-rule’s activation degree we have undertaken to up for the maximum algorithm as an accumulation method. As for the object-indexing procedure, it has been performed by using the first five dominant colors. Figure 7 illustrates some samples of returned object colors based on predefined fuzzy rules, whose membership degrees and normalized occupied area have also been saved.

<table>
<thead>
<tr>
<th>Fuzzy_Color</th>
<th>Fuzzy_Color</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;area&gt;0.720056&lt;/area&gt;</td>
<td>&lt;area&gt;0.32300392&lt;/area&gt;</td>
</tr>
<tr>
<td>&lt;deg_pert&gt;0.95454526&lt;/deg_pert&gt;</td>
<td>&lt;deg_pert&gt;0.738562&lt;/deg_pert&gt;</td>
</tr>
<tr>
<td>&lt;Color&gt;black&lt;/Color&gt;</td>
<td>&lt;Color&gt;Brown&lt;/Color&gt;</td>
</tr>
<tr>
<td>&lt;area&gt;0.16634196&lt;/area&gt;</td>
<td>&lt;area&gt;0.25153545&lt;/area&gt;</td>
</tr>
<tr>
<td>&lt;deg_pert&gt;0.98514855&lt;/deg_pert&gt;</td>
<td>&lt;deg_pert&gt;0.9237473&lt;/deg_pert&gt;</td>
</tr>
<tr>
<td>&lt;Color&gt;Light olive brown&lt;/Color&gt;</td>
<td>&lt;Color&gt;Vivid orange yellow&lt;/Color&gt;</td>
</tr>
<tr>
<td>&lt;area&gt;0.07112477&lt;/area&gt;</td>
<td>&lt;area&gt;0.2424623&lt;/area&gt;</td>
</tr>
<tr>
<td>&lt;deg_pert&gt;0.9041394&lt;/deg_pert&gt;</td>
<td>&lt;deg_pert&gt;0.8605664&lt;/deg_pert&gt;</td>
</tr>
<tr>
<td>&lt;Color&gt;white&lt;/Color&gt;</td>
<td>&lt;Color&gt;Light olive brown&lt;/Color&gt;</td>
</tr>
<tr>
<td>&lt;area&gt;0.033833656&lt;/area&gt;</td>
<td>&lt;area&gt;0.07216639&lt;/area&gt;</td>
</tr>
<tr>
<td>&lt;deg_pert&gt;0.87096775&lt;/deg_pert&gt;</td>
<td>&lt;deg_pert&gt;0.97727275&lt;/deg_pert&gt;</td>
</tr>
<tr>
<td>&lt;Color&gt;Moderate olive green&lt;/Color&gt;</td>
<td>&lt;Color&gt;Strong olive green&lt;/Color&gt;</td>
</tr>
<tr>
<td>&lt;area&gt;0.0037592954&lt;/area&gt;</td>
<td>&lt;area&gt;0.06895589&lt;/area&gt;</td>
</tr>
<tr>
<td>&lt;deg_pert&gt;0.8515863&lt;/deg_pert&gt;</td>
<td>&lt;deg_pert&gt;0.952381&lt;/deg_pert&gt;</td>
</tr>
<tr>
<td>&lt;Color&gt;Grayish olive green&lt;/Color&gt;</td>
<td>&lt;Color&gt;Yellowish brown&lt;/Color&gt;</td>
</tr>
<tr>
<td>&lt;Color&gt;Grayish olive green&lt;/Color&gt;</td>
<td>&lt;/Fuzzy_Color&gt;</td>
</tr>
</tbody>
</table>

Figure 7. Samples of object fuzzy quantized-color

5 Extraction of the shape features

5.1 The robust-shape index

Initially introduced by Mokhtarian et al. [17], the Curvature Scale Space (CSS) descriptors help to register a curve pertinent concavities while undergoing a successive filtering process. In fact the role of the filtering procedures lies in smoothing out the curve using a Gaussian kernel \( g(u, \sigma) \) and gradually eliminating the concavities appearing with an increasing size. The staking of a succession of inflexions points resulting from the filtering iteration construct the CSS image. More details can be found in the reference Maghrebi et al. [9].

The returned image represents, as abscissa, the curvilinear abscissa \( \mu \) and, as ordinate, the number of filtering iteration. Our CSS index is represented by the peaks \((u_\sigma, \sigma_\sigma)\) relevant to the CSS image, with \( \sigma_\sigma > \sigma_\sigma \). Where \( \sigma_\sigma \) is the filtering threshold at which the object boundary noise is eliminated.

\[
\text{Object}_{\text{CSS}} = \{(u_1, \sigma_1), (u_2, \sigma_2), (u_3, \sigma_3), (u_4, \sigma_4), ..., (u_n, \sigma_n)\} \quad \text{with} \quad \sigma_i > \sigma_\sigma, i \in [1,n]
\]

These peaks are sorted in a decreasing order of \( \sigma \), as illustrated by the following example:

\[
\text{Object}_{\text{CSS}} = \{(0.00, 20.0) (0.63, 17.8) (0.23, 8.6) (0.02, 8.6) (0.40, 8.3) (0.63, 8.3) (0.82, 6.8) (0.96, 5.2)\}
\]

Even though the CSS descriptors have the advantage of being invariant to scale, translation, and rotation, as they prove to be robust and tolerant of noise, they turn out to be inadequate to represent a certain shape’s convex segments. In this respect, Kopf et al. [18] presented a solution whereby to remedy the CSS descriptors’ failure to represent convex segments of a shape. The idea they have put forward consists of constructing a dual shape relevant to the input shape, in which the convex segments, in their entirety, are transformed to concave segments. The dual shape is created by mirroring the input shape with respect to the circle of a minimum radius \( R \) that encloses the original shape. More precisely, each point \((x(u), y(u))\) of the original shape is paired with a point \((x'(u), y'(u))\) of the dual shape in such a way that the distance from \((x(u), y(u))\) to the circle is similar to that from \((x'(u), y'(u))\) to the circle. The equations 7 and 8 define the projected point coordinates \((x'(u), y'(u))\), which is located at:
\[
\begin{align*}
    x'(u) &= \frac{2R - D(x(u),y(y))}{D_x(x(u),y(y))} (x(u) - M_x) + M_x \\
    y'(u) &= \frac{2R - D(x(u),y(y))}{D_y(x(u),y(y))} (y(u) - M_y) + M_y
\end{align*}
\]  

(7)

(8)

Where \(D(x(u),y(y))\) stands for the distance between the circle centre and the original shape pixel. \(M_x\) and \(M_y\) are the coordinates of the circle’s centre \(O(M_x, M_y)\), which are calculated in the following way:

\[
M_x = \frac{1}{N} \sum_{u=1}^{N} x(u) \quad M_y = \frac{1}{N} \sum_{u=1}^{N} y(u)
\]

Since CSS descriptors are considered as local features and, hence, do not captures the global shape pertinent to an image contour, so we have decided to resort to two extra global features in a bid to help with the indexing of shapes, namely: circularity and eccentricity. Circularity designates measuring how close a shape is to a circle, which has the minimum circularity measure of \(4\pi\). Circularity is a simple (and hence fast) feature to compute. It is defined as:

\[
cir = \frac{P^2}{A}
\]

(9)

With \(P\) being the shape perimeter and \(A\) its area. As regard eccentricity, it is a global feature that helps measure how shape contour points are scattered around its centroid. It is defined as:

\[
ecc = \sqrt{\frac{\lambda_{max}}{\lambda_{min}}}
\]

(10)

Where, \(\lambda_{max}\) and \(\lambda_{min}\) are the eigenvalues of the matrix \(B\), such as:

\[
B = \begin{bmatrix} \mu_{2,0} & \mu_{1,1} \\ \mu_{1,1} & \mu_{0,2} \end{bmatrix}
\]

(11)

\(\mu_{2,0}, \mu_{1,1},\) and \(\mu_{0,2}\) are the shape central moments defined as:

\[
\mu_{p,q} = \sum_{x} \sum_{y} (x - \bar{x})^p (y - \bar{y})^q
\]

(12)

With \(\bar{x}\) and \(\bar{y}\) representing the coordinates of the shape centroid. The circularity and eccentricity features are the size, rotation and translation invariant.

The descriptors applied as the system shape-indexing means relevant to the present work are, thus, a combination of four-feature sets, namely:

- Circularity feature (a single global feature)
- Eccentricity feature (a single global feature)
- CSS original-shape descriptors (\(n\) local features, where \(n\) depends on the object shape)
- CSS dual-shape descriptors (\(m\) local features, where \(m\) depends on the object shape)

### 5.2 The shape-feature fuzzification

In this section, our focus of interest lies in devising fuzzy-shape database. In this context, some efforts have been realized in the previous work (Maghrebi et al. [10], Maghrebi et al.[19]). At this level, our targeted objective consists of moving from crisp shape-feature values for extended CSS descriptors to fuzzy ones. The latter are values comprised between 0 and 1, designing membership degrees to the fuzzy sets. The use of fuzzy features is due to the variations in drawing shape between different users which lead to lack in
precision of crisp features. Thus, every shape feature turns out to be represented by fuzzy sets which design fuzzy membership functions. For the sake of selecting the appropriate membership functions, a special study of the shape features (concavity and convexity, eccentricity and circularity) has to be undertaken through administrating a database test (see figure 8). The global features’ eccentricity and circularity are both presented by three fuzzy sets: Low, Medium and High. While the local features, presented by both concavity and convexity peaks, are respectively annotated by \((\mu_i, \sigma_i)\) and \((\mu'_i, \sigma'_i)\), we propose to represent the curvilinear abscissa \(\mu_i\) (respectively \(\mu'_i\)) by means of two fuzzy sets: Low and High. With regard to the filtering numbers \(\sigma_i\) (respectively \(\sigma'_i\)), they are decomposed into three fuzzy semantic linguistics terms: Low, Medium and High. We have used trapezoidal functions to represent the different descriptors of shape.

![Circularity distribution](image1)

![Convexity distribution](image2)

Figure 8. Samples of shape features distribution: a) Circularity b) Convexity

6 The retrieval process

In our previous work (Maghrebi et al. [20]) we have used the semantic color labeling with other high-level features to attain the high-level query concept. The present work provides a graphic user interface (GUI) whereby an object relevant boundary and/or color(s) can be drawn. The object’s query features (shape and/or color) are extracted and fuzzified in such a way as to be compared with the database (DB) object fuzzy features. The use of fuzzy features has its justification in the variations noticed in the drawing shapes as provided by different users, likely to lead to lack of precision as regards the crisp features. As is the case with the recognition system, the similarity measure is very important in matching the two shapes (the query shape and the DB one). It is worth noting that on examining the relevant literature, one can come across various fuzzy-similarity measures proposed (Pappis and Karacapilidis[21], Chen et al.[22], Wang[23], Baccour and Alimi[24]). As far as our retrieval process is concerned, and for the sake of rendering shapes similar to the query proposed ones, we have reckoned it useful to apply Chen et al.[22]) fuzzy similarity measure which severs to express the resemblance degree between two fuzzy sets \(R\) and \(Q\).

Let us suppose, in this context, that \(R\) and \(Q\) are two fuzzy sets defining, respectively, a fuzzy referenced-object’s boundary descriptors (extracted from our DB framework) and a fuzzy query related to the object boundary descriptors; the similarity measure can be defined as:

\[
w_S(R, Q) = 1 - \frac{1}{N} \sum_{i=1}^{N} |\mu_R(x_i) - \mu_Q(x_i)|
\]

(13)

The equation 13 uses the Hamming distance between the fuzzy membership degrees of a referenced shape \(\mu_R(x_i)\) (shapes drawn from our proper DB) and the fuzzy membership degrees of the query-submitted shape \(\mu_Q(x_i)\). So, we undertake to compute the hamming distance \(d_y\), as defined in equation 14, by in the following way:

\[
d_y = \sum_{i=1}^{N_y} |\mu_R(x_i) - \mu_Q(x_i)|
\]

(14)

Then, we turn to compute the hamming distance (Eq.14) pertaining to each shape descriptor, individually which are eccentricity, circularity, concavity and convexity. So, let \(d_{ecc}, d_{cir}, d_{conv}\) and \(d_{conc}\) be the respective
distances relevant to the object’s shape descriptors computed using the equation defined in 14. Hence, equation 13 turns out to be equivalent to:

\[ w_S(R, Q) = 1 - \frac{1}{N} (d_{ec} + d_{cir} + d_{conv} + d_{conx}) \]  

(15)

Objects’ shapes derived from the database and having fuzzy similarity degrees close to 1 with a submitted drawing query are considered to be similar. In this study, we undertake to select objects which have fuzzy similarity shape degrees (Eq.15) greater than or equal to 0.8. From the results sorted according to their respective distance measure, we have chosen the first ten set of mosaic-images.

For the aim of further increasing the system’s precision, we propose to perform fusion procedure between the fuzzy shape and fuzzy color features. Moreover, the user can also propose to choose three colors, the perceptual color(s) which is (are) fuzzified and inferred to obtained fuzzy query color. To match the referenced object’s color(s) between and the query object’s one, we use the fuzzy membership-distance degree with regard to two similar fuzzy colors applying the formula of Chen et al.[22].

Let the object’s query and database color sets be annotated respectively by \( C_q = \{(x, \mu_q(x))\} \) and \( C_{ref} = \{(x, \mu_{ref}(x))\} \). Then, the fuzzy color similarity measure is defined as follows:

\[ w_C(C_q, C_{ref}) = 1 - \frac{1}{M} \sum_{i=1}^{M} |\mu_q(x_i) - \mu_{ref}(x_i)| \]  

(16)

If the query combines both color and shape, a weight \( \alpha \) has to be applied to the fusion formula combining the two similarity measures, such as:

\[ Global\_Sim_{object} = \alpha w_C(S_q, S_{ref}) + (1 - \alpha) w_C(C_q, C_{ref}) \]  

(17)

Where \( \alpha \), is a parameter characterizing the relevance between shape and color. It is in the range of 0 and 1 and determined experimentally. The pertinent value was found \( \alpha = 0.4 \) and will be discussed later. In the following, we give the algorithm of the retrieval process proposed in this work:

- Accept the user hand drawing query shape with color choice,
- Extraction of fuzzy-color naming as indicated in section 4.3
- Definition and fuzzification of query object shape descriptors as indicated in section 5
- For every mosaic-image in the DB Do
  -- Compute the fuzzy shape similarity \( W_S \) (Eq.15)
  -- Compute the fuzzy color similarity \( W_C \) (Eq.16)
  -- Compute the global similarity \( \text{Global}\_\text{sim} \) (Eq.17)
End do
- Sort results in decreasing order of \( \text{Global}\_\text{sim} \).
- Return relevant mosaic images

7 Results and discussion

For experimental purposes, we undertake to test our devised system on a set of 1050 objects extracted from 200 Tunisian historical-mosaic monuments. On a first stage, 100 queries have been applied during the retrieval process. The user can draw a query using a pen or a mouse. Figure 9 shows queries exclusively based on object shape. As seen, the FMIRS system returns relevant results but some errors are remarked. The sources of errors are mainly due to the resemblance between objects boundaries. For example in figure 9.a, the query shape represents a boat contour but the first returned image shows that the drawing query is assimilated to the castle boundary. Also, in figure 9.b the mosaic response (in the bottom at right), the fish contour is confused with the women one.

In addition, the returned results present mosaic-images of different colors. To make our system more accurate, we have added the color descriptors. Now, the idea is to fuse the objects boundary and the color
features to obtain images containing objects of colors in harmony with their form. The fusion is made by the equation 17. Figure 10 shows the queries that combine both the shape and the color features. In addition to the draw of the query, the user chooses up to three colors. As can be noticed, in Figure 10a, light colors have been selected, whereas in Figure 10b we have chosen dark ones. One might well observe the variation in the mosaic images provided as a response to the submitted questions exclusively with regards to the object boundary (Figure 9), or by adding the color descriptors (Figure 10). These queries are aimed to test the system’s recall and precision performance as well as its ability to accurately handle queries designating the objects’ desired shape and/or color.

![Figure 9](image9.png)

Figure 9. Samples of a drawing-query type representing a) boat shape and b) fish shape

![Figure 10](image10.png)

Figure 10. Samples of a drawing-based query fusion with color descriptors representing a person and boat boundaries and response a) light colors b) dark colors

The recall measures the ability of the system to present all relevant images and defined as:
Recall = \frac{\text{number of relevant images retrieved}}{\text{number of relevant images in database}} \hspace{1cm} (18)

It is obvious to reach recall of 100% by returning all relevant images in response to any query. Therefore, recall alone is not sufficient; we need to measure also the number of non-relevant images returned by the system. This can be achieved by computing the so-called precision:

\text{Precision} = \frac{\text{number of relevant images retrieved}}{\text{total number of images retrieved}} \hspace{1cm} (19)

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig11.png}
\caption{Comparison between color and shape and their fusion. a) The recall and precision. b) The F-measure}
\end{figure}

Figure 11.a shows the precision as a function of the recall using drawing and/or color queries. The reached results indicate that fusion between the shape and color features increase the system’s precision rate compared to the use of exclusively shape or color. The query using a drawing boundary gives acceptable results. While queries based on color gives more acceptable results. Moreover, the fusion between shape and color gives better results.

However, we have been able to achieve overall recall and precision rates of 72.8% and 43.9% respectively, regarding the drawing formulated query, whereas fusion relying on the dominant fuzzy colors descriptors helps mainly increase the precision up to 77.35% and yields an adequate recall rate of 86.28% computed on the base of 10 first returned images. As for the system’s performance and overall recall and precision relevant to the different querying modes, they are summed up in Table 3 for different weights.

Table 3 shows the recall and precision for drawing and color queries and their fusion for different weights $\alpha$. Since recall and precision are inversely related, i.e. when recall increases, precision decreases and inversely, as seen in table 3 $\alpha=0.4$ gives acceptable compromise between recall and precision.

In addition, the proposed system is evaluated through the F-measure, undertaken to highlight the harmonic mean between the precision and recall rates, and defined by:

$$ F = \frac{2 \cdot \text{recall} \cdot \text{precision}}{\text{recall} + \text{precision}} \hspace{1cm} (20) $$
Figure 11.b shows the harmonic mean comparison between shape, color as well as both features’. This figure confirms results indicating that fusion improve the system precision.

<table>
<thead>
<tr>
<th>Query nature</th>
<th>Recall</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Drawing query</strong></td>
<td>72.8%</td>
<td>43.9%</td>
</tr>
<tr>
<td><strong>Query using colour features</strong></td>
<td>84.83%</td>
<td>63.33%</td>
</tr>
<tr>
<td><strong>Fusion of colour and shape</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha = 0.3$</td>
<td>77.45%</td>
<td>51.60%</td>
</tr>
<tr>
<td>$\alpha = 0.4$</td>
<td>86.28%</td>
<td>77.35%</td>
</tr>
<tr>
<td>$\alpha = 0.5$</td>
<td>76.85%</td>
<td>68.14%</td>
</tr>
<tr>
<td>$\alpha = 0.6$</td>
<td>60.37%</td>
<td>78.44%</td>
</tr>
<tr>
<td>$\alpha = 0.7$</td>
<td>52.15%</td>
<td>84.50%</td>
</tr>
</tbody>
</table>

Table3. Average recall and precision of query modes

Finally we have to evaluate our retrieval system by comparison to other results. To our knowledge there is no advanced research about mosaic retrieval system, so we choose to realize a comparison with results of Van den Broek et al.[1] as shown in figure 12. It should be noted that the system proposed by Van den Broek et al.[1] was applied to a database of 1000 colored images and consists on fusion between color, texture and shape. Figure 12.a shows that our system gives slightly better results, but in figure 12.b the recall shows largely better results. The recall defined values start from about 86% indicating that most relevant images in the database are retrieved in the first 50 returned images. We can conclude that our retrieval system based on shape and color fusion gives largely accepted results.

![Comparison of average precision (a) and recall (b) between our retrieval system and Van den Broek et al.[1] one.](image)

8 Conclusion

In this paper, an image indexing and retrieval of historical mosaics has been advanced. The proposed framework has been conceived to be user-friendly providing a multi-querying mode design. Actually the system has been tested on a database enclosing a set of 1050 objects of 200 very rich images pertinent to Tunisian mosaics. Our system undertakes to index object using fuzzy features. On a first stage, we extract
the fuzzy features which present the extended CSS shape descriptor, which is robust to scale, rotation and translation. On a second stage, the present work provides a fuzzy color-quantization approach that helps extract and process a semantically-based color labeling. Noteworthy, also, our suggested indexing procedure’s novel contribution lays in its ability to undertake, simultaneously, a multi-querying mode (drawing and/or color(s)). One might also note that the results achieved prove to be very promising, as the queries combining a fusion of both object boundary and colors have yielded average recall and precision 86.28% and 77.35% respectively vs. 72.8% and 43.9% respectively, for the drawing-based queries. As a prospective for future works, we reckon to go further with improving our fuzzy model’s indexing and retrieval capabilities. We suggest introducing other querying mode as the CBIR mode applied on an international historical mosaics database.
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