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Abstract 

Due to the importance of searching for an image in a database in various applications, many algorithms have 

been proposed to identify the contents of the image. Algorithms that identify the content of the image as a whole 

can offer good results in some applications and fail to produce satisfactory results in other applications. Therefore, 

searching for an object inside the image was used to overcome the limitations of identifying the image as a whole. 

Hence, studies focused on segmenting the image into small sub-images and identified their contents. In this paper, 

we introduce a new algorithm inspired by human attention and utilises the saliency principles to identify the 

contents of an image and search for similar objects in the images stored in a database. We also demonstrate that 

the use of salient objects produces better and more accurate results in the image retrieval process. A new retrieval 

algorithm is therefore presented here, focused on identifying the objects extracted from the salient regions. To 

assess the efficiency of the proposed algorithm, a new evaluation method is also proposed which considers the 

order of the retrieved image in assessing the efficiency of the algorithm. 
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1  Introduction  

Content-based image retrieval (CBIR) is one of the hot topics that attract the researchers to investigate  due 

to the immense increase in the use of multimedia in various applications such as medical applications and 

machine vision. Traditional image recognition and retrieval algorithms identify the contents of the image as a 

whole based on features extracted from the image such as colour distribution, texture, and shapes. Using such 

kind of recognition may not produce satisfactory results because some images with different contents may 

have similar colour distributions or texture. Therefore, considering the image as a whole gives irrelevant results 

sometimes. Recognition by part (RBP) was used to reduce the effects of the aforementioned problem and 

improve the results. In this approach, image segmentation is used to divide the image into segments (regions) 

and each segment goes through a recognition process which describes it. The descriptions of all segments 

together form the overall description of the image. The main issue with RBP is the over-segmentation, i.e. 

segmenting the object itself into smaller chunks since it relies on the visual contents, which makes the 

identification process more complicated. In addition to the above problem, unimportant segments are 

considered for identification as well.  

 Inspired by the human visual system and human attention principles, we are presenting an approach that 

identifies the contents of the salient regions only and neglects other regions. Salient regions, which are the 

regions that attract human attention, can be used to identify the important parts of a scene. These regions are 
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extracted from the image using a saliency extraction algorithm. In this paper, we introduce a refined retrieval 

technique that utilises the principles of saliency in image retrieval. In the proposed technique, the salient 

objects in the query image are compared with the salient objects in the images stored in the database, which 

means that the algorithm does not match the whole image but only certain regions of it. This would produce 

better results as, in some cases, the unimportant regions might be dominant, and the effect of the salient region 

is negligible. For example, consider the case in which one needs to search for a ball in a field using colour 

histogram features. In this case, the effect of the surrounding environment on the histogram is much greater 

than the ball, so the images retrieved would be more related to the green grass than the ball. The same thing 

would happen with a bird or an aeroplane in the sky where the sky would be the dominant part. 

The remainder of the paper will be structured as follows; the necessary background and reviews are 

provided in section 2. A brief overview of the proposed algorithm is given in section 3 and a review of the 

experimental results and the evaluation of the proposed technique is provided in section 4. Finally, the 

conclusions are presented in section 5. 

2 Background and Review 

In this section, the necessary background and review for the proposed algorithm are presented. Since the 

purpose of this paper is to present a new retrieval algorithm that utilises the concept of saliency, two key topics, 

the principles of image retrieval and saliency, need to be addressed here. 

 Features and Image Retrieval  

Image retrieval systems are the systems that use descriptors extracted from low-level features (LLF) or 

high-level features (HLF) to recognise and describe images based on their content. Low-level features, such 

as colour and texture, are widely used for such purposes where metrics can be extracted from them. On the 

other hand, some researchers proposed using high-level or semantic features, such as shape and borders, by 

deriving them from low-level features.  

One of the frequently used LLF in describing image contents is the colour histogram, which shows the 

frequency of occurrences of luminance values in an image. Measures, such as statistical measures, can be 

extracted from the histogram and used to identify the contents of an image. Many algorithms used colour 

histogram feature because it can provide a good description of the contents and does not get affected by the 

rotation, scaling, or transformation of the image [1].  

The methods of comparing the histograms of two images are divided into two types, Bin-by-Bin Distance 

(BBD) and Cross-Bins Distance (CBD). In BBD, Minkowski distances, which find the distance between two 

histograms bin by bin, are widely used such as in ref [1], [2], and [3]. The intersection between histograms is 

another well-known similarity indicator, in which, if there are intersections between histograms, the similarity 

between the corresponding images is possible. This measure sums the minimum of the corresponding 

components in the two histograms, which is high if the intersection between the histograms is high, i.e. if the 

corresponding components in the two histograms are close to each other. Empirical experiments showed that 

the average accuracy of applying the BBD techniques is extremely low, in our test it was around 40%. This 

low accuracy is due to the low likelihood of corresponding bins to having similar values even if the images 

are similar but not identical. This is because BBD is highly affected by imaging environment such as lighting 

conditions that may shift the histogram. Therefore, we need a better measure that can find the relation between 

the histograms regardless of their shift or scale. One of the good approaches to achieving this is Cross-Bin 

Distance (CBD).  

In CBD methods, the histogram itself is not used in the comparison process, instead, metrics such as 

statistical measures are used. Statistical measures such as expectation values, standard deviation and skewness 

are quite common. The results obtained from applying CBD are much more accurate than BBD since all bins 

are involved in calculating the metrics values. 
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The texture is the second significant low-level feature that is widely used in comparing the contents of the 

images. To describe the texture of an image or a region, Gabor filter, wavelet transform, or local statistics 

measures may be used. Tamura features, which are coarseness, directionality, regularity, contrast, line-

likeness, and roughness, were used to describe the texture in many publications. Among these features, the 

first three are more important than others, other features are related to the previous three and do not add much 

information to the description. Another well-known statistical approach is the Grey Level Cooccurrence 

Matrices (GLCM), which is the most commonly used method to describe the texture [4]. 

High-level features, such as borders and shapes, can be derived from low-level features using various 

methods and mechanisms. For example, low-level points feature can be used to construct high-level features 

such as objects. Intrinsic structure finding is one of the methods that can convert LLF into HLF where the 

points are described in accordance with the structure. Border tracking is the second important technique for 

getting high-level features from low-level features. In border tracking, the border of the set of points is traced 

to give the external shape of the object. In the same way, other HLFs such as geometric structure and shape 

can be extracted using a variety of techniques which are beyond the scope of this research. 

 Attention and Saliency 

The Human Vision System (HVS) functions as a passive selector or a bypass filter that acknowledges 

certain stimuli and reject others [5]; this feature is known as attention. Attention is one of the characteristics 

of human brain’s information processing that is used to minimise the amount of information it needs to handle 

by choosing a subset of the available information that the brain focuses on and processes. Human attention 

comprises three aspects, which are orienting, filtering, and searching aspects; the information processing goes 

sequentially through these aspects [6],[7].  

Saliency is the computer representation or simulation of human attention in which one can define the salient 

object as the object that captures the attention or attracts the human vision system. HVS uses two stages to 

identify the objects, pre-attentive and attentive stages [8]. In the pre-attentive stage, regions that present spatial 

discontinuity (pop-out features) of an image are detected, whereas the relationships and associations among 

these regions are found and grouped in the attentive stage. According to the above proposition, both low-level 

and high-level features are required to identify the salient object. Furthermore, both local features of the object 

and global details of the image are required for the same task. Local features, which are correspondent to the 

pre-attentive phase in human, give visual importance to the object locally, while global image details are 

correspondent to the attentive recognition of the HVS. The salient objects are defined using local features then 

the global details of the image are used to assign the importance or significance to them.  

 Salient Points and Regions Extraction 

Literature classifies saliency extraction methods mainly into Bottom-Up (BU) and Top-Down (TD) 

saliency extraction classes [9]. In BU, the techniques utilise low-level features that can be derived from the 

regions such as colour, texture, and luminance to identify the saliency level of a region. In the second class 

(TD), a knowledge database is constructed first, then comes the search for interesting points according to this 

knowledge database. Another broad classification of the salient points extraction techniques was proposed by 

Toet [10], in which he classified the techniques as biologically-based, purely-computational, or a combination 

of both.  

Several approaches were proposed to extract the salient points or regions from an image both in spatial and 

in frequency domains. Wavelet, which is a multiresolution representation that expresses image variations at 

different scales, was one of the techniques used for saliency identification. This approach was adopted in 

several researches such as [11], [12], [13], [14], and [15]. Geometric features such as corners were, also, used 

to identify the saliency of a point, they were used as a measure of saliency firstly by Schmid and Mohr  [9], 

[16]. Comer detectors, such as Harris and the modified approaches like Moravec and SUZAN, were designed 

to be used with robotics vision and shape recognition; therefore, they have an excellent feature that they are 

constant with scaling, shifting, and rotation.  
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Saliency map is one of the well-known methods of extracting the salient regions. Early work in this field 

was done by Koch and Ullman [17] and Itti et al. [18]. Itti et al. developed a model that uses image hierarchy 

to identify the regions of attention. In their model, the images are reduced in size and resolution using Gaussian 

pyramid. The mentioned approach used low-level features such as intensity, colour, and orientation to highlight 

salient regions. Forty-two feature maps were generated from these features and the saliency map is extracted 

by combining the above maps. The inhibition of return was used to prohibit the algorithm from considering 

the same salient object more than once.  

Frequency domain was used to extract the saliency of an object in many literatures such as [19], [20], [21],  

[22], [23], [24], and [25]. The idea behind using the frequency domain is that salient points are usually of high 

change in frequency domain both in magnitude and in orientation. Bruce et al. [19] is an example of such 

approaches, in which the authors suggested using the magnitude to define the salient regions in an image. They 

divided the image into sub-images and used Fourier Transform to convert the sub-images from spatial domain 

to frequency domain, then they calculated the magnitude of the image from the real and imaginary parts of the 

spectral image and consider the regions with high frequency as a salient region.  

The strengths and weaknesses of the mentioned methods are beyond the scope of this paper, a sufficient 

discussion is found in [26] and [27], which also includes a new method of extracting the saliency based on the 

irregularity of the intensity of the region. In this method, some statistical measures are used to measure the 

irregularity of the region. Regions with high irregularity measure are considered to be salient regions. In this 

research, we shall adopt Irregularity-Based Saliency given in [26] and [27] as a measure to extract the salient 

regions of an image. 

 Image retrieval and Saliency 

Due to their significance in information processing and the tremendous growth of multimedia use in 

different applications, image retrieval systems have been the focus of numerous research in the last few 

decades. Content-based image retrieval is the core of image retrieval systems since it focuses on the image 

content whether in matching it with other image content or in auto-labelling the image. As discussed earlier, 

image retrieval as a whole does not provide accurate results because of the domination of the background on 

the extracted features. Therefore, dividing the image into regions and using these regions in the recognition 

may produce better results, but due to the irregularity of the shape of the object, the effect of the background 

is still an issue that needs to be addressed. Shrivastava and Tyagi [28] is an example of region-based image 

retrieval systems. They used selected regions of interest in the matching process, where the image is divided 

into 3 × 3 or 5 × 5 regions and each region is given a 4-bit binary code. These binary codes are compared 

with the regions in another image. A similar approach is used by Wu et al. [29]. 

To improve the retrieval results, some researchers tried to link the image retrieval with saliency such as 

[30], where the authors attempted to develop an image retrieval system focused on the integration of target-

driven with stimulus-driven visual saliency discrimination. In [31], the author tried to develop a new schema 

of CBIR based on SIFT salient points.  The author divided the image into salient and non-salient regions based 

on the distribution of salient points and then used different colour descriptors to describe them. They firstly 

used SIFT to extract non-isolated salient points, and then built an index of these salient points and their 

neighbouring area according to their colour features. In [32], the authors used saliency in medical images using 

SVM and LBP features extracted from the salient regions. Alaei et al. used saliency in retrieving document 

images. The author proposed an appearance-based document image retrieval system using image saliency 

maps depending on human visual attention [33].  In [34], the authors propose a region merging strategy to 

solve the problem of background effect on the retrieval results. In their approach, boundary super-pixels are 

clustered to generate the initial saliency map, then adjacent regions are merged to get the final saliency maps 

and finally they use these maps in the image retrieval process. Many other studies in the same field have been 

published such as [35], [36], [37], [38] and [39].  

Almost all studies share the same idea which is identifying the salient part of the image using various 

saliency detection approaches. Most of the retrieval algorithms used WANG dataset which is a subset of 1,000 
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images of the Corel stock photo database. In this dataset, the images are manually classified into 10 classes 

with 100 images each. The main limitation of the dataset is that the retrieval ratio is always high as the images 

in each class are very similar to each other and differ from other classes. Developing algorithms for special 

purposes and using specialised datasets such as medical applications and document identification is another 

limitation of the algorithms as the images are almost similar and identifying the saliency is an easy task.  

3 Saliency Based Image Retrievals 

In this work, the regions in the image are divided into two sets, salient regions set, and non-salient regions 

set. Based on that, we shall define the mapping (𝜻) from the image space 𝑰 into the regions space R such that: 

𝜻: 𝑰 → 𝑹𝑴  
𝑹 = {𝒓𝒊| 𝒊 = 𝟎, 𝟏, … , 𝑴} 

(1) 

where 𝐑 is the set of regions that can be extracted from the image I and M is the total number of regions.  

Furthermore, the sets 𝐑𝑺  and 𝐑𝑵   are defined as the sets of salient (important) and non-salient 

(unimportant) regions in the image respectively. The sets  𝐑𝐒  and 𝐑𝐍 are subsets of R and can be expressed 

as given in equation (2).  

𝑹 = 𝑹𝑺 ∪ 𝑹𝑵 
𝑹𝑺 = {𝒓𝒔𝒊

| 𝒊 = 𝟎, 𝟏, … , 𝑵} 

𝑹𝑵 = {𝒓𝒏𝒊
| 𝒊 = 𝟎, 𝟏, … , 𝑴 − 𝑵} 

  (2) 

where 𝒓𝒔𝒊
 is the 𝒊𝒕𝒉 salient regions, N is the number of salient regions in the image and 𝒓𝒏𝒊

 is the 𝒊𝒕𝒉 non-

salient or unimportant region. For each image, a set of salient regions is extracted and each member of this set  

(𝒓𝒔𝒊
) is compared and matched with the regions of the images stored in the database.  

Extracting the salient object from the salient region is another refinement that significantly improves the 

result. Therefore, the mapping (𝝕) from the set of salient regions into the set of salient objects is defined as 

follows: 

𝝕: 𝑹𝒔 → 𝑹𝒐   (3) 

where 𝐑𝒐 is the set of all salient objects extracted from the salient regions. Usually, the mapping 𝝕 is an 

injective one-to-one mapping, which means there is only one salient object in each salient region. 

The features set (𝑯) is divided into two parts, a set of salient regions’ features (important) (𝑯𝑺) and a set 

of non-salient regions’ features (unimportant) (𝑯𝑵) such that: 

 𝑯 =  𝑯𝑺 ∪ 𝑯𝑵 
𝑯 = {𝒉𝒊: 𝒊 = 𝟎, … , 𝑴} 

𝑯𝑺 = {𝒉𝒔𝒊
: 𝒊 = 𝟎, … , 𝑵} 

𝑯𝑵 = {𝒉𝒏𝒊
: 𝒊 = 𝟎, … , 𝑴 − 𝑵} 

  (4) 

where 𝒉𝒊 is the features extracted from any region in the image,  𝒉𝒔𝒊
  is the features extracted from the 

salient regions (important) and 𝒉𝒏𝒊
 is the features extracted from the non-salient or unimportant regions.  The 

important information is usually contained in the object (salient region), while most of the unimportant 

information is in the background.  

The mapping 𝜑 from the object space to the feature space is defined as follows: 

𝝋: 𝑹𝒐 →  𝑯   (5) 

This mapping maps the object 𝒓𝒐𝒊 ∈ 𝑹𝒐 to the feature 𝒉𝒊 ∈ 𝑯.  

Finally, the mapping 𝝂 is defined as the mapping that converts the feature 𝒉𝒊 ∈ 𝑯 into a set of metrics 

represented by an ordered n-tuple of real numbers �̂� in ℝ. 

𝝂: 𝑯 →  ℝ𝒏   (6) 

For instance, consider the following example: 
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𝑹 = {𝒓𝟏, 𝒓𝟐, 𝒓𝟑, 𝒓𝟒, 𝒓𝟓, 𝒓𝟔 }  

Assume that the set of salient regions is 𝑹𝑺 = {𝒓𝟏, 𝒓𝟑 } , then the set of non-salient regions is 𝐑𝐍 =
{𝐫𝟐, 𝐫𝟒, 𝐫𝟓, 𝐫𝟔 }. In other words, 𝒓𝒔𝟏

=  𝒓𝟏 and 𝒓𝒔𝟐
=  𝒓𝟑 as the first and third regions have been identified as 

salient regions. Therefore, in this case, 𝑴 = |𝑹| = 𝟔  , 𝑵 = |𝑹𝑺| = 𝟐 and |𝑹𝑵| = 𝟒. 

Next, the salient objects are extracted from the salient regions using the mapping 𝝕 which produces the set 

𝑹𝟎 = {𝒓𝒐𝟏, 𝒓𝒐𝟐 }. 

If we assume that the feature extraction mapping 𝜑 is a histogram extractor, then: 

𝝋(𝒓𝒐𝟏) =  𝒉𝟏 and 𝝋(𝒓𝒐𝟐) =  𝒉𝟐, where 𝒉𝟏 is the histogram of the object 𝒓𝒐𝟏 and 𝒉𝟐 is the histogram of 

the object 𝒓𝒐𝟐. Other regions’ histograms are not needed to be extracted as they were marked as non-salient or 

unimportant. 

Let us further assume that the mapping 𝝂 will extract some descriptive measures from the histogram such 

as mean (𝝁), standard deviation (𝝈), and skewness (𝝇). Therefore, the result of the mapping 𝝂 will be as 

follows: 

𝜈(ℎ1) =  𝕣1̂ = < 𝜇1, 𝜎1, 𝜍1) and 𝜈(ℎ2) = 𝕣2̂ = < 𝜇2, 𝜎2, 𝜍2). 

Figure 1 shows the above process graphically. 

 

Figure 1: Graphical representation of the mappings mentioned in the above discussion 

 Information overlap 

The overlap between the information content of the background (non-salient) and that of the object (salient) 

is a severe problem that affects the accuracy of the retrieval process as a whole. In other words, if we assume 

that the colour values in an image are represented by the set 𝛀, which represents the universal set, such that 

𝜴 = {𝒙𝒊 ∶ 𝟏 ≤ 𝒊 ≤ 𝑾 × 𝑯}, where 𝑊 and 𝐻 are the width and the height of the image respectively and 𝐱𝐢 is 

the value of the pixel colour of the image considering that the image pixels are arranged to be a one-

dimensional vector i.e.  𝒙𝒌 = 𝑰(𝒊, 𝒋) and 𝒌 = (𝒊 − 𝟏) × 𝑾 + 𝒋 . The set of the pixels is divided into two 

components, object 𝜴𝑺 and background 𝜴𝐁 as shown in equation (7). 

𝜴 =  𝜴𝑺 ∪ 𝜴𝑩 
𝜴𝑺 = {𝒙𝑺𝒊} 
𝜴𝑩 = {𝒙𝑩𝒊} 

  (7) 

If we consider that the object is isolated from the background and the borders are well-defined, then the 

cardinality of the universal set is equal to the sum of the cardinalities of the two components, i.e.: 

|𝜴| =  |𝜴𝑺| + |𝜴𝑩| − |𝜴𝑺 ∩ 𝜴𝑩| 
𝜴𝑺 ∩ 𝜴𝑩 = ∅ 

|𝜴𝑺 ∩ 𝜴𝑩| = 𝟎 
|𝜴| =  |𝜴𝑺| + |𝜴𝑩| 

  (8) 

Based on the histogram definition, the function H(x) can be defined as the number of occurrence of the 

variable 𝒙  i.e. 𝑯(𝒙𝒊) =  𝑷(𝒙𝒊) with 𝑷(𝒙𝒊) is the probability of occurrence of the bin 𝒙𝒊. For instance, let us 

assume that the occurrence of the pixel in the background is the event B and the occurrence of it in the object 

is the event O, then the ideal case in which best outcome can be achieved is when the two events are 
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independent, i.e. 𝑷(𝑶|𝑩) = 𝑷(𝑶). This can be achieved only if there is no intersection or overlap between the 

object and the background. Without well-defined borders and distinction between the object and the 

background, the background may affect the result because the features extracted are not for the object only, 

i.e. 𝝋(𝐑𝐈 ∪ 𝐑𝐔) = 𝝋(𝐑𝐈) + 𝝋(𝐑𝐔) + 𝝋(𝐑𝐈 ∩ 𝐑𝐔).  

To elaborate on this discussion consider Figure 2, which shows the two components of the information 

contents represented by the grey histogram of the image. It is clear from Figure 2 (a) that the background 

component has higher values for the bins; this will lead to giving the background component more significance 

than the object component in the extracted features or measures. Figure 2 (b) and (c) show the histogram of 

the object 𝝋(𝑹𝑰) and the background 𝝋(𝑹𝑼) respectively. In (b) and (c), the overlap was not considered i.e. 

𝝋(𝑹𝑰 ∩ 𝑹𝑼) =  ∅ which is a common drawback of many regular thresholding processes. To overcome this 

problem the information contents should be extracted after segmentation. Figure 2 (d) shows the histogram of 

the object including the effect of the background on the grey level bins and (e) in the same figure shows the 

histogram of the object without this effect. Finally, (f) shows the difference between the two histograms i.e. 

𝝋(𝑹𝑰 ∩ 𝑹𝑼). 

   

(a) (b) (c) 

   

(d) (e) (f) 

Figure 2: Information contents represented by image histogram, (a) whole image histogram, (b) object 

histogram, (c) background histogram, (d) object’s histogram with background effect, (e) object’s histogram 

alone, (f) difference between the histograms in (d) and (e) 

 Comparison Measure 

Similarity or dissimilarity measures may be used to compare images based on their metrics values. Similar 

images should have a maximum similarity measure or a minimum dissimilarity measure. Let us assume that 

the sets of metrics of the query image and the 𝑖𝑡ℎ image in the database are 𝕣𝑞 and 𝕣𝑖
𝑑 respectively and are 

defined as follows: 

𝕣𝒒 = {𝒎𝟏
𝒒

, 𝒎𝟐
𝒒

, … , 𝒎𝒏
𝒒

} 

𝕣𝒊
𝒅 = {𝒎𝒊𝟏

𝒅 , 𝒎𝒊𝟐
𝒅 , … , 𝒎𝒊𝒏

𝒅 } 
  (9) 

where 𝑚1
𝑞
 is the metric number 1 of the query image, 𝑚𝑖1

𝑑  is the metric number 1 of the 𝑖𝑡ℎ image in the 

database and 𝑛 is the number of metrics used in the matching process.  
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Furthermore, we shall define the similarity measure 𝑆 (𝕣𝑞 , 𝕣𝑖
𝑑) that indicates how similar two images are. 

Images are said to be similar if the value of the similarity measure is high and larger than a prespecified 

threshold. Dissimilarity or distance measure 𝐷 (𝕣𝑞 , 𝕣𝑖
𝑑) is another way to find the similarity between two 

images where the smaller the distance is, the more similar the images are.  Due to its simplicity and accuracy, 

Minkowski distance (MD) is widely used in publications. The distance between the two sets of metrics given 

in equation (9) is calculated as shown below in equation (10).  

𝑫(𝕣𝒒, 𝕣𝒊
𝒅) =  ||𝕣𝒒 − 𝕣𝒊

𝒅|| 

𝑫(𝕣𝒒, 𝕣𝒊
𝒅) = √∑(∆𝒎𝒊)𝒓

𝒏

𝒊=𝟏

𝒓

 

𝑫(𝕣𝒒, 𝕣𝒊
𝒅) = √(∆𝒎𝟏)𝒓 + (∆𝒎𝟐)𝒓 + ⋯ (∆𝒎𝒏)𝒓𝒓

 

𝑫(𝕣𝒒, 𝕣𝒊
𝒅) = √(𝒎𝟏

𝒒
− 𝒎𝒊𝟏

𝒅 )
𝒓

+ (𝒎𝟐
𝒒

−  𝒎𝒊𝟐
𝒅 )

𝒓
+ ⋯ ( 𝒎𝒏

𝒒
− 𝒎𝒊𝒏

𝒅 )
𝒓𝒓
 

  (10) 

where r is an integer number and is commonly equal to two, the distance is then known as Euclidian 

distance. 

 System Flowchart 

The basic diagram of the Saliency-Based Image Retrieval System (SBIR) is shown in Figure 3. In this 

system, the image at first goes through a saliency region extraction phase to produce a set of salient regions. 

For each salient region, the salient object is extracted for which a set of features is extracted using an 

appropriate feature extractor. Every object in the query image is then compared with all objects in the images 

stored in the database. Images with the best matching features are retrieved as relevant images. 

 

Figure 3: Proposed approach (SBIR) Diagram 

4 Results and Discussion 

 The Effect of the Background 

In this work, we considered three different forms of matching, which are: (i) Whole Image Identification 

(WII), (ii) Region-Based Identification (RBI), and (iii) Object-Based Identification (OBI). An illustration of 

the three forms of identification is given in Figure 4. In this figure, (a) and (b) show the image and the 

information content used in WII, in which the entire image is considered in the retrieval process. In this case, 
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it is clear that the background effect is very high and the accuracy of the result is very low.  The region and 

the information it contains used in RBI are shown in (c) and (d) where the salient region is extracted from the 

original image using a saliency identification process. In this case, the effect of the background is very much 

smaller than WII, but it still affects the accuracy and the result of the retrieving process. Finally, (e) and (f) 

show the salient object and its information content used in OBI matching, in which the effect of the background 

is almost zero. 

  

(a) (b) 

  

(c) (d) 

  

(e) (f) 

Figure 4: Information contents in an image, (a) the original image, (b) the histogram of the original 

image, (c) the salient region, (d) the histogram of the salient region, (e) the salient object, (f) the histogram of 

the salient object 

To study the efficiency of the three forms mentioned above, we undertook a comparison among them using 

measures extracted from the histogram for simplicity. Firstly, consider Figure 5 (a) which shows a search for 

the query image as a whole. From the retrieved image, it is clear that the background has more effect on the 

results than the object itself. Secondly, when using regions, as shown in Figure 5 (b), the retrieved images are 

more relevant to the query image, but still, the results are not satisfactory as there are a lot of irrelevant images 

retrieved. Finally, when using OBI, the retrieved images are quite similar to the query image and highly 

relevant as shown in Figure 5 (c).  
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(a) 

 

(b) 

 

(c) 

Figure 5: Illustration of the three types of image content identification, (a) using WII, (b) using RBI, (c) 

using OBI 

 Dataset and Implementation 

Many CBIR studies use WANG dataset for benchmarking and results validation. WANG dataset is a subset 

of 1,000 images of the Corel stock photo database, which are manually selected and classified into 10 classes 

with 100 images each [40].  Although WANG dataset is a standard dataset adopted by a lot of researchers, it 
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has an inherent drawback in the fact that it was organised to give a high retrieval rate as it contains many 

similar images. Therefore, a new dataset has been constructed considering this limitation and to fulfil the aim 

of our research. The new dataset is a collection of images from the following datasets: 

1- WANG dataset [40]. 

2- MIRFLICKR dataset [41]. 

3- Linköping University, Computer vision lab dataset [42]. 

4- CIFAR dataset [43]. 

5- MSRA10 salient object dataset [44]. 

In addition to images offered by Flickr under Creative Commons copyright licenses. 

The images in the dataset were selected carefully to satisfy the requirement of the discussion in this work 

such as containing similar objects with different backgrounds or similar backgrounds with different objects. 

The new dataset and the source code are available online at https://azawi.odoo.com/sbir/. The algorithm was 

implemented with C# language and SQL server for the database using Microsoft visual studio.  

 Evaluation of Image Retrieval Techniques 

Several evaluation measures can be used to assess the results of the three forms of image retrieval 

mentioned above, one of which is the Precision and Recall Curves. Precision-Recall Curve provides a good 

visual representation of the result obtained by extracting the precision and recall values and drawing the 

relationship between them. The precision and recall can be calculated as given below in equation (11). 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑁𝑜, 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑜𝑓 𝐼𝑚𝑎𝑔𝑒 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑
 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑁𝑜. 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑 

𝑇𝑜𝑡𝑎𝑙 𝑁𝑜. 𝑜𝑓 𝑟𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐼𝑚𝑎𝑔𝑒 𝑖𝑛 𝑑𝑎𝑡𝑎𝑏𝑎𝑠𝑒
 

(11) 

The precision versus recall graph is shown in Figure 6, from which one can notice that due to the effect of 

the background which dominates the features of the object itself, WII gave some irrelevant results. Similar 

results might be obtained from applying RBI but with less effect of the background. The best results are 

obtained by applying the OBI in which only the object will be compared. 

 

Figure 6: Precision-Recall curve of the three retrieval ways  
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In order to make the evaluation more reasonable, we shall present the weighted efficiency evaluation 

measure (WEEM). In this method, the order of the images retrieved is taken into account in the evaluation. A 

higher weight is assigned to the images retrieved first than those retrieved later.  

The efficiency evaluation measure EEM can be calculated by dividing the number of relevant retrieved 

images by the number of similar images in the database, i.e. 

𝑬𝑬𝑴 =
𝑵𝑹𝑹

𝑵𝑻 
 (12) 

where EEM is the Efficiency Evaluation Measure, 𝑁𝑅𝑅 is the number of relevant retrieved images, and 𝑁𝑇  

is the number of retrieved images in the ideal case in which all the images retrieved are correct. By considering 

the order of the retrieved images, Equation (12) is modified by multiplying a weight value by the number of 

retrieved images based on the retrieval order, i.e. 

𝑵𝑹𝑹 =  ∑ 𝑲(𝑵 − 𝒊 + 𝟏) 

𝑵

𝒊=𝟏

 

𝑲 =  {
𝟎              𝒇𝒐𝒓 𝒊𝒓𝒓𝒆𝒍𝒊𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆𝒔
𝟏             𝒇𝒐𝒓 𝒓𝒆𝒍𝒊𝒗𝒂𝒏𝒕 𝒊𝒎𝒂𝒈𝒆𝒔     

 

𝑾𝑬𝑬𝑴 =
∑ 𝑲(𝑵 − 𝒊 + 𝟏) 𝑵

𝒊=𝟏

∑ (𝑵 − 𝒊 + 𝟏)𝑵
𝒊=𝟏

 

(13) 

By applying the measure given in Equation (13), the efficiency of the retrieval process is given in Figure 

7. In the figure, it is shown that the efficiency of the OBI is far better than the results obtained from EII and 

RBI.  

 

Figure 7: Retrieving Evaluation using WEEM 

5 Conclusions 

In this study, we presented a retrieval system that utilises the principles of human attention and saliency in 

the query image to retrieve similar images or more precisely, images that contain similar objects. The similarity 

between images is not based on the contents of the image as a whole but on the objects contained in the image, 

which ensures that the retrieval process has semantic properties.  The experiments showed that SBIR worked 

better and gave better results than standard CBIR methods. The histogram has been selected as the image 

information descriptor in this paper to simplify the discussion, however, other features can be used as well. 

The results obtained showed that when applying OBI, the relevance of the retrieved images was drastically 
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improved due to removing the effect of the background in the extracted metrics. In addition, we have developed 

a new evaluation method in which the order of the retrieved image is considered in the evaluation process, and 

this is reasonable since it is important to have images that are similar to the query image retrieved first.   
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