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Abstract
We propose a new kernel estimation of the cumulative distribution function based on transformation and on bias reducing techniques. We derive the optimal bandwidth that minimises the asymptotic integrated mean squared error. The simulation results show that our proposed kernel estimation improves alternative approaches when the variable has an extreme value distribution with heavy tail and the sample size is small.
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1 Introduction
Estimating the cumulative distribution function (cdf) is a fundamental goal in many fields in which analysts are interested in estimating the risk of occurrence of a particular event, for example, the probability of a catastrophic accident or the probability of a major economic loss. Similarly, in risk quantification, risk measurements are usually expressed in terms of the cdf, a good example being the distortion risk measures proposed in Wang (1995, 1996).

Specifically, risk quantification concentrates in the highest values of the domain of the distribution, where sample information is scarce and it is, therefore, necessary to extrapolate the behaviour of the cdf, even above the maximum observed. To extrapolate the distribution we can use parametric models or, alternatively, we can use a nonparametric estimation. In this paper, we propose a nonparametric estimator of the cdf that allows us to extrapolate the behaviour of the cdf with greater accuracy than is possible with existing methods.
A naive nonparametric estimator of the cdf is the empirical distribution. It is known that
the empirical distribution is an unbiased estimator of cdf. However, the empirical distribution
is inefficient when data are scarce. A nonparametric alternative for estimating the cdf is the
kernel estimator. This is more efficient than the empirical distribution but it is, nevertheless, a
biased estimator. Furthermore, both the empirical distribution and the kernel estimator of the
cdf are inefficient when the shape of the distribution is right skewed and it has a longer right
tail, i.e., it belongs to a certain family of extreme value distributions (EVD): the Gumbel or
Fréchet types. In these cases, although we have a large sample size, the number of observations
in the highest values of the domain of the distribution is small. This kind of distribution is very
common in microeconomic, financial and actuarial data, where economic quantities are mea-
sured, e.g., costs, losses and wages. Likewise, there are other fields such as demography, geology
or meteorology, where the observed phenomena are distributed following an EVD (see, for ex-
ample, Reiss and Thomas, 1997). In this study, we develop a bias-corrected transformed kernel
estimator of the cdf that is more accurate than the bias-corrected classical kernel estimator.

With the aim of reducing the bias of the classical kernel estimator (CKE) of the cdf, Kim
et al. (2006), based on Choi and Hall (1998), proposed a bias reducing technique, henceforth the
bias-corrected classical kernel estimator (BCCKE). Alternatively, Alemany et al. (2013) proved
that using the transformed kernel estimator of the cdf, the bias and variance of the CKE
could be reduced and they proposed a new estimator based on two transformations, the double
transformed kernel estimator (DTKE). However, this estimator has asymptotic properties and
needs a large sample size to obtain better results than alternative approaches. In this study, we
analyse the properties of the DTKE of the cdf by incorporating the finite sample bias correction
proposed by Kim et al. (2006). We refer to this new estimator as the bias-corrected double
transformed kernel estimator (BCDTKE).

Estimating the smoothing parameter associated with kernel estimations is also a challenge
when the data are generated by an extreme value distribution. When using the two most
popular automatic methods. i.e., plug-in and cross-validation, the optimal value frequently
degenerates to zero. An alternative for calculating the smoothing parameter is the rule-of-
thumb value (Silverman, 1986), which is based on a reference distribution. Using the proposed
BCDTKE we can estimate the exact rule-of-thumb value based on a known distribution.

The use of nonparametric methods is based on the lack of information about the theoretical
distribution associated with the random variable under analysis. This distribution might
match one of those belonging to a subfamily of EVDs: Type I (Gumbel) or Type II (Fréchet).
Moreover, the distribution might be a mixture of two or more EVDs. An important goal of
this study is to analyse the domain of attraction of different mixtures of EVDs. In section 2 we
carry out this analysis. In section 3 we describe the BCCKE of cdf and we propose some new
results related to the asymptotically optimal smoothing parameter. These results are then used
in section 4, where we describe a new estimator based on transformations and bias correction.
In section 5, we show the results of a simulation study. We conclude in section 6.

2 Maximum domain of attraction of mixtures of extreme value distributions

In this section we prove some results related to the maximum domain of attraction (MDA) of some mixtures of EVDs. The expression of the cdf of a generalised EVD is (see, Jenkinson, 1955):

\[ G_\xi(x, \mu, \sigma) = \exp \left\{ - \left(1 + \xi \left(\frac{x-\mu}{\sigma}\right)\right)^{-1/\xi} \right\} \quad \text{if } \xi \neq 0 \]
\[ G_\xi(x, \mu, \sigma) = \exp \left\{ - \exp \left(-\frac{x-\mu}{\sigma}\right) \right\} \quad \text{if } \xi = 0 \]

(1)

and its mean is:

\[ E(X) = \begin{cases} 
\mu + \sigma \frac{\Gamma(1-\xi)-1}{\xi} & \text{if } \xi \neq 0, \xi < 1 \\
\mu + \sigma \gamma & \text{if } \xi = 0 \\
\infty & \text{if } \xi \geq 1 
\end{cases} \]

(2)

where \( \Gamma(\cdot) \) is Euler’s gamma function and \( \gamma \) is Euler’s constant. The MDA of \( G_\xi \) (MDA\((G_\xi)\)) depends on the shape parameter \( \xi \). In the expression (1) when \( \xi = 0 \) a Gumbel type EVD is obtained and when \( \xi > 0 \) the result is a Fréchet type EVD.

We define the right end point of \( G \) as \( r(G) = \sup(x | G(x) < 1) \). We know that if two distributions \( F \) and \( G \) are such that \( r(G) = r(F) \) then:

\[ \lim_{x \uparrow r(F)} \frac{\bar{F}(x)}{\bar{G}(x)} = c, \]

for some constant \( 0 < c < \infty \), where \( \bar{F}(x) = 1 - F(x) \) and \( \bar{G}(x) = 1 - G(x) \). In this case \( F \) and \( G \) have the same MDA, furthermore, \( F \) and \( G \) are tail equivalent if (see, for example, Embrechts et al., 1997):

\[ \lim_{x \uparrow r(F)} \frac{\bar{F}(x)}{\bar{G}(x)} = 1. \]

**Theorem 1** Let \( F \) be a cdf that is expressed as \( F(x) = \sum_{i=1}^{m} p_i F_i(x) \), with \( \sum_{i=1}^{m} p_i = 1 \), \( \forall p_i > 0 \), if every \( F_i \in \text{MDA}(G_{\xi_i}) \), with \( \xi_i > 0 \) (Fréchet), then \( F \in \text{MDA}(G_{\xi_M}) \), where \( \xi_M = \max(\xi_1, \ldots, \xi_m) \).
Proof 1 We know that if $F_i \in MDA(G_\xi)$, $\forall i = 1, \ldots, m$, with $\xi_i > 0$ (Fréchet), then $\bar{F}_i(x) = x^{-\frac{1}{\xi_i}}L_i(x)$, where $L_i$ is a slowly varying function\(^1\) and

$$
\bar{F}(x) = 1 - F(x) = \sum_{i=1}^{m} p_i \bar{F}_i(x)
$$

$$
= \sum_{i=1}^{m} p_i x^{-\frac{1}{\xi_i}} L_i(x)
$$

$$
= x^{-\frac{1}{\xi_M}} \sum_{i=1}^{m} p_i x^{\left(\frac{1}{\xi_M} - \frac{1}{\xi_i}\right)} L_i(x)
$$

$$
= x^{-\frac{1}{\xi_M}} p_M L_M(x) + x^{-\frac{1}{\xi_M}} \sum_{i \neq M}^{m} p_i x^{\left(\frac{1}{\xi_M} - \frac{1}{\xi_i}\right)} L_i(x)
$$

$$
\sim x^{-\frac{1}{\xi_M}} p_M L_M(x).
$$

The previous result is obtained observing that $x^{\left(\frac{1}{\xi_M} - \frac{1}{\xi_i}\right)} L_i(x) \to_{x \to \infty} 0$. We conclude that $F$ and $F_M$ are tail equivalents.

Theorem 2 (Sufficient condition) If $j \in \{1, \ldots, m\}$ is such that $\lim_{x \to \infty} \bar{F}_i(x) = A < \infty$, with $j \neq i$, then if $F(x) = \sum_{i=1}^{m} p_i F_i(x) \in MDA(G_\xi)$, with $\xi > 0$, then $F_j \in MDA(G_\xi)$.

Proof 2 To prove Theorem 2 we start with the definition of regular variation. A positive Lebesgue measurable function $L$ on $(0, \infty)$ is a regular variation at infinity with index $\alpha \in \mathbb{R}$ if:

$$
\lim_{x \to \infty} \frac{L(tx)}{L(x)} = t^\alpha, \quad t > 0. \quad (3)
$$

Then, $F \in MDA(G_\xi)$ with $\xi > 0$ (Fréchet), if $\bar{F}$ is a regular variation with index $-\frac{1}{\xi}$, namely:

$$
\lim_{x \to \infty} \frac{\bar{F}(tx)}{\bar{F}(x)} = t^{-\frac{1}{\xi}}, \quad t > 0. \quad (4)
$$

\(^{1}\)A positive Lebesgue measurable function $L$ on $(0, \infty)$ is slowly varying if

$$
\lim_{x \to \infty} \frac{L(tx)}{L(x)} = 1, \quad t > 0.
$$
We have:

\[
\lim_{x \to \infty} \frac{\bar{F}(tx)}{\bar{F}(x)} = t^{-\xi}
\]

\[
\lim_{x \to \infty} \frac{\sum_{i=1}^{m} p_i \bar{F}_i(tx)}{\sum_{i=1}^{m} p_i \bar{F}_i(x)} = t^{-\xi}
\]

\[
\lim_{x \to \infty} \frac{\left[ \sum_{i \neq j}^{m} p_i \frac{\bar{F}_i(tx)}{\bar{F}_j(tx)} + p_j \right] \bar{F}_j(tx)}{\left[ \sum_{i \neq j}^{m} p_i \frac{\bar{F}_i(x)}{\bar{F}_j(x)} + p_j \right] \bar{F}_j(x)} = t^{-\xi},
\]

taking into account the limit in the interior of the brackets and considering the condition \( \lim_{x \to \infty} \bar{F}_i(x) = A < \infty \) we deduce:

\[
\lim_{x \to \infty} \frac{\bar{F}_j(tx)}{\bar{F}_j(x)} = t^{-\xi},
\]

then \( F_j \) is a Fréchet type EVD.

**Theorem 3** Let \( F \) be a cdf that is expressed as \( F(x) = \sum_{i=1}^{m} p_i F_i(x) \), with \( \sum_{i=1}^{m} p_i = 1, \forall p_i > 0 \), if \( j \in \{1, \ldots, m\} \) is such that \( F_j \in \text{MDA}(G_{\xi_j}) \), with \( \xi_j > 0 \) (Fréchet), and \( F_i \forall i \neq j \) are Lognormal distributions then \( F \in \text{MDA}(G_{\xi_j}) \).

**Proof 3** Firstly we note that:

\[
\sup(x|F_j(x) < 1) \subset \sup(x|\sum_{i=1}^{m} p_i F_i(x) < 1)
\]

and the right end point of \( F \) is \( r(F) = \sup(x|F(x) < 1) = \infty \). Besides, we have:

\[
\bar{F}(x) = \sum_{i \neq j} p_i \bar{F}_i(x) + p_j \bar{F}_j(x),
\]

where:

\[
\bar{F}_j(x) = \frac{1}{x} L(x), \text{ where } L(x) \text{ is slowly varying function,}
\]

\[
\bar{F}_i(x) = \Phi\left(\frac{\log(x) - \mu}{\sigma}\right), \text{ where } \Phi \text{ is Normal standard distribution},
\]

\[
\bar{F}_i(x) \sim \frac{\varphi\left(\frac{\log(x) - \mu}{\sigma}\right)}{\varphi\left(\frac{\log(x) - \mu}{\sigma}\right)}, \text{ where } \varphi \text{ is Normal standard density},
\]
the last term in (5) is deduced applying l’Hôpital’s rule to \(\frac{\Phi(t)}{\varphi(t)}\), resulting in \(\Phi(t) \sim \frac{x(t)}{t}\) when \(t\) is high. If \(\xi_j > 0\) we can find \(\alpha > 0\) such that \(\frac{1}{\xi_j} + \alpha > 0\) and

\[
\frac{F_i(x)}{F_j(x)} = \exp \left( -\frac{1}{2} \left( \frac{\log(x) - \mu}{\sigma} \right)^2 \right) \frac{1}{\sqrt{2\pi}} \frac{1}{(\xi_j)^{\frac{1}{\xi_j}} L(x)} = \exp \left( -\frac{1}{2} \left( \frac{\log(x) - \mu}{\sigma} \right)^2 + \left( \alpha + \frac{1}{\xi_j} \right) \log(x) \right) \frac{1}{\sqrt{2\pi}} \frac{1}{(\xi_j)^{\frac{1}{\xi_j}} x^\alpha L(x)} \to_{x \to \infty} 0
\]

and

\[
\frac{F(x)}{F_j(x)} = \sum_{i \neq j}^m p_i \frac{F_i(x)}{F_j(x)} + p_j,
\]

then we can conclude that \(0 < \lim_{x \to \infty} \frac{F(x)}{F_j(x)} = p_j < \infty\), then \(r(F) = r(F_j)\) and both distributions have the same MDA.

**Theorem 4** Let \(F\) be a cdf that is expressed as \(F(x) = \sum_{i=1}^m p_i F_i(x)\), with \(\sum_{i=1}^m p_i = 1\), \(\forall p_i > 0\), if \(j \in \{1, \ldots, m\}\) is such that \(F_j \in MDA(G_{\xi_j})\), with \(\xi_j > 0\) (Fréchet), and \(F_i \forall i \neq j\) have \(MDA(G_{\xi_i})\), with \(\xi_i = 0\) (Gumbel), then \(F \in MDA(G_{\xi_j})\).

**Proof 4** Case 1: If \(r(F_i) = \infty, \forall i \neq j\), and we can find \(\alpha > 0\) such that \(\frac{1}{\xi_j} + \alpha > 0\), we obtain:

\[
\frac{\bar{F}_i(x)}{\bar{F}_j(x)} = \frac{\bar{F}_i(x)}{x^{\frac{1}{\xi_j}} L(x)} = \frac{\bar{F}_i(x)}{x^{-(\alpha + \frac{1}{\xi_j})} x^\alpha L(x)} = 1
\]

from the properties of the von Mises functions, \(\bar{F}_i\) decreases to zero much faster than \(x^{-\alpha}\), then when \(r(F_i) = \infty\) we have (see, Embrechts et al., 1997, page 139):

\[
\lim_{x \to \infty} \frac{\bar{F}_i(x)}{x^{-(\alpha + \frac{1}{\xi_j})}} = 0 \quad \text{and} \quad \lim_{x \to \infty} \frac{1}{x^\alpha L(x)} = 0,
\]

and we conclude that \(F\) and \(F_j\) are tail equivalents.

**Case 2:** If \(l \neq i \neq j\) is such that \(r(F_i) < \infty\)

\[
\frac{F(x)}{F_j(x)} = p_i \frac{F_i(x)}{F_j(x)} + \sum_{i \neq l \neq j}^m p_i \frac{F_i(x)}{F_j(x)} + p_j.
\]
Let $X_i$ be a random variable with probability distribution function (pdf) $f_i(\cdot)$ with $E(X_i^k) < \infty$ for every $k > 0$,

$$\frac{\bar{F}_i(x)}{F_j(x)} = \frac{\bar{F}_i(x)}{(x - r(F_i))f_i(x)} \frac{(x - r(F_i))f_i(x)}{x^{\frac{a}{b}} L(x)},$$

the limits of the first term are (see, Embrechts et al., 1997; McNeil et al., 2005):

$$\lim_{x \to \infty} \frac{\bar{F}_i(x)}{(x - r(F_i))f_i(x)} = \lim_{r(F) \to \infty} \lim_{x \to r(F)} (x - r(F_i))f_i(x) = 0.$$

We obtain:

$$\frac{(x - r(F_i))f_i(x)}{x^{\frac{a}{b}} L(x)} = \frac{x^{\frac{1}{a} - 1}}{x^{a} L(x)} \sim \frac{x^a f_i(x)}{x^a L(x)} \to 0, \text{ with } a > 1 \text{ and } \alpha > 0$$

and we achieve the same results as in Case 1.

### 3 Classical kernel estimator with bias reducing technique

The BCCKE proposed by Kim et al. (2006) can be expressed as a linear combination of the CKE of the pdf, $f_X$, and the CKE of the cdf, $F_X$. Let us assume that $X_i$, $i = 1, ..., n$, denotes data observations from the random variable $X$; the usual expression for the classical kernel estimator of the pdf is (see, Silverman, 1986):

$$\hat{f}_X(x) = \frac{1}{nb} \sum_{i=1}^{n} k \left( \frac{x - X_i}{b} \right)$$

and for the cdf is (see, Azzalini, 1981):

$$\hat{F}_X(x) = \int_{-\infty}^{x} \hat{f}_X(u) du = \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{x - X_i}{b} \right),$$

where $K(\cdot)$ is the cdf associated with $k(\cdot)$ which is known as the kernel function (usually a bounded and symmetric pdf). Some examples of very common kernel functions are the Epanechnikov and the Gaussian kernel. The parameter $b$ is the bandwidth or the smoothing parameter and it controls the smoothness of the resulting estimation. The larger the value of $b$, the smoother the resulting estimated function. In practice, the value of $b$ depends on the sample size and satisfies the condition if $n \to \infty$, $b \to 0$ and $nb \to \infty$. 
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The BCCKE is:

\[ \tilde{F}_X(x) = \frac{\lambda_1 \hat{F}_1(x) + \hat{F}_X(x) + \lambda_2 \hat{F}_2(x)}{\lambda_1 + 1 + \lambda_2}, \tag{6} \]

where \( \lambda_1, \lambda_2 > 0 \) are weights and

\[ \hat{F}_j(x) = \hat{F}_X(x + l_j b) - l_j b \hat{F}_X(x + l_j b), \quad j = 1, 2. \]

Kim et al. (2006) proved that if \( \lambda_1 = \lambda_2 = \lambda \) then \(-l_1 = l_2 = l(\lambda)\), being:

\[ l(\lambda) = \left( \frac{(1 + 2\lambda)\mu_2}{2\lambda} \right)^{1/2}, \]

where \( \mu_2 = \int t^2 k(t) dt \). Kim et al. (2006) also proved that the bias of \( \tilde{F}_X(x) \) is \( O(b^4) \), while the bias of \( \hat{F}_X(x) \) is \( O(b^2) \).

The mean integrated squared error (MISE) can be expressed as the sum of the integrated variance and the integrated square bias:

\[ MISE\left( \tilde{F}_X \right) = E \left( \int (\tilde{F}_X(x) - F_X(x))^2 dx \right) = \int Var(\tilde{F}_X(x)) \, dx + \int [Bias(\tilde{F}_X(x))]^2 \, dx. \]

Based on the asymptotic expression for bias and variance of BCCKE deduced by Kim et al. (2006) we obtain that the asymptotic mean integrated squared error (A-MISE) is:

\[ A - MISE(\tilde{F}_X(x)) = \frac{1}{n (2\lambda + 1)^2} \int F_X(x)(1 - F_X(x)) \, dx + \frac{b}{n} V(\lambda) + \frac{b^8}{576} \left( \mu_4 - \frac{3(1 + 6\lambda)\mu_2^2}{2\lambda} \right)^2 \int \left( f_X''(x) \right)^2 \, dx, \tag{7} \]

where, if the kernel \( k \) has a compact support \([-1, 1]\), it is obtained that:

\[ V(\lambda) = \frac{1}{(2\lambda + 1)^2} \left[ (2\lambda^2 + 1) \left( \int_{-1}^{1} k^2(t) \, dt + l \int_{-1}^{1} K^2(t) \, dt - 1 \right) \right. \\
\left. + \ 2\lambda \left( \int_{-1}^{1-l} k(t-l)k(t) \, dt + \int_{-1+l}^{1} k(t)k(t+l) \, dt + \int_{1-l}^{1} (k(t) + \lambda k(t+l)) \, dt \\
- \ \int_{-1}^{1+2l} K(t) \, dt + \lambda \int_{-1+l}^{1-l} (k(t-l)k(t+l) - l^2 K(t-l)K(t+l)) \, dt \right) \right]. \tag{8} \]

There exists a value of \( \lambda \) that minimises \( V(\lambda) \), and this depends on the selected kernel, if the Epanchikov kernel is used \( \lambda = 0.0799 \) and \( V(0.0799) = -0.1472244 \).
Remark 1 Let $F_X$ be a cdf with four bounded and continuous derivatives, the optimal bandwidth that minimises $A$-MISE is:

$$b^{MISE} = n^{-1/7} \left( \frac{-V(\lambda)}{\int (f''_X(t))^2 dt} \left( \mu_4 - \frac{3(1+6\lambda)\mu_2^2}{2\lambda} \right)^2 \right)^{1/7}.$$

(9)

Kim et al. (2006) did not analyse a method to estimate the optimal bandwidth. Similarly to the CKE, we can use iterative methods such as the plug-in methods or the methods based on cross-validation (see, Jones et al., 1996, for a review). Alternatively, the rule-of-thumb bandwidth is a direct way to estimate the smoothing parameter. Following Silverman (1986), for the BCCKE the rule-of-thumb bandwidth is obtained by replacing in expression (9) the functional $\int (f''_X(x))^2 dx$ with its value assuming that $f_X$ is the density of a normal distribution with scale parameter $\sigma$, then:

$$b^* = n^{-1/7} \sigma \left( \frac{-V(\lambda)}{0.5289277} \left( \mu_4 - \frac{3(1+6\lambda)\mu_2^2}{2\lambda} \right)^2 \right)^{1/7}.$$

(10)

The smoothing parameter in (10) can be estimated by replacing $\sigma$ with a consistent estimation, such as the sample standard deviation $s$. However, Silverman (1986) noted that for long-tailed and right-skewed distributions it is better to use a robust estimation of $\sigma$ based on the interquartile range $R$, that is $R_{1.34}$. In general, we can use the better estimator of $\sigma$ for each case: $\hat{\sigma} = \text{Min} \left( s, \frac{R}{1.34} \right)$.

4 Transformed kernel estimator with bias reducing technique

In this section we propose a new kernel estimator that combines the greater efficiency of the transformed kernel estimator of the cdf with the bias reduction technique. In general, the transformed kernel estimator involves selecting a transformation function so that the cdf or the pdf associated with the transformed variable can be estimated optimally with the classical kernel estimator or a bias-corrected version. We denote $T(\cdot)$ the transformation function, then the transformed random variable is $Y = T(X)$, and we know that $f_X(x) = f_Y(y)T'(x)$ and $F_X(x) = F_Y(y)$.

Let $T(\cdot)$ be a concave transformation function with at least four continuous derivatives. Assuming equal weights in (6), i.e. $\lambda_1 = \lambda_2 = \lambda > 0$, the bias corrected transformed kernel
estimator (BCTKE) is:

\[
\tilde{F}_{T(X)}(T(x)) = \frac{\lambda \left[ \tilde{F}_1(T(x)) + \tilde{F}_2(T(x)) \right] + \tilde{F}_{T(X)}(T(x))}{2\lambda + 1} = \tilde{F}_X(x). \tag{11}
\]

We denote \( y = T(x) \) and the transformed data are \( Y_i = T(X_i), i = 1, \ldots, n \), then:

\[
\tilde{F}_{T(x)}(T(x)) = \frac{1}{n} \sum_{i=1}^{n} K \left( \frac{T(x) - T(X_i)}{b} \right) = \frac{1}{n} \sum_{i=1}^{n} K \left( y - Y_i \right) = \tilde{F}_Y(y) = \tilde{F}_X(x) \tag{12}
\]

and

\[
\begin{align*}
\hat{F}_1(T(x)) &= \tilde{F}_{T(X)}(T(x) - lb) + lb\hat{f}_X(x - lb) = \hat{F}_1(x), \\
\hat{F}_2(T(x)) &= \tilde{F}_{T(X)}(T(x) + lb) - lb\hat{f}_X(x + lb) = \hat{F}_1(x),
\end{align*} \tag{13}
\]

where \( \hat{f}_X \) is the transformed kernel density estimation (see, for example, Wand et al., 1991; Buch-Larsen et al., 2005; Bolancé et al., 2008; Bolancé, 2010).

\[
\hat{f}_X(x) = \frac{1}{nb} \sum_{i=1}^{n} k \left( \frac{T(x) - T(X_i)}{b} \right) T'(x). \tag{14}
\]

**Theorem 5** Let \( F_X \) be a cdf with four bounded and continuous derivatives. Let \( T(\cdot) \) be a concave transformation function with at least four continuous derivatives. If the kernel \( k \) has a compact support \([-1, 1]\), we obtain that the bias and variance of BCTKE are:

\[
E \left( \tilde{F}_X(x) - F_X(x) \right) = \frac{b^4}{24} \left( \mu_4 - \frac{3(1 + 6\lambda)\mu_2}{2\lambda} \right) \frac{f_X(x)}{T'(x)} D \left( T^{(p)}(x), F_X^{(p)}(x) \right) + o \left( b^4 \right), \tag{15}
\]

\[
Var \left( \tilde{F}_X(x) \right) = \frac{1}{n} \frac{2\lambda^2 + 1}{(2\lambda + 1)^2} F_X(x) (1 - F_X(x)) + \frac{f_X(x) b}{T'(x) n} V(\lambda) + o \left( \frac{b^2}{n} \right). \tag{16}
\]

The function \( D \left( T^{(p)}(x), F_X^{(p)}(x) \right) \) with \( p = 0, \ldots, 4 \), where the super-index between parentheses refers to the derivative, depends on the transformation \( T \), the cdf \( F_X \) and the first four derivatives of these functions, is such that:

\[
D \left( T^{(p)}(x), F_X^{(p)}(x) \right) = 0 \text{ if } T(x) = F(x)
\]

and

\[
D \left( T^{(p)}(x), F_X^{(p)}(x) \right) \to 0 \text{ if } T^{(p)}(x) \to F_X^{(p)}(x), \forall p = 0, \ldots, 4.
\]
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Proof 5  The bias and the variance of the BCTKE are obtained from the bias and variance of the BCCKE of \( \tilde{F}_Y(y) \), knowing that \( F_Y(y) = F_X(x) \) and \( f_Y(y) = \frac{f_X(x)}{T'(x)} \) and analysing the derivative \( \left( \frac{f_X(x)}{T'(x)} \right)''' \).

\[
\left( \frac{f_X(x)}{T'(x)} \right)''' = \frac{f_X'''(x)}{T'(x)} - \frac{3f_X''(x)T''(x)}{T'(x)^2} - \frac{3T'''(x)f_X'(x)}{T'(x)^2} + \frac{6f_X'(x)T''(x)^2}{T'(x)^3} - \frac{f_X(x)T'''(x)}{T'(x)^2}
\]

if \( T^{(p)}(x) \to F_X^{(p)}(x), \ \forall p = 0, ..., 4 \) we obtain that \( D \left( T^{(p)}(x), F_X^{(p)}(x) \right) \to 0. \)

From the results of Theorem 5 we prove that if a suitable transformation is found, we can reduce the bias and the variance of the BCCKE.

4.1 Double transformed kernel estimator with bias correction

The BCDTKE estimator is obtained in a similar manner to that used to obtain the DTKE estimator (see, Alemany et al., 2013).

Let \( F \) be a continuous cdf with four bounded and continuous derivatives in a neighbourhood of \( x \), we assume that \( k \) is the kernel that is a symmetric pdf and with a compact support \([-1, 1]\) and \( b \) is the bandwidth. The smoothing parameter \( b \) holds that when \( n \to \infty \), \( b \to 0 \) and \( nb \to \infty \), then the A-MISE associated with the BDCKE of the transformed random variable \( Y \) is:

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{2\lambda^2 + 1}{(2\lambda + 1)^2} \int F_Y(y)(1 - F_Y(y))dy + \frac{b}{n} V(\lambda)
\]

\[
+ \frac{b^8}{576} \left( \frac{3(1 + 6\lambda)\mu_2^2}{2\lambda} \right) \int (f_Y'''(y))^2 dy
\]

where \( V(\lambda) < 0 \) is the function defined in (8).

Given \( b \) and the kernel \( k \), the A-MISE is minimum when functional \( \int [f_Y'''(y)]^2 dy \) is minimum. The proposed method is based on the transformation of the variable in order to achieve a distribution that minimises the A-MISE, i.e. that minimises \( \int [f_Y'''(y)]^2 dy \).

Terrell (1990) showed that the density of a Beta (5, 5) distribution defined on the domain \([-1, 1]\) minimises \( \int [f_Y'''(y)]^2 dy \), in the set of all densities with known variance. The pdf \( h \) and
cdf $H$ of the $Beta(5,5)$ are:

$$h(x) = \frac{315}{256}(1 - x^2)^4 \quad -1 \leq x \leq 1,$$
$$H(x) = \frac{1}{256}(35x^4 - 175x^3 + 345x^2 - 325x + 128)(x + 1)^5.$$ 

Then the BCDTKE is:

$$\tilde{F}_{H^{-1}(T(x))}(H^{-1}(T(x))) =$$

$$= \frac{\lambda \left[ \hat{F}_{(H^{-1}(T(x)),1)}(H^{-1}(T(x))) + \hat{F}_{(H^{-1}(T(x)),2)}(H^{-1}(T(x))) \right] + \hat{F}_{H^{-1}(T(x))}(H^{-1}(T(x)))}{2\lambda + 1} = \tilde{F}_{X}(x)$$

where $T(.)$ is a first transformation that matches a cdf, so that the transformed sample $T(X_i)$, $i = 1, ..., n$, takes values from a $Uniform(0,1)$ distribution and, therefore, the double transformed sample $H^{-1}(T(X_i))$, $i = 1, ..., n$, takes values from a $Beta(5,5)$ distribution. Similarly to (13), we obtain that

$$\hat{F}_{(H^{-1}(T(x)),1)}(x) = \hat{F}_{H^{-1}(T(x))}H^{-1}(T(x) - lb) + lb\hat{f}_{H^{-1}(T(x))}H^{-1}(T(x) - lb),$$
$$\hat{F}_{(H^{-1}(T(x)),2)}(x) = \hat{F}_{H^{-1}(T(x))}H^{-1}(T(x) + lb) - lb\hat{f}_{H^{-1}(T(x))}H^{-1}(T(x) + lb),$$

where $\hat{f}_{H^{-1}(T(x))}$ is the double transformed kernel density estimation (see, Bolancé et al., 2008; Bolancé, 2010):

$$\hat{f}_{H^{-1}(T(x))}(H^{-1}(T(x))) =$$

$$\frac{1}{nb} \sum_{i=1}^{n} k \left( \frac{H^{-1}(T(x)) - H^{-1}(T(X_i))}{b} \right) H^{-1'}(T(x))T'(x).$$

The smoothing parameter $b$ in BCDTKE can be calculated from expressions (9) replacing $f'''$ by $Beta(5,5)$ pdf:

$$b^* = n^{-1/7} \left( \frac{-V(\lambda)}{\frac{1288.6}{72} \left( \mu_4 - \frac{3(1+6\lambda)\mu_2^2}{2\lambda} \right)^2} \right)^{1/7},$$

(17)
5 Simulation study

We compare four kernel estimation methods: CKE, BCCKE, DTKE and BCDTKE. The first transformation $T(\cdot)$ that we use for obtaining DTKE and BCDTKE is the cdf of the modified Champernowne distribution\(^2\) analysed by Buch-Larsen et al. (2005). These authors also proposed a method based on maximising a pseudo-likelihood function to estimate the parameters. We use the rule-of-thumb bandwidth based on minimising A-MISE.

To compare estimated cdfs with theoretical cdfs we use two distances:

\[
L_1(\hat{F}) = \int |\hat{F}(t) - F(t)| \, dt
\]
\[
L_2(\hat{F}) = \int (\hat{F}(t) - F(t))^2 \, dt,
\]

where $\hat{F}$ represents the different estimators. Distances $L_1$ and $L_2$ evaluate the fit of the cdf differently. Distance $L_2$ attaches greater importance to the major differences between the theoretical cdf and the fitted cdf than is attached by distance $L_1$. When the aim is to fit an extreme value distribution, estimation errors tend to increase as the cdf approaches 1, due to a lack of sample information on the extreme values of the variable. Therefore, distance $L_2$ will be more strongly influenced by the estimation errors at the extreme values of the variable.

We generated 2000 samples for each sample size analysed: $n = 100, n = 500, n = 1000$ and $n = 5000$ and for each distribution in Table 1. We selected four distributions\(^3\) that are positively skewed and which present different tail shapes: Lognormal, Weibull (both Gumbel types) and two mixtures of Lognormal-Pareto (both Fréchet types). The Lognormal and Weibull distributions both have an exponential tail. Specifically, we define the Weibull distribution with a scale parameter equal to 1 and shape parameter $\gamma$, so that the smaller the value of $\gamma$ the slower is the exponential decay in the tail, i.e. the lower the value of $\gamma$, the lighter the tail. For the Lognormal distribution, the shape parameter is $\sigma$. In this case, the higher the value of $\sigma$, the lighter the tail. Furthermore, we analyse two mixtures of Lognormal-Pareto, that is, distributions with “fat” tails or heavy-tailed distributions. As we proved in section 2, these mixtures are Fréchet type and have a Pareto tail; thus, in this case the smaller the value of shape parameter $\rho$, the heavier is the tail.

\(^2\)The cdf of the modified Champernowne distribution is:

\[
T(x) = \frac{(x + c)^\alpha - c^\alpha}{(x + c)^\alpha + (M + c)^\alpha - 2c^\alpha}, \quad \text{for } x \geq 0, \ \alpha, M, c > 0.
\]

\(^3\)We used the same parameters as in Alemany et al. (2013, 2012).
For each simulated sample, we estimated the cdf using the four methods: CKE, BCCKE, DTKE and BCDTKE and we calculated the distances defined in (18). Finally, for each sample size, we calculated the mean of the 2000 replicates. To calculate distances \( L_1 \) and \( L_2 \) with each simulated sample we used the grid proposed by Buch-Larsen et al. (2005) based on the change of variable defined by Clements et al. (2003), \( y = \frac{x-M}{x+M} \), where \( M \) is the sample median.

To obtain CKE and BCCKE we used two smoothing parameters: the rule-of-thumb, estimating \( \sigma \) from the sample standard deviation \( s \) and from \( \text{Min}(s, \frac{R}{1.34}) \), where \( R \) is the sample interquartile range. The results obtained with \( s \) are shown in Tables 4 and 5 in the Appendix. Specifically, from the results in Table 5, we can conclude that both estimators −CKE and BCCKE using rule-of-thumb, estimating \( \sigma \) from the sample standard deviation \( s \) − are not consistent when the distribution is heavy tailed.

### Table 1: Distributions in the simulation study

<table>
<thead>
<tr>
<th>Distribution</th>
<th>( F_X(x) )</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weibull</td>
<td>( 1 - e^{-x^\gamma} )</td>
<td>( \gamma = 0.75 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \gamma = 1.5 )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( \gamma = 3 )</td>
</tr>
<tr>
<td>Lognormal</td>
<td>( \int_{-\infty}^{\log x} \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt )</td>
<td>( (\mu, \sigma) = (0, 0.25) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (\mu, \sigma) = (0, 0.5) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (\mu, \sigma) = (0, 1.0) )</td>
</tr>
<tr>
<td>Mixture of Lognormal</td>
<td>( p \int_{-\infty}^{\log x} \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\frac{(t-\mu)^2}{2\sigma^2}} dt )</td>
<td>( (p, \mu, \sigma, \lambda, \rho, c) = (0.7, 0, 1, 1, 0.9, -1) )</td>
</tr>
<tr>
<td>-Pareto</td>
<td>( + (1-p) \left( 1 - \left( \frac{x-c}{\lambda} \right)^{-\rho} \right) )</td>
<td>( (p, \mu, \sigma, \lambda, \rho, c) = (0.3, 0, 1, 1, 1.0, -1) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (p, \mu, \sigma, \lambda, \rho, c) = (0.7, 0, 1, 1, 1.1, -1) )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( (p, \mu, \sigma, \lambda, \rho, c) = (0.3, 0, 1, 1, 1.1, -1) )</td>
</tr>
</tbody>
</table>

In Tables 2 and 3 we compare the BCCKE, the DTKE and the BCDTKE with the CKE, i.e., we obtain the ratio between distances \( L_1 \) and \( L_2 \) that were obtained with the BCCKE, the DTKE and the BCDTKE and those that were obtained with the CKE. If the ratio is greater than 1, then the CKE is better; if it is lower, then the corrected estimator improves the CKE. The absolute distances are shown in Tables 6 and 7 in the Appendix.

The results presented in Tables 2 and 3 point to differences between distances \( L_1 \) and \( L_2 \) and, furthermore, there exist important differences between the results obtained for Gumbel-type and Fréchet-type distributions.
Focusing first on the DTKE, for distance $L_1$ this estimator does not improve the CKE in any case. Furthermore, when the sample is small the $L_1$ obtained for the DTKE is considerably worse than that obtained for the CKE. For distance $L_2$ the DTKE improves the CKE in small and large sample sizes. Focusing on $L_2$, we observe that the largest improvements of the DTKE occur when the distributions are Fréchet-type, although these improvements are not as great as those obtained when bias correction is used.

Focusing now on Gumbel-type distributions, the results in Table 2 show that, in general, both boundary correction approaches, the BCCKE and the BCDTKE, make similar improvements to the CKE in distance $L_2$ for all sample sizes. Furthermore, the improvement is greater as the sample size increases. For distance $L_1$ the BCCKE and the BCDTKE do not improve the CKE when the distribution has a lighter tail, i.e., the Weibull distributions with larger shape parameter and the Lognormal distributions with smaller shape parameter.

In Table 3 we show the results for the Fréchet-type distributions. We observe that, when the distribution has a heavier tail, the improvement of the BCDTKE with respect to the CKE is more marked than that obtained with BCCKE, for all sample sizes and both distances, except for distance $L_1$ in the case of 70Lognormal-30Pareto ($\rho = 1.1$) and sample size 100. In general, for distance $L_2$ the improvement of the BCDTKE with respect to the BCCKE is around 5%. For distance $L_1$ this improvement becomes greater as the sample size increases, exceeding 10% in the case of 70Lognormal-30Pareto ($\rho = 1$)

6 Conclusions

In many analyses –be it in economics, finance, insurance, demography, etc.– the fit of the cdf is of great interest for evaluating the probability of extreme situations. In such cases, the data are usually generated by a continuous random variable $X$ whose distribution may result from the mixture of different EVDs; however, in such instances both classical parametric models and classical nonparametric estimates cannot be used to estimate the cdf. We have presented a method for estimating the cdf that is suitable when the loss (or whatever the analysed variable may be) is a heavy-tailed random variable. The double transformation kernel using bias-corrected technique proposed here provides, in general, a good fit for Gumbel and Fréchet extreme value distribution types, especially when the sample size is small.

We show, for a small sample size, that the bias-corrected double transformed kernel estimator proposed here improves the classical kernel estimator and bias-corrected classical kernel estimator of cumulative distribution function when the distribution is an extreme value distribution and the maximum domain of attraction is the associated with a type Fréchet-type distribution.
Table 2: Comparative ratios obtained with the simulation results for Weibull and Lognormal (Gumbel-type distributions) using rule-of-thumb with scale parameter $Min \left( s, \frac{R}{1.34} \right)$.

<table>
<thead>
<tr>
<th>$n$</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 0.25$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>1.0312</td>
<td>0.2002</td>
<td>1.0275</td>
<td>0.1334</td>
</tr>
<tr>
<td>DTKE</td>
<td>297.5476</td>
<td>0.6184</td>
<td>37.9005</td>
<td>0.1506</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>1.0361</td>
<td>0.2030</td>
<td>1.0307</td>
<td>0.1350</td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9777</td>
<td>0.1882</td>
<td>0.9789</td>
<td>0.1235</td>
</tr>
<tr>
<td>DTKE</td>
<td>115.4618</td>
<td>0.4155</td>
<td>16.0135</td>
<td>0.1331</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9680</td>
<td>0.1885</td>
<td>0.9693</td>
<td>0.1236</td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Weibull ($\gamma = 0.75$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9626</td>
<td>0.1768</td>
<td>0.9433</td>
<td>0.1069</td>
</tr>
<tr>
<td>DTKE</td>
<td>43.4451</td>
<td>0.3195</td>
<td>7.4330</td>
<td>0.1213</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9194</td>
<td>0.1598</td>
<td>0.9137</td>
<td>0.1054</td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Weibull ($\gamma = 1.5$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>1.0148</td>
<td>0.1996</td>
<td>0.9874</td>
<td>0.1321</td>
</tr>
<tr>
<td>DTKE</td>
<td>55.5021</td>
<td>0.2919</td>
<td>9.624</td>
<td>0.1322</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9338</td>
<td>0.1740</td>
<td>0.9139</td>
<td>0.1147</td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Weibull ($\gamma = 3$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>1.0644</td>
<td>0.2103</td>
<td>1.0396</td>
<td>0.1384</td>
</tr>
<tr>
<td>DTKE</td>
<td>53.9094</td>
<td>0.2656</td>
<td>2.4434</td>
<td>0.1357</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>1.0699</td>
<td>0.2126</td>
<td>1.0440</td>
<td>0.1397</td>
</tr>
</tbody>
</table>
Table 3: Comparative ratios obtained with the simulation results for Mixtures of Lognormal-Pareto (Fréchet-type distributions) using rule-of-thumb with scale parameter $\text{Min} \left( R_{1.34}^s \right)$.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9972</td>
<td>0.0767</td>
<td>0.9981</td>
<td>0.0434</td>
</tr>
<tr>
<td>DTKE</td>
<td>7.1804</td>
<td>0.2000</td>
<td>3.6744</td>
<td>0.0878</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9656</td>
<td>0.0724</td>
<td>0.9377</td>
<td>0.0411</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9950</td>
<td>0.0851</td>
<td>0.9970</td>
<td>0.0463</td>
</tr>
<tr>
<td>DTKE</td>
<td>10.3436</td>
<td>0.2193</td>
<td>4.6247</td>
<td>0.0895</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9948</td>
<td>0.0814</td>
<td>0.9490</td>
<td>0.0441</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9930</td>
<td>0.0943</td>
<td>0.9953</td>
<td>0.0519</td>
</tr>
<tr>
<td>DTKE</td>
<td>14.2912</td>
<td>0.2441</td>
<td>6.0630</td>
<td>0.0954</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>1.0007</td>
<td>0.0908</td>
<td>0.9650</td>
<td>0.0499</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9975</td>
<td>0.0804</td>
<td>0.9982</td>
<td>0.0464</td>
</tr>
<tr>
<td>DTKE</td>
<td>4.6250</td>
<td>0.1790</td>
<td>2.3205</td>
<td>0.0757</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9698</td>
<td>0.0759</td>
<td>0.9123</td>
<td>0.0435</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9972</td>
<td>0.0842</td>
<td>0.9976</td>
<td>0.0476</td>
</tr>
<tr>
<td>DTKE</td>
<td>6.2399</td>
<td>0.1963</td>
<td>2.9780</td>
<td>0.0794</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9619</td>
<td>0.0794</td>
<td>0.9227</td>
<td>0.0448</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$L_1$</th>
<th>$L_2$</th>
<th>$L_1$</th>
<th>$L_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CKE</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.9958</td>
<td>0.0911</td>
<td>0.9967</td>
<td>0.0508</td>
</tr>
<tr>
<td>DTKE</td>
<td>8.6851</td>
<td>0.2189</td>
<td>3.8710</td>
<td>0.0860</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.9716</td>
<td>0.0867</td>
<td>0.9472</td>
<td>0.0483</td>
</tr>
</tbody>
</table>
Appendix

Table 4: Simulation results for Weibull and Lognormal using rule-of-thumb with scale parameter $s$.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 0.25$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0161</td>
<td>0.1239</td>
<td>0.0073</td>
<td>0.0838</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0163</td>
<td>0.0246</td>
<td>0.0075</td>
<td>0.0111</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0052</td>
<td>0.0078</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0023</td>
<td>0.0024</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0476</td>
<td>0.0035</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 0.5$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0410</td>
<td>0.1983</td>
<td>0.0180</td>
<td>0.1321</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0378</td>
<td>0.0361</td>
<td>0.0169</td>
<td>0.0159</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0124</td>
<td>0.0116</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0055</td>
<td>0.0052</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.1735</td>
<td>0.4069</td>
<td>0.0848</td>
<td>0.2872</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.1338</td>
<td>0.0592</td>
<td>0.0644</td>
<td>0.0273</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0462</td>
<td>0.0214</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0087</td>
<td></td>
</tr>
<tr>
<td>Weibull ($\gamma = 0.75$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.1116</td>
<td>0.3265</td>
<td>0.0534</td>
<td>0.2276</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0966</td>
<td>0.0545</td>
<td>0.0452</td>
<td>0.0253</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0328</td>
<td>0.0185</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0151</td>
<td>0.0088</td>
</tr>
<tr>
<td>Weibull ($\gamma = 1.5$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0360</td>
<td>0.1854</td>
<td>0.0170</td>
<td>0.1278</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0362</td>
<td>0.0368</td>
<td>0.0167</td>
<td>0.0168</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0120</td>
<td>0.0121</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0053</td>
<td>0.0053</td>
</tr>
<tr>
<td>Weibull ($\gamma = 3$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0187</td>
<td>0.1330</td>
<td>0.0085</td>
<td>0.0902</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0198</td>
<td>0.0280</td>
<td>0.0088</td>
<td>0.0125</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0063</td>
<td>0.0088</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.0028</td>
<td>0.0039</td>
</tr>
</tbody>
</table>
Table 5: Simulation results for Mixtures of Lognormal-Pareto using rule-of-thumb with scale parameter $s$.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>70Lognormal-30Pareto ($\rho = 0.9$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>8.0598</td>
<td>1.9372</td>
<td>9.4548</td>
<td>2.0452</td>
</tr>
<tr>
<td>CKEbrt</td>
<td>5.0740</td>
<td>0.2238</td>
<td>5.0508</td>
<td>0.2990</td>
</tr>
<tr>
<td></td>
<td>13.2365</td>
<td>2.1364</td>
<td>7.4525</td>
<td>0.6335</td>
</tr>
<tr>
<td>70Lognormal-30Pareto ($\rho = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>2.9700</td>
<td>1.4059</td>
<td>3.4953</td>
<td>1.4343</td>
</tr>
<tr>
<td>CKEbrt</td>
<td>1.9101</td>
<td>0.1472</td>
<td>1.9262</td>
<td>0.1721</td>
</tr>
<tr>
<td></td>
<td>5.0217</td>
<td>1.4872</td>
<td>5.6733</td>
<td>1.4808</td>
</tr>
<tr>
<td>70Lognormal-30Pareto ($\rho = 1.1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>2.5304</td>
<td>1.0949</td>
<td>1.7559</td>
<td>1.0465</td>
</tr>
<tr>
<td>CKEbrt</td>
<td>1.2847</td>
<td>0.1156</td>
<td>1.0331</td>
<td>0.1066</td>
</tr>
<tr>
<td></td>
<td>2.8612</td>
<td>1.0500</td>
<td>2.3528</td>
<td>1.0210</td>
</tr>
<tr>
<td>30Lognormal-70Pareto ($\rho = 0.9$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>18.5349</td>
<td>2.9764</td>
<td>23.3374</td>
<td>3.2261</td>
</tr>
<tr>
<td>CKEbrt</td>
<td>11.2088</td>
<td>0.3977</td>
<td>12.3226</td>
<td>0.5722</td>
</tr>
<tr>
<td></td>
<td>25.2348</td>
<td>3.2729</td>
<td>30.4567</td>
<td>3.4660</td>
</tr>
<tr>
<td>30Lognormal-70Pareto ($\rho = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>10.6396</td>
<td>2.1808</td>
<td>6.2217</td>
<td>2.0786</td>
</tr>
<tr>
<td>CKEbrt</td>
<td>5.6933</td>
<td>0.2687</td>
<td>3.5953</td>
<td>0.2862</td>
</tr>
<tr>
<td></td>
<td>25.6786</td>
<td>2.1426</td>
<td>9.5012</td>
<td>2.0563</td>
</tr>
<tr>
<td>30Lognormal-70Pareto ($\rho = 1.1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>4.9616</td>
<td>1.5990</td>
<td>4.8501</td>
<td>1.5662</td>
</tr>
<tr>
<td>CKEbrt</td>
<td>2.5866</td>
<td>0.1808</td>
<td>3.1662</td>
<td>0.2080</td>
</tr>
<tr>
<td></td>
<td>4.5138</td>
<td>1.5305</td>
<td>4.0134</td>
<td>1.4511</td>
</tr>
</tbody>
</table>
Table 6: Simulation results for Weibull and Lognormal using rule-of-thumb with scale parameter $Min\left(s, \frac{R}{1.34}\right)$.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 0.25$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0159</td>
<td>0.1232</td>
<td>0.0073</td>
<td>0.0837</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0164</td>
<td>0.0247</td>
<td>0.0075</td>
<td>0.0112</td>
</tr>
<tr>
<td>DTKE</td>
<td>4.7257</td>
<td>0.0762</td>
<td>0.2756</td>
<td>0.0126</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.0165</td>
<td>0.0250</td>
<td>0.0075</td>
<td>0.0113</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 0.5$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0389</td>
<td>0.1931</td>
<td>0.0173</td>
<td>0.1294</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0380</td>
<td>0.0363</td>
<td>0.0170</td>
<td>0.0160</td>
</tr>
<tr>
<td>DTKE</td>
<td>4.4878</td>
<td>0.0802</td>
<td>0.2776</td>
<td>0.0172</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.0376</td>
<td>0.0364</td>
<td>0.0168</td>
<td>0.0160</td>
</tr>
<tr>
<td>Lognormal ($\sigma = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.1415</td>
<td>0.3695</td>
<td>0.0680</td>
<td>0.2575</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.1342</td>
<td>0.0600</td>
<td>0.0642</td>
<td>0.0275</td>
</tr>
<tr>
<td>DTKE</td>
<td>6.1486</td>
<td>0.1180</td>
<td>0.5058</td>
<td>0.0312</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.1301</td>
<td>0.0591</td>
<td>0.0622</td>
<td>0.0272</td>
</tr>
<tr>
<td>Weibull ($\gamma = 0.75$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.1008</td>
<td>0.3107</td>
<td>0.0476</td>
<td>0.2147</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0970</td>
<td>0.0549</td>
<td>0.0450</td>
<td>0.0251</td>
</tr>
<tr>
<td>DTKE</td>
<td>1.5673</td>
<td>0.0737</td>
<td>0.1046</td>
<td>0.0269</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.0941</td>
<td>0.0541</td>
<td>0.0435</td>
<td>0.0246</td>
</tr>
<tr>
<td>Weibull ($\gamma = 1.5$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0357</td>
<td>0.1848</td>
<td>0.0169</td>
<td>0.1276</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0363</td>
<td>0.0369</td>
<td>0.0167</td>
<td>0.0169</td>
</tr>
<tr>
<td>DTKE</td>
<td>1.9834</td>
<td>0.0540</td>
<td>0.1009</td>
<td>0.0169</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.0362</td>
<td>0.0371</td>
<td>0.0167</td>
<td>0.0169</td>
</tr>
<tr>
<td>Weibull ($\gamma = 3$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CKE</td>
<td>0.0187</td>
<td>0.1330</td>
<td>0.0085</td>
<td>0.0902</td>
</tr>
<tr>
<td>BCCKE</td>
<td>0.0199</td>
<td>0.0280</td>
<td>0.0088</td>
<td>0.0125</td>
</tr>
<tr>
<td>DTKE</td>
<td>1.0059</td>
<td>0.0353</td>
<td>0.0207</td>
<td>0.0122</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>0.0200</td>
<td>0.0283</td>
<td>0.0089</td>
<td>0.0126</td>
</tr>
</tbody>
</table>
Table 7: Simulation results for Mixtures of Lognormal-Pareto using rule-of-thumb with scale parameter $Min\left(s, \frac{R_{1.34}}{L}\right)$.

<table>
<thead>
<tr>
<th>n</th>
<th>100</th>
<th>500</th>
<th>1000</th>
<th>5000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70Lognormal-30Pareto ($\rho = 0.9$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>CKE</td>
<td>3.0542</td>
<td>1.5946</td>
<td>2.3282</td>
<td>1.4453</td>
</tr>
<tr>
<td>BCCKE</td>
<td>3.0457</td>
<td>0.1223</td>
<td>2.3239</td>
<td>0.0628</td>
</tr>
<tr>
<td>DTKE</td>
<td>21.9300</td>
<td>0.3189</td>
<td>8.5546</td>
<td>0.1269</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>2.9490</td>
<td>0.1155</td>
<td>2.1832</td>
<td>0.0594</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>70Lognormal-30Pareto ($\rho = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>CKE</td>
<td>1.6856</td>
<td>1.1958</td>
<td>1.3384</td>
<td>1.0788</td>
</tr>
<tr>
<td>BCCKE</td>
<td>1.6771</td>
<td>0.1018</td>
<td>1.3343</td>
<td>0.0500</td>
</tr>
<tr>
<td>DTKE</td>
<td>17.4350</td>
<td>0.2622</td>
<td>8.5546</td>
<td>0.1269</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>1.6768</td>
<td>0.0973</td>
<td>1.2701</td>
<td>0.0476</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30Lognormal-70Pareto ($\rho = 0.9$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>CKE</td>
<td>6.3599</td>
<td>2.3361</td>
<td>4.5735</td>
<td>2.0597</td>
</tr>
<tr>
<td>BCCKE</td>
<td>6.3439</td>
<td>0.1877</td>
<td>4.5654</td>
<td>0.0956</td>
</tr>
<tr>
<td>DTKE</td>
<td>29.4148</td>
<td>0.4181</td>
<td>10.6127</td>
<td>0.1558</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>6.1676</td>
<td>0.1774</td>
<td>4.1721</td>
<td>0.0897</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30Lognormal-70Pareto ($\rho = 1$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$L_1$</td>
<td>$L_2$</td>
<td>$L_1$</td>
<td>$L_2$</td>
</tr>
<tr>
<td>CKE</td>
<td>3.6494</td>
<td>1.7381</td>
<td>2.5657</td>
<td>1.5209</td>
</tr>
<tr>
<td>BCCKE</td>
<td>3.6391</td>
<td>0.1464</td>
<td>2.5596</td>
<td>0.0723</td>
</tr>
<tr>
<td>DTKE</td>
<td>22.7718</td>
<td>0.3411</td>
<td>7.6408</td>
<td>0.1208</td>
</tr>
<tr>
<td>BCDTKE</td>
<td>3.5104</td>
<td>0.1381</td>
<td>2.3675</td>
<td>0.0682</td>
</tr>
</tbody>
</table>
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