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## Presentation

This volume contains the abstracts or extended abstracts of the 11 invited talks and 52 communications presented at the XIV Spanish Meeting on Computational Geometry, held in Alcalá de Henares from June 27 to June 30, 2011.

The conference is part of the series Encuentros de Geometría Computacional. Since their start in Santander in 1990, the Encuentros have served not only as a meeting point for computational geometers working in Spain, but also as one of the crucial contributions towards the development of a vigorous Spanish computational geometry community. The Encuentros made it possible for all Spanish researchers in the area to get in touch with the most relevant international figures: with the Spanish speaking ones in the first years, and gradually with those of the entire international community.

This year, for the first time, the meeting has a fully international character, and the official language is English. The main reason for this is that the XIV Spanish Meeting has been dedicated to Prof. Ferran Hurtado on his 60th Birthday. Professor Hurtado has played a central role in the Spanish Computational Geometry community since its very beginning. The quantity and quality of international participants in this conference is an indisputable proof of his relevance at international level.

The organizers thank all the authors, invited speakers, and attendants for their participation in the meeting. We also wish to thank the members of the Scientific Committee for their careful revision of the papers, and the following institutions for their financial support: Ministerio de Ciencia e Innovación of the Spanish Government, Consolider Ingenio Mathematica (i-MATH), Universidad de Alcalá, Centre de Recerca Matemàtica, Societat Catalana de Matemàtiques, Departament de Matemàtica Aplicada II (UPC), Departamento de Matemáticas (UAH), Universitat Politècnica de Catalunya, and Real Sociedad Matemática Española.
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## Part I

Invited Talks

# Generic distributed actuation of lattice-based modular robotic systems 

Vera Sacristán ${ }^{1}$<br>${ }^{1}$ Departament de Matemàtica Aplicada II, Universitat Politècnica de Catalunya, Barcelona, Spain vera.sacristan@upc.edu


#### Abstract

We solve a set of tasks for a general 3D-cube-lattice-based homogeneous robotic system, including self organizing -counting the number of modules, finding a master, computing the bounding box, forming a tree - as well as locomotion and reconfiguration. The algorithms proposed are generic and can be applied to a wide variety of particular systems. The modules of the robot are only assumed to move relative to each other, over the surface of the robot configuration. In addition, each module is capable of some small constant size computation, memory, and message passing from and to its neighbors. The algorithms proposed are inspired by cellular automata. Each module actuates in an autonomous and asynchronous way, based on local information. Besides formal correctness proofs and cost analysis of the proposed solutions -in terms of time, number of moves, and overall communication-, a simulator is presented.


## 1 Modular robotic systems

Since their introduction in the late 80 's, modular robotic systems have been envisaged as a very promising field of research, addressing the issues of designing, building and controlling sets of multiple building units or modules that behave autonomously but in a collaborative way in order to perform collective tasks. When compared to fixedmorphology unique-purpose robots, modular robots have the advantages of being more versatile, as they can reconfigure to adapt to new environments and new tasks, more robust, as they can interchange parts and self-repair, and potentially less expensive, as their units can be reused and, in principle, massively produced. As a consequence, they are expected to be useful in building emergency structures, repairing unaccessible machinery, outer space missions, and even in current daily life [16]. The counterpart of this flexibility are the difficulties of actuation planning, which is the focus of this work.

Modular robots are frequently classified into homogeneous or heterogeneous, depending on whether their units are all equal or not as, although all structurally equal, some units may incorporate or carry special features such as grippers, cameras, antennas, etc. According to the locomotion autonomy of their units, two kinds of modular robotic systems can be considered, depending on whether each unit of the robot has full locomotion capability or locomotion is achieved by cooperation of the units, based on the movement of docking joints and links between them. Depending on the distribution of the modules in space when connected, modular robotic systems may be organized into lattice, chain or even hybrid architectures. Lattice-based modular robots include hexagonal, triangular, and squared or cubic.

For all these robotic systems, actuation algorithms have been developed with different goals: locomotion, reconfiguration, self-repairing, etc. Although many of them are centralized, the need has emerged for decentralized and local control of the actuation, as the

[^0]number of modules of the robot increases. Distributed algorithms have been designed for reconfiguring several systems, and more specifically for lattice-based modular robots such as Proteo, Fracta, Crystalline and Telecube, and large scale modular robots as Catoms.

## 2 Related work

Within this context, our approach finds its roots in the work of Beni [2], who proposed the conceptual model and discussed the parallelism and the differences between cellular automata and cellular robotic systems.

A more direct antecedent is the work of Hosokawa et al. [9, who developed a distributed control algorithm (for a specific square lattice-based modular robot design) inspired on cellular automata. Using the so-called sliding cube model, the authors proposed two simple sets of rules, to be locally executed by each robot unit, which allow to reconfigure a strip into a staircase and vice-versa.

Some years later, Butler, Kotay et al. 4, 10 proposed a fully decentralized actuation paradigm inspired on cellular automata. In their work, they address locomotion of a rectangular set of modules, with and without obstacles, reconfiguring a strip into a rectangle, and filling holes in 3D configurations.

Then Dumitrescu et al. [6, 8] studied fast locomotion cellular automata-like rules for horizontal (vertical) chains and diagonal snake-like formations, and proved universal reconfiguration between 2-dimensional horizontally convex and vertically convex configurations, in a linear number of synchronized time steps.

Later on, considering hand-coded local rules for reconfiguration a difficult task, Støy [13, 14 proposed a gradient technique for reconfiguring dense objects.

More recently, Kurokawa et al. [11 proposed specific sets of rules to M-TRAN for a particular set of robot reconfigurations. To the best of our knowledge, their work presents the first experimental execution of these strategies on real robot units, hence proving its realizability beyond experimental simulation.

A similar orientation inspired the work of Bojinov et al. [3, who proposed specific local rules to produce particular shapes on a 3 -dimensional rhombic dodecahedron (Proteo), and Nguyen et al. [12] and Walter et al. [15] for the reconfiguration of hexagonal latticebased robotic systems. Deway et al. [5] also use local rules for a distributed planner in the framework of their general metamodules' theory.

Our work is also related to that of Dumitrescu, Abel et al. [1, 7], who proved universal reconfiguration using the same basic moves, although by means of sequential and centralized algorithms.

## 3 Some challenges

The results obtained so far on cellular automata like strategies for lattice-based modular robots suggest several interesting challenges.

As has been said, previous work addresses locomotion and reconfiguration for specific shapes or has some restrictions on the configuration characteristics. One of the most appealing challenges in this regard is hence to prove the existence of shape independent completely distributed algorithms, i.e., sets of rules for locomotion and reconfiguration of any modular robot shape.

Another relevant challenge is to produce sets of rules that can be executed in a completely parallel set, as many of the current implementations are, in fact, sequential.

In particular, this implies that the rules should take care of collision detection. Going even further, complete asynchrony of module actuation would be desirable, for example by making communication between neighbors to take care of coordination issues.

One of the advantages of modular robots is the indistinguishability of the robot units. From that viewpoint, another interesting issue is to develop strategies that do not rely on id's, i.e., in a framework in which nothing allows to distinguish one module of the robot from another.

Some of the current procedures require the configuration of modules to have a master (one distinguished module), to know the number of modules of the cluster and the relative position of the bounding box, or to organize the robotic system in a tree structure. This arises the question of how these problems can be autonomously solved by the modules from scratch, without using id's or having an initial master.

## 4 Results

The work we present is an attempt to address these issues by means of a specific system of rules in a general framework that does not exploit specific characteristics of any particular robotic system and can be instantiated by many of the currently and potentially existent prototypes.

In this framework, a robot is a connected configuration of modules which are located in a 2- or 3-dimensional squared lattice. Modules are assumed to have a simple processor and some small memory, to be able to send and receive short messages to and from neighboring modules and to perform basic computations with a few counters and text strings. Both computation and memory are assumed to be of (small) constant size. Modules have the ability of attaching and detaching from lattice neighbors, and to perform three moves which allow them to walk along the boundary of the robot, namely sliding along straight portions of the boundary and turning convex and concave vertices or edges. Within this framework, our algorithms are completely distributed, local, and -with only one exception - asynchronous. They consist in sets of rules, each one having a priority, a precondition, and an actuation or postcondition. Rules are identical for all modules, and are executed by all them in parallel. In fact, modules are assumed to be homogeneous and indistinguishable, and the rules are run without the help of id's and without the need of any central controller or unique clock.

The problems we solve are essentially of two sorts: self-organizing and self-reconfiguring. In particular, we show a set of rules for each of the following problems: counting the number of modules and making all the units know it, choosing a master, computing the minimum bounding box and forming a tree. We also generalize previous locomotion results to the asynchronous context, and show and prove universal reconfiguration, i.e., transformation between any pair of configurations having the same number of modules, but in this case, at least one of the modules unavoidably needs to use linear memory to store the information of the goal shape.

Besides the correctness and complexity proofs, we also provide a simulator and experiments showing the behavior of the proposed sets of rules in practice, both in 2 and in 3 dimensions.
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# On 5 -gons and 5 -holes 

Oswin Aichholzer ${ }^{1}$, Thomas Hackl ${ }^{1}$, Birgit Vogtenhuber ${ }^{1}$<br>${ }^{1}$ Institute for Software Technology, University of Technology, Graz, Austria<br>\{oaich, thackl, bvogt\}@ist.tugraz.at


#### Abstract

We consider an extension of a question of Erdős on the number of $k$-gons in a set of $n$ points


 in the plane. Relaxing the convexity restriction we obtain results on 5 -gons and 5 -holes (empty 5 -gons).
## Introduction

Let $S$ be a set of $n$ points in general position in the plane. A $k$-gon is a simple polygon spanned by $k$ points of $S$. A $k$-hole is an empty $k$-gon, that is, a $k$-gon which does not contain any points of $S$ in its interior.

Erdôs 9 raised the following questions for convex $k$-holes and $k$-gons. "What is the smallest integer $h(k)(g(k))$ such that any set of $h(k)(g(k))$ points in the plane contains at least one convex $k$-hole ( $k$-gon)?"; and, more generally, "What is the least number $h_{k}(n)$ ( $g_{k}(n)$ ) of convex $k$-holes ( $k$-gons) determined by any set of $n$ points in the plane?".

As already observed by Esther Klein, every set of 5 points determines a convex 4-hole (and thus 4 -gon). Moreover, 9 points always contain a convex 5 -gon and 10 points always contain a convex 5 -hole, a fact proved by Harborth [12]. Only in 2007/08 Nicolás [14] and independently Gerken 11 proved that every sufficiently large point set contains a convex 6 -hole, and it is well known that there exist arbitrarily large sets of points not containing any convex 7 -hole [13]; see [2] for a brief survey.

In this paper we concentrate on 5 -gons and 5 -holes and generalize the above questions by allowing a 5 -gon $/ 5$-hole to be non-convex. Thus, when referring to a 5 -gon $/ 5$-hole, it might be convex or non-convex and we will explicitly state it when we restrict considerations to one of these two classes. Similar results for 4 -holes can be found in [3]. For 4 -gons there is a one-to-one relation to the rectilinear crossing number of the complete graph, and thus results can be found in the respective literature.

A set of five points in convex position obviously spans precisely one convex 5-gon. In contrast, already a set of only five points (with three extremal points) can span eight different 5 -gons; see Figure 1 (left). This makes the considered questions more challenging (and interesting) than they might appear on a first glance.

Due to space limitations, all proofs are omitted in this extended abstract.

## 1 Small sets

For small point sets, Table 1 shows the numbers of 5 -gons and 5 -holes, respectively. Given are the minimum number of convex 5 -gons $/ 5$-holes, the maximum number of non-convex 5 -gons $/ 5$-holes, the minimum and maximum number of (general) 5 -gons $/ 5$-holes, and, for easy comparison, the number of 5 -tuples.

For counting convex 5 -gons $/ 5$-holes, it is easy to see that their number is maximized by sets in convex position and gives $\binom{n}{5}$. Of course these sets do not contain any nonconvex 5 -gons $/ 5$-holes. From Table 1 we also see that the minimum number of general

| $n$ | number of 5-gons |  |  |  | number of 5-holes |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} \text { convex } \\ \text { min } \end{gathered}$ | $\begin{aligned} & \text { non-convex } \\ & \quad \max \end{aligned}$ | $\begin{gathered} \text { ger } \\ \text { min } \end{gathered}$ | ral <br> max | convex | non-convex max | $\begin{gathered} \text { ger } \\ \text { min } \end{gathered}$ |  | $\binom{n}{5}$ |
| 5 | 0 | 8 | 1 | 8 | 0 | 8 | 1 | 8 | 1 |
| 6 | 0 | 48 | 6 | 48 | 0 | 31 | 6 | 31 | 6 |
| 7 | 0 | 156 | 21 | 157 | 0 | 76 | 21 | 77 | 21 |
| 8 | 0 | 408 | 56 | 410 | 0 | 157 | 56 | 160 | 56 |
| 9 | 1 | 900 | 126 | 909 | 0 | 288 | 126 | 292 | 126 |
| 10 | 2 | 1776 | 252 | 1790 | 1 | 492 | 252 | 501 | 252 |
| 11 | 7 | 3192 | 462 | 3228 | 2 | 779 | 462 | 802 | 462 |

Table 1. Number of 5 -gons and 5 -holes for $n=5 \ldots 11$ points.

5 -gons and 5 -holes is $\binom{n}{5}$ for $5 \leq n \leq 11$. While for 5 -gons this is obviously true in general (a convex 5 -tuple has exactly one polygonization, while a non-convex 5 -tuple has at least four), this is not the case for 5 -holes. In fact, we will show that, for sufficiently large $n$, the convex set maximizes the number of 5 -holes; see Theorem 3.6.

## 2 Five-gons

The rectilinear crossing number $\bar{r}(S)$ of a set $S$ of $n$ points in the plane is the number of proper intersections in the drawing of the complete straight line graph on $S$. It is easy to see that the number of convex 4 -gons is equal to $\overline{r r}(S)$ and is thus minimized by sets minimizing the rectilinear crossing number, a well-known, difficult problem in discrete geometry; see $\mathbf{7}$ and $\mathbf{1 0}$ for details. Tight values for the minimum number of convex 4 -gons are known for $n \leq 27$ points; see e.g. [1]. Asymptotically we have at least $c_{4}\binom{n}{4}=$ $\Theta\left(n^{4}\right)$ convex 4 -gons, where $c_{4}$ is a constant in the range $0.379972 \leq c_{4} \leq 0.380488$. As any 4 points in non-convex position span three non-convex 4 -gons, we get $3\binom{n}{4}-3 \bar{c}(S)$ non-convex and $3\binom{n}{4}-2 \bar{c} \bar{r}(S)$ general 4 -gons for a set $S$. Thus, sets which minimize the rectilinear crossing number also minimize the number of convex 4 -gons, and maximize both the number of non-convex 4 -gons and the number of general 4 -gons.

Surprisingly, a similar relation can be obtained for the number of non-convex 5-gons. To see this, consider the three combinatorial different possibilities (order types) of arranging 5 points in the plane, as depicted in Figure 1 (right). The proof of the following theorem is based on relations between the number of 5 -gons and the numbers of crossings of these configurations.

Theorem 2.1. Let $S$ be a set of $n \geq 5$ points in the plane in general position. Then $S$ contains $10\binom{n}{5}-2(n-4) \bar{c} r(S)$ non-convex 5 -gons.

Taking the constant $c_{4}$ for the rectilinear crossing number into account, we see that asymptotically we can have up to $10\binom{n}{5}-2(n-4) c_{4}\binom{n}{4}=10\left(1-c_{4}\right)\binom{n}{5}$ non-convex 5 -gons. This number is obtained for point sets minimizing the rectilinear crossing number and by a factor $\approx 6.2$ larger than the maximum number of convex 5 -gons.

For the number of convex 5 -gons, no simple relation to the rectilinear crossing number is possible: There exist two different sets (order types) $S_{1}$ and $S_{2}$, both of cardinality 6 with 4 extremal points, with $\overline{c r}\left(S_{1}\right)=\overline{c r}\left(S_{2}\right)=8$, where $S_{1}$ contains one convex 5-gon, while $S_{2}$ does not contain any convex 5 -gon.


Figure 1. Left: The eight different (non-convex) 5 -gons spanned by a set of five points with three extremal points. Right: The three order types for $n=5$. For each set its number of different 5 -gons and the number of crossings for the complete graph is shown.

## 3 Five-holes

### 3.1 A new lower bound for the number of convex 5 -holes

Let $h_{5}(S)$ denote the number of convex 5 -holes of a point set $S$, and let $h_{5}(n)=$ $\min _{|S|=n} h_{5}(S)$ be the number of convex 5 -holes any point set of cardinality $n$ has to have. The best upper bound $h_{5}(n) \leq 1.0207 n^{2}+o\left(n^{2}\right)$ can be found in 6. The previous best lower bound $h_{5}(n) \geq\left\lfloor\frac{n-4}{6}\right\rfloor$ has been obtained by Bárány and Károlyi [5].

Here we give a slight improvement on this bound, which still remains linear in $n$. It is based on an observation by Dehnhardt [8] that every set of 12 points contains at least three convex 5-holes.

Theorem 3.1. Let $S$ be a set of $n \geq 12$ points in the plane in general position. Then $h_{5}(n) \geq 3\left\lfloor\frac{n-4}{8}\right\rfloor$.

### 3.2 A lower bound for the number of (general) 5-holes

We obtained the following observation for general 5-holes by checking all 14309547 according point sets from the order type data base [4].
Observation 3.2. Let $S$ be a set of $n=10$ points in the plane in general position, and $p_{1}, p_{2} \in S$ two arbitrary points of $S$. Then $S$ contains at least 34 five-holes having $p_{1}$ and $p_{2}$ among their vertices.

This observation implies the following result, using a similar approach as in 3.
Theorem 3.3. Let $S$ be a set of $n \geq 10$ points in the plane in general position. Then $S$ contains at least $17 n^{2}-O(n)$ five-holes.

### 3.3 Maximizing the number of (general) 5-holes

The results for small sets shown in Table 1 suggest that the number of (general) 5-holes is minimized by sets in convex position. We not only show that this is in fact not the case, but rather prove the contrary: For sufficiently large $n$, sets in convex position maximize the number of 5 -holes.

Lemma 3.4. A point set $S$ with triangular convex hull and interior points contains at most $4 i+5$ five-holes which have the three extreme points among their vertices.

Lemma 3.5. Let $\Gamma$ be a non-empty convex quadrilateral in $S$. There are at most four 5 -holes spanned by the four vertices of $\Gamma$ plus a point of $S$ in the interior of $\Gamma$.

Considering the size of the convex hull of each 5-tuple, these two lemmas lead to the following theorem.

Theorem 3.6. For $n \geq 86$, the number of 5 -holes is maximized by a set of $n$ points in convex position.

## 4 Conclusion

In this abstract we presented several results for a variant of a classic Erdôs-Szekeres-type problem: counting general 5 -gons and 5 -holes. The following questions remain open: What is the maximum number of general 5 -gons? Is there a super-linear lower bound for the number of convex 5 -holes (cf. Theorem 3.1) or a super-quadratic lower bound for the number of general 5 -holes (cf. Theorem 3.3)?
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Abstract. One of the oldest, liveliest branches of mathematics, the study of polyhedra, can trace its roots back to the work of the Greeks. Nevertheless, it abounds in unsolved problems that even a high school student can understand and appreciate. In this talk, we aim to give recent results on polyhedra, together with several artworks created by applying these results.

## 1 Reversible polygons and polyhedra

Our work on reversible solids (or polygons) was inspired by the famous Dudeney Puzzle. A convex polygon (or polyhedron) $P$ is said to be reversible to $Q$ if $P$ can be dissected and turned inside out to form another convex polygon (or polyhedron) $Q$. We call these $P$ and $Q$ a reversible pair.
Theorem 1.1 (1). If $P$ is reversible, then $P$ tiles the plane by translation and rotation.
Theorem 1.2 (1). Let $P$ and $Q$ be a reversible pair, and let $\alpha$ and $\beta$ be tilings by $P$ and $Q$, respectively. Then an appropriate superimposition of two tilings $\alpha$ and $\beta$ gives the way how to dissect $P$ to make $Q$.


Figure 1

A parallelohedron is a convex polyhedron which tiles 3-dimensional space (i.e., a space-filler) by translations only.

Fedorov established in [2] that there are exactly five families $F_{1} \sim F_{5}$ of parallelohedra, namely, parallelepiped $F_{1}$, rhombic dodecahedron $F_{2}$, hexagonal prism $F_{3}$, elongated rhombic dodecahedron $F_{4}$, and truncated octahedron $F_{5}$. Note that each family contains infinitely many different shapes of polyhedra, since applying affine transformations to any of them will not affect the space-filling property.


Figure 2

Theorem 1.3. For every pair $F_{i}, F_{j}(1 \leq i, j \leq 5)$ of families of parallelohedra, there exist $P \in F_{i}$ and $Q \in F_{j}$ such that $P$ is reversible to $Q$.

## 2 Elements of parallelohedra

Let $\Sigma$ be a set of polyhedra. A set $\Omega$ of polyhedra is said to be an element set for $\Sigma$, denoted by $\varepsilon(\Sigma)$, if each polyhedron in $\Sigma$ is the union of a finite number of polyhedra in $\Omega$, i.e.,

$$
\text { for all } P \in \Sigma, P=\cup n_{i} \sigma_{i}, \text { where } n_{i} \in \mathbb{Z}_{\geq 0} \text { and } \sigma_{i} \in \Omega
$$

The element number of the set $\Sigma$ of polyhedra, denoted by $e(\Sigma)$, is the minimum cardinality of the element sets for $\Sigma$, i.e., $e(\Sigma)=\min |\Omega|$, where the minimum is taken over all possible element sets $\Omega \in \varepsilon(\Sigma)$.

A pentadron is either one of the pentahedra shown in Figure 3(a), with nets shown in Figure 3(b).

Theorem $2.1(\boxed{4})$. The element number of the set of all parallelohedra is 1. Each parallelohedron can be constructed with a finite number of copies of the pentadron by face to face gluing. See Table 1 .


Figure 3

| Parallelohedron | Number of pentadra |
| :--- | :---: |
| Cube | 96 |
| Rhombic dodecahedron | 192 |
| Skewed hexagonal prism | 144 |
| Elongated rhombic dodecahedron | 384 |
| Truncated octahedron | 48 |

Table 1. Number of pentadra in the parallelohedra.

## 3 Element numbers for regular $n$-polytopes

Theorem 3.1 ([4). Let $\Pi$ be the set of the five Platonic solids, and denote by $\sigma_{1}, \sigma_{2}$, $\sigma_{3}, \sigma_{4}$ a regular tetrahedron, an equihepta, a golden tetra, and a roof, respectively. Then $\Phi=\left\{\sigma_{1}, \sigma_{2}, \sigma_{3}, \sigma_{4}\right\}$ is an element set for $\Pi$, and the decomposition of each Platonic solid into these elements is summarized in Table 2.

| Platonic solid | Decomposition into elements |
| :--- | :---: |
| Regular tetrahedron | $\sigma_{1}$ |
| Cube | $\sigma_{1} \cup 4\left(\sigma_{2} \cup 3 \sigma_{3}\right)=\sigma_{1} \cup 4 \sigma_{2} \cup 12 \sigma_{3}$ |
| Regular octahedron | $8\left(\sigma_{2} \cup 3 \sigma_{3}\right)=8 \sigma_{2} \cup 24 \sigma_{3}$ |
| Regular dodecahedron | $\sigma_{1} \cup 4 \sigma_{2} \cup 12 \sigma_{3} \cup 6 \sigma_{4}$ |
| Regular icosahedron | $8 \sigma_{2}$ |

Table 2. Decomposition of the Platonic solids.
Let $\Pi_{n}$ be a set of all regular $n$-polytopes. Then we have the following result:
Theorem 3.2. The element number for regular 4-polytopes is 4 , and the element number for regular $n$-polytopes is 3 for all $n \geq 5$. See Table 3 .


Figure 4. The four elements for the Platonic solids.

| Dimension $n$ | Number of <br> regular polytopes | Element number $e\left(\Pi_{n}\right)$ |
| :---: | :---: | :---: |
| 2 | $\infty$ | $\infty$ |
| 3 | 5 | 4 |
| 4 | 6 | 4 |
| $\geq 5$ | 3 | 3 |

Table 3
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#### Abstract

Let $P$ be a set of points in the plane in general position. Any three points $x, y, x \in P$ determine a triangle $\Delta(x, y, z)$ of the plane. We say that $\Delta(x, y, z)$ is empty if its interior contains no element of $P$. In this paper we study the following problems: What is the size of the largest family of edge-disjoint triangles of a point set? How many triangulations of $P$ are needed to cover all the empty triangles of $P$ ? What is the largest number of edge-disjoint triangles of $P$ containing a point $q$ of the plane in their interior?


## Introduction

Let $P$ be a set of $n$ points on the plane in general position. A geometric graph on $P$ is a graph $G$ whose vertices are the elements of $P$, two of which are adjacent if they are joined by a straight line segment. We say that $G$ is plane if it has no edges that cross each other. A triangle of $G$ consists of three points $x, y, z \in P$ such that $x y, y z$, and $z x$ are edges of $G$; we will denote it as $\Delta(x, y, z)$. If in addition $\Delta(x, y, z)$ contains no elements of $P$ in its interior, we say that it is empty.

In a similar way, we say that, if $x, y, z \in P$, then $\Delta(x, y, z)$ is a triangle of $P$, and that $x y, y z$, and $z x$ are the edges of $\Delta(x, y, z)$. If $\Delta(x, y, z)$ is empty, it is called a 3 -hole of $P$. A 3-hole of $P$ can be thought of as an empty triangle of the complete geometric graph $\mathcal{K}_{P}$ on $P$. We remark that $\Delta(x, y, z)$ will denote a triangle of a geometric graph, and also a triangle of a point set.

A well-known result in graph theory says that, for $n=6 k+1$ or $n=6 k+3$, the edges of the complete graph $K_{n}$ on $n$ vertices can be decomposed into a set of $\binom{n}{2} / 3$ edge-disjoint triangles. These decompositions are known as Steiner triple systems [18]; see also Kirkman's schoolgirl problem [12, 17]. In this paper, we address some variants of that problem, but for geometric graphs.

Given a point set $P$, let $\delta(P)$ be the size of the largest set of edge-disjoint empty triangles of $P$. It is clear that, if $P$ is in convex position and it has $n=6 k+1$ or $n=6 k+3$ elements, then $\delta(P)=\binom{n}{2} / 3$. On the other hand, we prove that, for some point sets, namely Horton point sets, $\delta(P)$ is $O(n \log n)$.

We then study the problem of covering the empty triangles of point sets with as few triangulations of $P$ as possible. For point sets in convex position, we prove that we need essentially $\binom{n}{3} / 4$ triangulations; our bound is tight. We also show that there are point

[^1]sets $P$ for which $O(n \log n)$ triangulations are sufficient to cover all the empty triangles of $P$ for a given point set $P$.

Finally, we consider the problem of finding a point contained in the interior of many edge-disjoint triangles of $P$. We prove that for any point set there is a point contained in at least $n^{2} / 12$ edge-disjoint triangles. Furthermore, any point in the plane is contained in at most $n^{2} / 9$ edge-disjoint triangles of $P$, and this bound is sharp. In particular, we show that this bound is attained when $P$ is the set of vertices of a regular polygon.

## Preliminary work

The study of counting and finding $k$-holes in point sets has been an active area of research since Erdős and Szekeres [6, 7] asked about the existence of $k$-holes in planar point sets. It is known that any point set with at least ten points contains 5 -holes; e.g. see $[\mathbf{9}$. Horton [10] proved that for $k \geq 7$ there are point sets containing no $k$-holes. The question of the existence of 6 -holes remained open for many years, but recently Nicolás [14] proved that any point set with sufficiently many points contains a 6 -hole. A second proof of this result was subsequently given by Gerken [8].

The study of properties of the set of triangles generated by point sets on the plane has been of interest for many years. Let $f_{k}(n)$ be the minimum number of $k$-holes that a point set has. Clearly a point set has a minimum of $f_{3}(n)$ empty triangles. Katchalski and Meir [11] proved that $\binom{n}{2} \leq f_{3}(n) \leq k n^{2}$ for some $k<200$; see also Purdy [16]. Their lower bounds were improved by Dehnhardt [4] to $n^{2}-5 n+10 \leq f_{3}(n)$. He also proved that $\binom{n-3}{2}+6 \leq f_{4}(n)$. Point sets with few $k$-holes for $3 \leq k \leq 6$ were obtained by Bárány and Valtr [2]. The interested reader can read [13] for a more accurate picture of the developments in this area of research.

Chromatic variants of the Erdôs-Szekeres problem have recently been studied by Devillers, Hurtado, Károly, and Seara [5]. They proved among other results that any bichromatic point set contains at least $\frac{n}{4}-2$ compatible monochromatic empty triangles. Aichholzer et al. [1] proved that every bi-chromatic point set contains $\Omega\left(n^{5 / 4}\right)$ empty monochromatic triangles; this bound was improved by Pach and Tóth [15] to $\Omega\left(n^{4 / 3}\right)$. Due to lack of space, we will omit the proofs of all of our results.

## 1 Sets of edge-disjoint empty triangles in point sets

Let $P$ be a set of $n$ points on the plane, and $\delta(P)$ the size of the largest set of edge-disjoint empty triangles of the complete graph $\mathcal{K}(P)$ on $P$. For any integer $k \geq 1$, let $H_{k}$ denote the Horton set with $2^{k}$ points; see [10]. We will prove:

Theorem 1.1. Let $n=2^{k}$, and let $H_{k}$ be the Horton set with $n=2^{k}$ elements. Then $\delta\left(H_{k}\right)$ is $O(n \log n)$.

Conjecture 1.2. Every point set $P$ in general position with $n$ elements contains a set with at least $O(n \log n)$ edge-disjoint empty triangles.

## 2 Covering the triangles of point sets with triangulations

An empty triangle $t$ of a point set $P$ is covered by a triangulation $T$ of $P$ if one of the faces of $T$ is $t$. In this section we consider the following problem:

Problem 2.1. How many triangulations of a point set are needed so that each empty triangle of $P$ is covered by at least one triangulation?

We start by studying Problem 2.1 for point sets in convex position, and then for point sets in general position. We will prove first:

Theorem 2.2. The set of triangles of any convex polygon can be covered with
(1) $\frac{1}{4}\left[\binom{n}{3}+\frac{n(n-2)}{2}\right]$ triangulations for $n$ even, and
(2) $\frac{1}{4}\left[\binom{n}{3}+\frac{n(n-1)}{2}\right]$ triangulations for $n$ odd.

This bound is tight.
Thus the number of triangulations needed to cover all the triangles of $P$ is asymptotically $\binom{n}{3} / 4$. The next result follows trivially:
Corollary 2.3. Let $P$ be a set of $n$ points in convex position, and $p$ any point in the interior of $C H(P)$. Then $p$ belongs to the interior of at most $\frac{1}{4}\binom{n}{3}+O\left(n^{2}\right)$ triangles of $P$.

Next we prove:
Theorem 2.4. $\Theta(n \log n)$ triangulations of $H_{k}$ are necessary and sufficient to cover the set of empty triangles of $H_{k}$.

Conjecture 2.5. At least $\Omega(n \log n)$ triangulations are needed to cover all the empty triangles of any point set with $n$ points.

## 3 A point in many edge-disjoint triangles

The problem of finding a point contained in many triangles of a point set was solved by Boros and Füredi [3]. They proved:

Theorem 3.1. For any set $P$ of $n$ points in general position, there is a point in the interior of the convex hull of $P$ contained in $\frac{2}{9}\binom{n}{3}+O\left(n^{2}\right)$ triangles of $P$. The bound is tight.

We consider the following problem:
Problem 3.2. Let $P$ be a set of points on the plane in general position, and $q \notin P a$ point of the plane. What is the largest number of edge-disjoint triangles of $P$ such that $q$ belongs to the interior of all of them?

We will prove:
Theorem 3.3. In any point set in general position there is a point $q$ for which the inequalities $\frac{1}{12} n^{2} \leq \tau(q) \leq \frac{1}{9} n^{2}$ hold. Moreover, $\tau(q) \leq \frac{1}{9} n^{2}$ for every $q$.

### 3.1 Regular polygons

By Theorem 3.3, any point in the interior of the convex hull of a point set is contained in at most $n^{2} / 9$ edge-disjoint triangles of $P$. We now show that the upper bound in Theorem 3.3 is achieved when $P$ is the set of vertices of a regular polygon. Proving this result proved to be a nice challenging problem. In what follows, we will assume that $n=9 m$ with $m \geq 1$. We will prove:

Theorem 3.4. Let $P$ be the set of vertices of a regular polygon with $n=9 m$ vertices, and let $c$ be its center. If $m$ is odd, then $|\tau(c)| \geq \frac{1}{9} n^{2}$, and if $m$ is even, then $|\tau(c)| \geq \frac{1}{9} n^{2}-n$.

We conclude our paper by proving:
Theorem 3.5. There are point sets $P$ such that every $q \notin P$ is contained in at most a linear number of empty edge-disjoint triangles of $P$. This bound is tight.

We conclude with the following:
Conjecture 3.6. Let $P$ be a set of $n$ points in general position on the plane. Then there is a point $q$ on the plane which is contained in at least $\log n$ edge-disjoint triangles of $P$.
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I love computational geometry because the problems and solutions are fun and often tangible. Puzzles are one way to express these two aspects of geometry. Puzzles are also a great source of computational geometry problems: which puzzles can be solved and/or designed efficiently using algorithms? Proving puzzles to be computationally intractable (NP-hard or worse) leads to a more mathematical sort of puzzle, designing gadgets and reductions. I will describe a variety of algorithmic and complexity results on geometric puzzles, focusing on more playful and recent results.

# The relative neighborhood graph: an interdisciplinary paradigm 
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#### Abstract

The relative neighborhood graph of a collection of objects assigns an edge to a pair of objects $(A, B)$, provided that no other object is closer to both $A$ and $B$ than $A$ and $B$ are to each other. This graph was originally proposed for the purpose of extracting the visual perceptual structure of a two-dimensional dot pattern [1]. During the past thirtyone years, the relative neighborhood graph has been applied to a multiplicity of different disciplines, and sometimes to a variety of different problems within a discipline. Here some of these applications are reviewed, including: wireless network communications, archaeological network analysis, grid typification in cartography, data mining for geographic information systems, shape analysis, image morphology, polygon decomposition, the extraction of primal sketches in computer vision, the reduction of the size of the training sets in instance-based machine learning, the design of non-parametric decision rules, support-vector machines, cluster analysis, manifold learning, the design of nonparametric tests of the independence of dissimilarity matrices, the design of data-depth measures, testing class separability, estimating two-dimensional voids in the cold dark matter universe, multidimensional data-base indexing, image retrieval, adaptive grid generation for solving partial differential equations, clinical case retrieval in health-care systems, modeling road networks in transportation science, modeling leaf venation patterns in biology, plasmodium machines, swarm intelligence, distributed motion coordination, visualizing metabolic reactions in chemistry, tracking defects in crystal structures, and developing visualization tools such as topological zooming as well as Tukey and Tukey scagnostics.
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#### Abstract

We try to summarize some results concerning local transformations in some geometrical structures.


Probably the first time that a local transformation appeared in the context that we mean here was in the paper by Lawson [1]. The abstract of that work (more than forty years ago) says "This paper establishes the possibility of performing certain transformations of triangulations of finite planar point sets".

Since that paper, local transformations have been used extensively as a tool in order to obtain results on enumeration and optimality mainly, but also as a way to describe and so to know better some geometrical structures as matching, triangulations, trees, etc. The main reason to use this tool is (as Ferran Hurtado says in one of his papers [2]): "When the quality of a structure with respect to some criterion is considered, and no direct method for obtaining the optimal triangulation is known, it is natural to perform operations that allow local improvements".

One of the main contributors to this field has been (and will be in the future almost for sure) Ferran Hurtado (see, for example, [3]). He has several papers on this subject, and, in fact, he has studied local transformations (of flips) in all the structures we mentioned above.

Here we will try to summarize some of the results related with flips, and how this tool has been used to prove some other results.
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# Recent results on plane geometric spanners 
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A geometric graph $G$ is a graph whose vertices are points in the plane and whose edges are line segments weighted by the Euclidean distance between their endpoints. In this setting, a $t$-spanner of $G$ is a spanning subgraph $G^{\prime}$ with the property that, for every pair of vertices $x, y$, the shortest path from $x$ to $y$ in $G^{\prime}$ has weight at most $t \geq 1$ times the shortest path from $x$ to $y$ in $G$. The parameter $t$ is commonly referred to as the spanning ratio, the dilation or the stretch factor. In addition to having bounded spanning ratio, it is desirable to build $t$-spanners that possess other properties, such as bounded degree, low weight, or fault-tolerance, to name a few. In this talk, we are particularly interested in planarity. There has been a flurry of activity in this area. We review various results on how to build plane geometric spanners.

[^2]
# Erdős-Szekeres-type theorems for convex bodies 
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Erdős and Szekeres [3, 4] proved that any set of more than $\binom{2 n-4}{n-2}$ points in general position in the plane contains $n$ points which are in convex position, i.e., they form the vertex set of a convex $n$-gon. Bisztriczky and Fejes Tóth [1, 2] extended this result to families of convex sets, as follows.

Let $\mathcal{F}=\left\{B_{1}, \ldots, B_{t}\right\}$ be a family of compact convex sets in the plane in general position, i.e., no three of them have a common supporting line, and no two are tangent to each other. We say that $B_{i} \in \mathcal{F}$ is a vertex of $\mathcal{F}$ if $B_{i}$ is not contained in the convex hull of the union of the others, i.e., if bd conv $(\cup \mathcal{F})$, the boundary of the convex hull of the union of all members of $\mathcal{F}$, contains a piece of the boundary of $B_{i}$. We say that $\mathcal{F}$ is in convex position if every member $B_{i}(i=1, \ldots, t)$ of $\mathcal{F}$ is a vertex of $\mathcal{F}$. Evidently, any two members of $\mathcal{F}$ are in convex position.

Bisztriczky and Fejes Tóth proved that there exists a function $N(n)$ such that if $\mathcal{F}$ is a family of pairwise disjoint convex sets, $|\mathcal{F}|>N(n)$, and any three members of $\mathcal{F}$ are in convex position, then $\mathcal{F}$ has $n$ members in convex position. We survey various generalizations and strengthenings of this result, based on joint work with Géza Tóth [6, 7] and with Jacob Fox, Benny Sudakov, and Andrew H. Suk [5].
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# Approximation algorithms for optimal covering tours in geometric settings 
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The geometric optimal covering tour problem asks one to compute a shortest cycle that "covers" a geometric set $S$, such as a discrete set of points, a set of polygons, or a polygonal domain, where "coverage" generally means that the tour is required to visit each member of $S$ or to come within a specified distance of each member of $S$. We survey recent approximation algorithm results on computing optimal cover tours in geometric environments.

A fundamental problem in geometric network optimization is the traveling salesman problem (TSP), which is a geometric covering tour problem on a discrete point set $S$. An extension of the TSP, the TSP with Neighborhoods (TSPN), requires that we find a tour of minimum length that visits a set $S$ of regions (e.g., polygons). The TSPN shows up in many related geometric optimization problems, including the watchman route problem of computing a tour for a mobile guard to be able to see all of a given geometric domain. The TSPN also arises in the watchman route problem with limited visibility range, the lawnmower and milling problems, range scanning for model and map acquisition, and in various problems in sensor networks, including relay placement and mobile data mules for sensor network data gathering.

We survey the state of the art in approximation algorithms for geometric optimal covering tours, including recent results on watchman routes in polygonal domains, data gathering in sensor networks, and related geometric network optimization problems.

# Linking geometric objects 
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#### Abstract

Let $S$ be a set of geometric objects. In many computational geometric problems we are asked to link the elements of $S$, or part of them, by means of some geometric objects, usually satisfying a set of constraints. In this talk we overview several such problems. I have been lucky by working together with Ferran Hurtado in these and many other problems. I learn a lot from him and have a lot of fun when working together. This talk is a tribute to Ferran on his 60th Birthday.




Figure 1. Ferran busy with arrangements of circles.


Figure 2. Friends and foes.

Problem 1 (Friends and foes [2]). We are given a set of red points and a set of blue points on the plane. Does there exist a set of circles, centered all of them on a common line, whose union contains the blue points and excludes the red ones? If the answer is no, which is the minimum number of red points that have to be removed in order to have a positive answer?

[^3]

Figure 3

Problem 2 (Gear systems [3). Let $S$ be a set of points on the plane and $G$ a graph with vertex set $S$. Is it possible to connect the points of $S$ by means of non-overlapping disks centered on them that touch each other following the pattern given by $G$ ? In other words, is it possible to realize $G$ as a contact graph of disks centered at its vertices? How to obtain a realization in the positive case?
Problem 3 (Conveyer belt: a ten-year-old open puzzle [1, 4]). Let $D$ be a set of disjoint disks on the plane. Suppose they are wheels and we want to link all of them by wrapping an elastic band around that tends to shrink as much as possible, thus obtaining a conveyer belt mechanical system (see Figure 3). Does there exist a configuration such that the band describes a simple Jordan curve? This is a generalization of the polygonization problem, in which the radii are all equal to zero.
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# Convexifying monotone polygons while maintaining internal visibility 
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#### Abstract

Let $P$ be a simple polygon on the plane. Two vertices of $P$ are visible if the open line segment joining them is contained in the interior of $P$. In this paper we study the following questions posed in [6, 7: (1) Is it true that every non-convex simple polygon has a vertex that can be continuously moved such that during the process no vertex-vertex visibility is lost and some vertex-vertex visibility is gained? (2) Can every simple polygon be convexified by continuously moving only one vertex at a time without losing any internal vertex-vertex visibility during the process?

We provide a counterexample to (1). We note that our counterexample uses a monotone polygon. We also show that question (2) has a positive answer for monotone polygons.


## Introduction

Let $P$ be a simple polygon with vertices $\left\{p_{1}, \ldots, p_{n}\right\}$. We say that two vertices of $P$ are $P$-visible if the relative interior of the line segment joining them is contained in the interior of $P$. The visibility graph $V G(P)$ of $P$ is the graph with vertex set $\left\{p_{1}, \ldots, p_{n}\right\}$ in which two vertices of $P$ are adjacent if they are $P$-visible. A classical problem in computational geometry is that of convexifying simple polygons; that is, using a given fixed set of transformations that can be applied to the vertices and edges of $P$, try to transform $P$ into a convex polygon in such a way that some properties of $P$ are preserved. The first formulation of a problem of this kind was proposed by Erdős [4], who proposed a strategy to convexify a non-convex polygon by using flipturns. Perhaps the most celebrated result in this area concerns the solution of the Carpenter's Rule conjecture [3, 10]; see also [1, 2, 8, (9).

[^4]Our starting point is the following question posed by Satyan L. Devadoss in the Open Problem Session at CCCG 2008 [6, 7]:

Question. Given a simple polygon $P$ and its visibility graph $V G(P)$, can the vertices of $P$ (one at a time or simultaneously) be moved continuously along paths so that:

- the simplicity of the polygon $P$ is maintained all the time, and
- the visibility graph of $P$ never loses edges, only gains them.

In discussions after the workshop, the following specific questions were raised [5:
(1) Has every non-convex simple polygon a vertex $p$ that can be continuously moved so that $V G(P)$ gains at least one extra edge, and never loses any?
(2) Can every simple polygon be convexified by continuously moving several vertices in sequence, but only one at a time, such that $V G(P)$ never loses any edge?
We will prove that Question (2) has a positive answer for monotone polygons. On the other hand, we give an example that shows that the answer to Question (1) is negative, even for monotone polygons. For recent results on this topic, see also [7].

## 1 Polygons and visibility

Let $P$ be a simple polygon as defined above. The interior of $P$ is the area bounded by $P$ and we consider this area as an open set, i.e., vertices and edges of $P$ do not belong to the interior of $P$. Let $u$ and $v$ be the leftmost and rightmost vertices of $P$. There are two edge-disjoint paths contained in $P$ joining $u$ to $v$, which are called the upper chain of $P$, and the lower chain of $P$, respectively. If any vertical line intersects the interior of $P$ in at most one connected component then $P$ is $x$-monotone, where, for simplicity, we will simply use the term monotone. Finally, we suppose without loss of generality that no vertical line passes through two vertices of $P$.

A basic operation that we use in this paper is to move the vertices of $P$ around the plane. Strictly speaking, the polygon $P$ defined by its vertices changes. Nevertheless, abusing our terminology a bit, we will always refer to it as $P$. Moreover, we will restrict our point moves to those that do not destroy the simplicity of $P$.

We say that the two vertices $u$ and $v$ of $P$ are $P$-visible if the relative interior of the line segment $\overline{u v}$ joining them is contained in the interior of $P$. We call $\{u, v\}$ a visibility pair. Note that, according to our definition, consecutive vertices of $P$ are not visible. Let $\mathcal{N}(P)$ be the set of pairs of vertices of $P$ that are not $P$-visible. As consecutive vertices of $P$ are not $P$-visible, $|\mathcal{N}(P)| \geq n$. Note that if the vertices of $P$ move, the set of visible pairs of $P$ may change, and in turn the visibility graph $V G(P)$ may also change.

We say that a vertex move is visibility-preserving if the following holds: If $p_{j}$ and $p_{k}$ were $P$-visible, they remain $P$-visible while $p_{i}$ moves. If in addition the number of edges of $V G(P)$ increases, then we call it a visibility-increasing vertex move.

Our main results are the following:
Theorem 1.1. There are polygons that have no visibility-increasing vertex moves.
Theorem 1.2. Every monotone polygon can be convexified with a sequence of visibilitypreserving moves.

## 2 A counterexample to Question (1)

Consider the monotone polygon $P$ shown in Figure 1. The coordinates of the vertices of $P$ are $a=(-100,0), b=(-63,40), c=(-61,40), d=(-33,2)$, and $e=(0,45)$. The points $\{f, g, h, i\}$ are obtained from the points $\{a, b, c, d\}$ by reflecting them along the $y$-axis. Points $b^{\prime}$ to $h^{\prime}$ are obtained from the points $b$ to $h$ by a reflection along the $x$-axis.


Figure 1. A monotone polygon without visibility-increasing vertex moves. Shaded areas indicate visibility-preserving regions. For point $a$, dashed lines indicate the boundary of its visibility-preserving region.

To show that $P$ does not admit any visibility-increasing vertex move, it is sufficient to consider the vertices of $P$ in the set $\left\{a, b, c^{\prime}, d, e\right\}$. The remaining cases follow by symmetry. For each of these vertices, we show in Figure 1 the open shaded region into which any of these points can be translated without losing any visibility pairs in $P$. It is now easy to see that there is no single vertex move that is visibility-increasing.

## 3 Visibility-preserving vertex moves

For a point $q \in \mathbb{R}^{2}$ and some $\delta>0$, we denote by $B_{\delta}(q)$ the closed disk with radius $\delta$ with center at point $q$. Let $P=\left\{p_{0}, \ldots, p_{n-1}\right\}$ be a set of points in the plane in general position. We say that $\delta>0$ is a safe threshold of $P$ if there are no three elements $p_{i}$, $p_{j}$, and $p_{k}$ of $P$ such that $B_{\delta}\left(p_{i}\right), B_{\delta}\left(p_{j}\right)$, and $B_{\delta}\left(p_{k}\right)$ are all intersected by a line $\ell$. Equivalently, we can say that $\delta$ is a safe threshold of $P$ if there are no three points $p_{i}, p_{j}, p_{k} \in P$ such that when we translate each of them to a point within $\delta$ distance of them, they become aligned.

It is not hard to see that every point set in the plane in general position has a safe threshold $\delta$ and that if a vertex move is not visibility-preserving, then at some point while moving the vertex it becomes collinear with two other vertices of $P$. However, the following lemma shows that collinearity is no problem for our approach. With $V^{\circ}(P)$ we denote the set of vertices interior to the convex hull of $P$.
Lemma 3.1. Let $P$ be a monotone polygon. Then there is a sequence of visibilitypreserving vertex moves of some vertices of $P$ such that at the end of the sequence, the vertices of $P$ are in general position, $P$ remains monotone, and $\left|V^{\circ}(P)\right|+|\mathcal{N}(P)|$ does not increase during the vertex movements.

We are now ready to give a brief sketch of the proof of Theorem 1.2, By Lemma 3.1, we can assume that $V(P)$ is in general position. We proceed by induction on the sum
of the number of interior vertices plus the number of non-visible pairs. If the vertices of $P$ are in convex position, there is nothing to prove. Observe that $P$ is convex if $\left|V^{\circ}(P)\right|+|\mathcal{N}(P)|=n$. Suppose then that $\left|V^{\circ}(P)\right|+|\mathcal{N}(P)|>n$ and assume that the theorem holds for all polygons $Q$ with $\left|V^{\circ}(Q)\right|+|\mathcal{N}(Q)|<\left|V^{\circ}(P)\right|+|\mathcal{N}(P)|$.

Since $P$ is not convex, suppose without loss of generality that there are $k \geq 1$ interior vertices of $P$ on its upper chain. Relabel them as $v_{1}, v_{2}, \ldots, v_{k}$, in increasing order with respect to their $x$-coordinate. Let $\delta>0$ be a safe threshold for the initial position of $V(P)$. Our algorithm starts by executing the following basic procedure BP:

BP: One at a time from left to right, move $v_{1}, v_{2}, \ldots, v_{k}$ upwards, by a distance $\delta$.
Once $v_{1}, v_{2}, \ldots, v_{k}$ have all been moved, we execute $\mathbf{B P}$ repeatedly (using always the same $\delta$ !) until one of the following occurs: (1) a vertex in $\left\{v_{1}, v_{2}, \ldots, v_{k}\right\}$ reaches the convex hull of $P,(2)$ a new visible pair occurs, or (3) the visibility-preserving property is lost. If we stop because (1) or (2) occurs, then we are done, by our induction hypothesis. Using monotonicity of $P$ we can show that (3) does not happen before a visibility-increasing event, which proves the theorem. Details are omitted in this extended abstract.

## 4 Conclusion

Several open questions arise from our work: How many vertex moves do we need to convexify a monotone polygon? Can this number be bounded by a polynomial? If we allow only vertical moves we can construct a polygon where the number of vertex moves is unbounded, but how about general moves? What happens if we allow more than one vertex to move at a time? We conclude with the following conjecture.
Conjecture 4.1. Every simple polygon can be convexified by a sequence of visibilitypreserving 1-vertex moves.

## Acknowledgments

We would like to thank Erik Demaine and Stefan Langerman for valuable discussions on the topic, as well as the anonymous referees for their comments.

## References

[1] O. Aichholzer, C. Cortés, E. Demaine, V. Dujmović, J. Erickson, H. Meijer, M. Overmars, B. Palop, S. Ramaswami, and G. Toussaint. Flipturning polygons. Discrete and Computational Geometry, Vol. 28, 2002, pp. 231-253.
[2] T. C. Biedl, E. Demaine, S. Lazard, S. M. Robbins, and M. A. Soss. Convexifying monotone polygons. Lecture Notes in Computer Science 1741, pp. 415-424, 1999.
[3] R. Connelly, E. D. Demaine and G. Rote, Straightening polygonal arcs and convexifying polygonal cycles. Discrete Comput. Geom. 30 (2003), 205-239.
[4] P. Erdős, Problem 3763. Amer. Math. Monthly 42 (1935), p. 627.
[5] E. D. Demaine, S. Langerman. Personal communication, Montreal, 2008.
[6] E. D. Demaine, J. O'Rourke. Open Problems from CCCG 2008. Proceedings of the 21st Canadian Conference on Computational Geometry (CCCG 2009), pp. 75-78, 2009.
[7] S. L. Devadoss, R. Shah, X. Shao, and E. Winston. Visibility graphs and deformations of associahedra. arXiv:0903.2848, March 2009.
[8] B. Grünbaum. How to convexify a polygon. Geocombinatorics 5 (1995), pp. 24-30.
[9] B. de Sz.-Nagy. Solution of problem 3763. Amer. Math. Monthly 49 (1939), pp. 176-177.
[10] I. Streinu, Pseudo-triangulations, rigidity and motion planning. Discrete Comput. Geom. 34 (2005), 587-635.

# Face guards for art galleries 

Diane L. Souvaine ${ }^{1}$, Raoul Veroy, Andrew Winslow ${ }^{1}$<br>Tufts University, Medford, MA, USA<br>dls@cs.tufts.edu, rveroy@cs.tufts.edu, awinslow@cs.tufts.edu


#### Abstract

A classic problem in computational geometry is the art gallery problem: given an enclosure, how should guards be placed to ensure that every location in the enclosure is seen by some guard. In this paper we consider guarding the interior of a simple polyhedron using face guards: guards who roam over an entire interior face of the polyhedron. Bounds for the number of face guards $g$ that are necessary and sufficient to guard any polyhedron with $f$ faces are given. We show that, for orthogonal polyhedra, $\lfloor f / 7\rfloor \leq g \leq\lfloor f / 6\rfloor$, while for general polyhedra $\lfloor f / 5-2 / 5\rfloor \leq g \leq\lfloor f / 2\rfloor$.


## Introduction

In computational geometry, few problems are as recognizable as art gallery problems: given a region and a choice of how to place guards in the region, determine the locations of guards in order to see all locations in the region. In 2D, such problems have been considered for many years (see the surveys in [2], (3) and [5]); however, work in 3D is less extensive. Grünbaum and O'Rourke [2] and Szabó and Talata [4] consider guarding the exterior of a polyhedron with vertex guards stationed at vertices of the polyhedron, while Bose et al. [1] and Urrutia [5] consider guarding the interior of a polyhedron with edge guards free to walk along an entire edge.

In this work we consider an entirely new type of guard, called a face guard, who is free to move about a face (including its edges), and guards any location visible from some point on the face. We bound the number of face guards $g$ sufficient to guard orthogonal and general simple polyhedra with $f$ faces. In the orthogonal case we show that $\lfloor f / 7\rfloor \leq g \leq\lfloor f / 6\rfloor$, while in the general case $\lfloor f / 5-2 / 5\rfloor \leq g \leq\lfloor f / 2\rfloor$.

## 1 Definitions

In this paper we consider polyhedra with genus 0 (i.e., homeomorphic to a sphere) with faces that are not necessarily simply-connected (homeomorphic to discs). In contrast to some work on 3D art gallery problems, we consider guarding the interior of a polyhedron, not its exterior. A polyhedron is guarded by selecting interior faces to be face guards.

We say a point $p$ in the interior of the polyhedron is seen by a face guard if the open line segment connecting $p$ to some point on the closed face does not intersect the boundary of the polyhedron. Thus the region guarded by a face guard is the set of all points that are seen by a point on the face.

## 2 Orthogonal polyhedra

We start by considering the class of orthogonal polyhedra: polyhedra with every edge parallel to one of the three axes. By definition, each face of an orthogonal polyhedron has

[^5]a normal vector parallel to one of the three axes. Thus, the interior faces of orthogonal polyhedra can be partitioned into six sets according to the directions of their normal vectors.

Lemma 2.1. Let $F$ be the set of all interior faces of an orthgonal polyhedron with normal vectors in the same direction. Then $F$ is sufficient to guard the polyhedron.
Proof. Without loss of generality, let $F$ be the set of faces with normal vectors pointing in the positive $x$-direction. Let $p$ be a point in the interior of the polyhedron. Consider extending a ray from $p$ in the negative $x$-direction until it intersects a face $f$ of the polyhedron. This face $f$ must have a normal vector in the positive $x$-direction and sees $p$. So the set $F$ guards the entire polyhedron.
Lemma 2.2. Let $P$ be a polyhedron with $f$ faces. Then $\lfloor f / 6\rfloor$ face guards are sufficient to guard any orthogonal polyhedron.
Proof. The normal vectors of the interior faces of $P$ partition these faces into six sets. By Lemma 2.1, each of these six sets are sufficient to guard $P$. By the pigeonhole principle, at least one of these sets has size at most $\lfloor f / 6\rfloor$.
Lemma 2.3. For all $f=21 k$ where $k$ is a positive integer, there exist orthogonal polyhedra with $f$ faces that require $3 k$ face guards.


Figure 1. An orthogonal polyhedron with $21 k$ faces requiring $3 k$ guards for $k=4$.
Proof. The proof is by explicit construction as seen in Figure 1. We use $k$ large cubes, each with 3 narrow 'chimneys' attached to the cube's front, left, and top faces. The large cubes are attached to each other at their corners to form a long chain. Each cube and its 3 chimneys have a total of 21 faces, so the entire construction has $21 k$ faces.

Consider using face guards to guard the interior of the polyhedron. We claim that a distinct face guard is needed for each chimney. This can be seen by considering the set of faces that see a point $p$ deep in a chimney. Certainly each face of the chimney and the face of the cube containing can see $p$. Additionally, the face of the cube opposite of the face containing the chimney can also see $p$. Because the narrowness and length of the
chimney, no other faces can see $p$, including those from adjacent cubes. Intuitively, one can think of placing a light at $p$, and the light leaving the chimney as a focused beam which strikes only the center of the opposite face of the cube. Applying this analysis to all three chimneys in a cube, we see that a distinct face guard is needed for each chimney, thus guarding the entire construction requires $3 k$ face guards.
Theorem 2.4. Let $g$ be the minimum number of face guards sufficient to guard any orthogonal polyhedron with $f$ faces. Then $\lfloor f / 7\rfloor \leq g \leq\lfloor f / 6\rfloor$.
Proof. Combining the results from Lemmas 3.1 and 3.2 gives the inequalities.

## 3 General polyhedra

In this section we consider guarding general simple polyhedra. In comparison to orthogonal polyhedra, we find that the necessary and sufficient numbers of guards are both increased.

Lemma 3.1. Let $P$ be a polyhedron with $f$ faces. Then $\lfloor f / 2\rfloor$ face guards are sufficient to guard $P$.
Proof. This proof is similar to the proof of Lemma 2.2. Consider the dot product of the normal vectors of the interior faces of $P$ with a vector in the positive $x$-direction. Each dot product is either negative or non-negative. Partition the faces into two sets according to the values of their dot products. One of these sets must have size at most $\lfloor f / 2\rfloor$. Without loss of generality, suppose that the set of faces with non-negative dot products has size at most $\lfloor f / 2\rfloor$, and call this set $F$.

Let $p$ be a point in the interior of $P$. Consider extending a ray from $p$ in negative $x$-direction. The first face intersected must be in $F$, and so $F$ guards $p$. So $F$ is sufficient to guard $P$.


Figure 2. A polyhedron with $5 k+2$ faces requiring $k$ face guards for $k=12$. At left is the complete polyhedron, while at right is a larger version of the polyhedron with the top face removed.

Lemma 3.2. For all $f=5 k+2$ where $k$ is a positive integer, there exist polyhedra with $f$ faces that require $\frac{1}{5} f-\frac{2}{5}$ face guards.
Proof. The proof is by explicit construction (see Figure 2). The construction is a large disc-shaped polyhedron consisting of two large regular faces with $2 k$ edges each, and $2 k$ small faces connecting them. Half $(k)$ of the small faces have a narrow spike consisting of three faces extending out of the polyhedron meeting at a single point. The tip of the spike can only see a single small face on the opposite side of the polyhedron. The face it
sees does not have a spike leaving it. The construction has a total of $2 k+2+3 k=5 k+2$ faces.

We claim that the vertex at the pointy end of each spike can only been seen by one of 5 faces: the three faces creating the spike, the face the spike leaves, and the face on the far side of the polyhedron that the pointy end sees. Looking at the sets of faces that see the pointy end of each spike, we notice they are disjoint. So a distinct face guard is needed for the pointy end of each spike. There are $k$ such spikes, so $k$ face guards are needed.

Theorem 3.3. Let $g$ be the number of face guards sufficient to guard any polyhedron with $f$ faces. Then $\left\lfloor\frac{1}{5} f-\frac{2}{5}\right\rfloor \leq g \leq\lfloor f / 2\rfloor$.
Proof. Combining Lemmas 3.1 and 3.2 gives the inequalities.

## 4 Conclusion and open problems

In this work we have introduced the notion of face guards for 3D art gallery problems. This new type of guard is permitted to walk about freely on a closed interior face, and guards any point in the polyhedron seen from some location on this face. We give bounds on the number of face guards needed to guard the interior of both orthogonal and general simple polyhedra.

This new type of guard for polyhedra suggests an interesting set of open problems. Such problems include the complexity of minimizing the number of face guards, necessary and sufficient numbers of guards for tetrahedralizable, surface triangulated, and non-zero genus polyhedra. We also support the investigation of open face guards, in which the boundary of the face is omitted.
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#### Abstract

Let $P, Q$ be two polygons of $n$ and $m$ vertices, respectively. A circle containing $P$ and whose interior does not intersect $Q$ is called a separating circle. We propose an algorithm for finding the minimum separating circle between a fixed convex polygon $P$ and query convex polygon $Q$. The polygons $P$ and $Q$ are given as ordered lists of vertices (sorted according to their order of appearance along the convex hulls of $P$ and $Q$ respectively). We perform a linear time preprocessing on the number of vertices of $P$; the query time complexity is $O(\log n \log m)$.


## Introduction

Kim and Anderson [1] presented a quadratic algorithm for solving the circular separability problem between any two finite planar sets. Bhattacharya [2] improved the running time to $O(n \log n)$. Finally O'Rourke, Kosaraju and Megiddo [3] found an optimal linear time algorithm to solve this problem. In this paper we study a new version of the problem. Let $P$ be a fixed convex polygon with $n$ vertices. We propose an algorithm for solving the circular separability problem between $P$ and any query convex polygon $Q$ with $m$ vertices, both given as an ordered list of their elements. Our algorithm uses a linear time preprocessing on $P$, and has $O(\log n \log m)$ query time complexity.

## 1 Circular separability

Suppose for ease of description that the vertices of $P$ and $Q$ are in general position, and that $P$ has no four co-circular vertices. Let $C_{P}$ be the minimum enclosing circle of $P$ and let $c_{P}$ be its center. It is known that $c_{P}$ can be found in $O(n)$ time [4]. Note that $c_{P}$ is a point on an edge of the farthest-point Voronoi diagram of the vertices of $P$. Clearly if the interiors of $Q$ and $P$ are not disjoint, our problem has no solution, hence we will suppose that $d(P, Q) \geq 0$. It is also clear that if $Q$ and $C_{P}$ have disjoint interiors, then $C_{P}$ is trivially the minimum separating circle.

### 1.1 Preprocessing

We first calculate the farthest-point Voronoi diagram of the vertices of $P$ in linear time [5]. It can be seen as a tree rooted in $c_{P}$ and created by adding leaves on every unbounded edge; we will denote this tree as $\mathcal{V}(P)$. For each vertex $p$ of $P$, let $R(p)$ be the farthestpoint Voronoi region associated to $p$, and assume that $p$ has a pointer to $R(p)$. Let $x$ be a point on an edge of $\mathcal{V}(P)$, and let $T_{x}$ denote the path contained in $\mathcal{V}(P)$ joining $c_{P}$ to $x$.

We will use the data structure on $\mathcal{V}(P)$ proposed by Roy, Karmakar, Das and Nandy in [6], which can be constructed in linear time and uses linear space. Given a vertex $v$ in the tree $\mathcal{V}(P)$, this data structure allows us to do a binary search on the vertices of $\mathcal{V}(P)$ lying on $T_{v}$.

### 1.2 The minimum separating circle

We will call every circle containing $P$ and whose interior does not intersect $Q$ a separating circle. Let $c^{\prime}$ be the center of the minimum separating circle. In this section we will find $c^{\prime}$ starting from the center of an arbitrary separating circle.

Given $x \in \mathbb{R}^{2}$, let $C(x)$ be the minimum enclosing circle of $P$ with center on $x$, and let $\rho(x)$ be the radius of $C(x)$. The following is a well-known result for the farthest-point Voronoi diagram.
Proposition 1.1. Let $x$ be a point on $\mathcal{V}(P)$. Then $\rho$ is a monotonically increasing function along the path $T_{x}$ starting at $c_{P}$.

We now address some properties of separating circles, some of which are given without proof.
Observation 1.2. The minimum separating circle has its center on $\mathcal{V}(P)$.
Observation 1.3. Let $x, y \in \mathbb{R}^{2}$. For every $z \in[x, y]$, we have $C(z) \subseteq C(x) \cup C(y)$.
The previous observation implies that the minimum separating circle is unique.
Proposition 1.4. Let $x, y$ be two points on $\mathcal{V}(P)$ such that $C(x), C(y)$ are separating circles and $x, y$ belong to the boundary of the Voronoi region $R(p)$. If $z$ is the lowest common ancestor of $x$ and $y$ in $\mathcal{V}(P)$, then $C(z)$ is a separating circle; moreover, we have $\rho(z) \leq \min \{\rho(x), \rho(y)\}$.
Proof. Suppose that $y \notin T_{x}$ and $x \notin T_{y}$; otherwise the result follows trivially. Assume then that the paths connecting $x$ and $y$ to $z$ have disjoint relative interiors. Let $\ell_{z, p}$ be the straight line through $z$ and $p$; this line leaves $x$ and $y$ in different semiplanes. Let $z^{\prime}$ be the intersection between $\ell_{z, p}$ and $[x, y]$. By Observation 1.3 we know that $C\left(z^{\prime}\right) \subseteq C(x) \cup C(y)$. Since $z^{\prime}, z, p$ are co-linear, we have $C(z) \subseteq C\left(z^{\prime}\right)$ and thus $\rho(z)<\rho\left(z^{\prime}\right)$; see Figure 1(a). Finally, by transitivity we have that $C(z) \subset C(x) \cup C(y)$, which implies that $C(z)$ is a separating circle. Using Proposition 1.1, we conclude that $\rho(z) \leq \min \{\rho(x), \rho(y)\}$.

Now we generalize the previous result.
Lemma 1.5. Let $x, y$ be two points on $\mathcal{V}(P)$ such that $C(x), C(y)$ are separating circles. If $z$ is the lowest common ancestor of $x$ and $y$ in the rooted tree $\mathcal{V}(P)$, then $C(z)$ is a separating circle; moreover, $\rho(z) \leq \min \{\rho(x), \rho(y)\}$.
Proof. Proceeding by contradiction, suppose that $C(z)$ is not a separating circle. Let $w_{x}$ be a point on $T_{x}$ such that $\rho\left(w_{x}\right)=\min \left\{\rho(w): w \in T_{x}\right.$ and $C(w)$ is a separating circle $\}$; thus $w_{x} \neq z$. Consider the intersections of the segment $\left[w_{x}, y\right]$ with $\mathcal{V}(P)$ and suppose that the intersection points are $w_{x}=x_{0}, x_{1}, \ldots, x_{k}=y$ in this order. Let $z^{\prime}$ be the lowest common ancestor of $w_{x}$ and $x_{1}$ in $\mathcal{V}(P)$. It is clear that $w_{x}$ and $x_{1}$ belong to the same Voronoi region. Thus, by Proposition $1.4, C\left(z^{\prime}\right)$ is a separating circle. Note that $z^{\prime}$ belongs to $T_{x}$, which is a contradiction with the definition of $w_{x}$. Our result follows.


Figure 1. (a) Proof of Proposition 1.4 (b) The construction of $s_{0}$.

Theorem 1.6. Let $s$ be a point on an edge of $\mathcal{V}(P)$ such that $C(s)$ is a separating circle. Then $c^{\prime}$ belongs to $T_{s}$.

Proof. Let $w$ be a point on an edge of $T_{s}$ such that

$$
\rho(w)=\min \left\{\rho(z) \mid z \in T_{s} \text { and } C(z) \text { is a separating circle }\right\} .
$$

Suppose that $w \neq c^{\prime}$; thus $c^{\prime} \notin T_{s}$. Therefore, by Lemma 1.5, if $z$ is the lowest common ancestor of $c^{\prime}$ and $w$, then $C(z)$ is a separating circle with $\rho(z) \leq \rho\left(c^{\prime}\right)$. Also, since $c^{\prime} \notin T_{w} \subseteq T_{s}$, the inequality is strict, which is a contradiction; our result follows.

## 2 The algorithm

In this section, we present an algorithm to find $c^{\prime}$. Our algorithm first finds a separating circle with center $s_{0}$ on an edge of $\mathcal{V}(P)$. Then we search for $c^{\prime}$ using a binary search on $T_{s_{0}}$.

We first construct a straight line $L$ separating $P$ and $Q$ in logarithmic time [7. Let us assume that $p_{L}$ is the unique point in $P$ closest to $L$. Otherwise, rotate $L$ slightly, keeping $P$ and $Q$ separated by $L$. Let $L_{\perp}$ be the perpendicular to $L$ that contains $p_{L}$ and let $s_{0}$ be the intersection of $L_{\perp}$ with the boundary of $R\left(p_{L}\right)$. Note that $d\left(s_{0}, p_{L}\right)$ defines the radius of $C\left(s_{0}\right)$, therefore $C\left(s_{0}\right)$ is a separating circle; see Figure 1(b). Also, by construction $s_{0}$ is on an edge of $\mathcal{V}(P)$. It is clear that we can find $s_{0}$ in $O(\log n+\log m)$ time. Suppose that $s_{0}$ is on the edge $x y$ of $\mathcal{V}(P)$, and let $T_{x}=\left(c_{P}=u_{0}, u_{1}, \ldots, u_{r-1}=y, u_{r}=x\right)$. It follows from Theorem 1.6 that $c^{\prime}$ is on an edge of $T_{x}$.

Using the data structure proposed by Roy, Karmakar, Das and Nandy [6], we perform a binary search for $c^{\prime}$ on the vertices of $T_{x}$ as follows. Initially, let $j=0$, and $k=r$. Let $u_{i}$ be the mid-vertex on the path of $T_{x}$ between $u_{j}$ and $u_{k}$. First compute $d\left(u_{i}, Q\right)$ in $O(\log m)$ time [7]. Now, in constant time, calculate $\rho\left(u_{i}\right)$. If $d\left(u_{i}, Q\right)=\rho\left(u_{i}\right)$, then $u_{i}=c^{\prime}$ and the algorithm ends. If $d\left(u_{i}, Q\right)<\rho\left(u_{i}\right)$, then we search for $c^{\prime}$ between $u_{i}$ and $u_{k}$; if $d\left(u_{i}, Q\right)>\rho\left(u_{i}\right)$, then we search for $c^{\prime}$ between $u_{j}$ and $u_{i}$.

Two possibilities arise. If $c^{\prime}$ is a vertex on $\mathcal{V}(P)$, then we will find it in $O(\log n)$ steps. Otherwise, if $c^{\prime}$ is an interior point of an edge $S=[u, v]$ of $\mathcal{V}(P)$, our algorithm will return $S$ such that $c^{\prime} \in S$. Since each step of the binary search requires $O(\log m)$ time, the complexity of the previous search is $O(\log n \log m)$.

Suppose that $S$ is contained in the bisector of two vertices $p_{0}, p_{1}$ of $P$, and let $Q_{S}$ be the set of points on the boundary of $Q$ visible from every point in $S$. It can be computed in $O(\log m)$ time. Let $q_{c^{\prime}}$ be the point of intersection of $C\left(c^{\prime}\right)$ and $Q$. Clearly $q_{c^{\prime}}$ belongs
to $Q_{S}$; see Figure 2(a). Given three points $p, q, r \in \mathbb{R}^{2}$, let $C(p q r)$ be the circumcircle of the triangle $\triangle(p q r)$. For $x \in Q_{S}$, let $F(x)$ be the radius of the circle $C\left(p_{0} x p_{1}\right)$. It is easy to see that $F(x)$ is unimodal on $Q_{S}$ and attains its maximal at $q_{c^{\prime}}$; see Figure 2(b).


Figure 2. (a) The construction of $Q_{S}$. (b) $q_{c^{\prime}}$ is maximal under $F$.
Let $Q_{S}^{*}=\left\{q_{0}, q_{1}, \ldots, q_{r}\right\}$ be the set of vertices of $Q$ lying on $Q_{S}$. We can perform a binary search for $q_{c^{\prime}}$ on the sorted list $Q_{S}^{*}$ as follows. At each step we take the midpoint $q^{*}$ of the current search list (initially $Q_{S}^{*}$ ), and compute the value of $F\left(q^{*}\right)$ in constant time. Take two points on each side of $q^{*}$ at epsilon distance on the boundary of $Q$. If $q^{*}$ is a local maximum of $F$, then the algorithm returns $q_{c^{\prime}}=q^{*}$. Otherwise, determine if $q_{c^{\prime}}$ lies to the left or to the right of $q^{*}$. Eliminate half of the list according to the position of $q_{c^{\prime}}$ and repeat recursively. Our algorithm returns either the value of $q_{c^{\prime}}$ if it is a vertex of $Q$, or a segment $H=\left(q_{i}, q_{i+1}\right)$ of $Q_{S}$ such that $q_{c^{\prime}}$ belongs to $H$. In the first case, we are done, since $c^{\prime}$ can be determined in constant time given the position of $q_{c^{\prime}}$. In the second case, the problem is reduced to that of finding a point $c^{\prime} \in S$ such that $d\left(c^{\prime}, p_{0}\right)=d\left(c^{\prime}, H\right)$. This case can be solved with a quadratic equation in constant time.

Since each step of the binary search requires constant time, the algorithm finds the point $q_{c^{\prime}}$ in $O(\log m)$ time, giving an overall complexity of $O(\log n \log m)$ for the algorithm.
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#### Abstract

Let $P$ be a set of $n$ points in general and convex position in the plane. Let $D_{n}$ be the graph whose vertex set is the set of all line segments with endpoints in $P$, where disjoint segments are adjacent. The chromatic number of this graph was first studied by Araujo et al. [CGTA, 2005]. The previous best bounds are $\frac{3 n}{4} \leq \chi\left(D_{n}\right)<n-\sqrt{\frac{n}{2}}$ (ignoring lower order terms). In this paper we improve the lower bound to $\chi\left(D_{n}\right) \geq n-\sqrt{2 n}$, to conclude a near-tight bound on $\chi\left(D_{n}\right)$.


## 1 Introduction

Throughout this paper, $P$ is a set of $n>3$ points in general and convex position in the plane. The convex segment disjointness graph, denoted by $D_{n}$, is the graph whose vertex set is the set of all line segments with endpoints in $P$, where two vertices are adjacent if the corresponding segments are disjoint. Obviously $D_{n}$ does not depend on the choice of $P$. This graph and other related graphs were introduced by Araujo, Dumitrescu, Hurtado, Noy and Urrutia [1], who proved the following bounds on the chromatic number of $D_{n}$ :

$$
2\left\lfloor\frac{1}{3}(n+1)\right\rfloor-1 \leq \chi\left(D_{n}\right)<n-\frac{1}{2}\lfloor\log n\rfloor .
$$

Both bounds were improved by Dujmović and Wood [5] to

$$
\frac{3}{4}(n-2) \leq \chi\left(D_{n}\right)<n-\sqrt{\frac{1}{2} n}-\frac{1}{2}(\ln n)+4 .
$$

In this paper we improve the lower bound to conclude near-tight bounds on $\chi\left(D_{n}\right)$.

## Theorem 1.1.

$$
n-\sqrt{2 n+\frac{1}{4}}+\frac{1}{2} \leq \chi\left(D_{n}\right)<n-\sqrt{\frac{1}{2} n}-\frac{1}{2}(\ln n)+4 .
$$

The proof of Theorem 1.1 is based on the observation that each colour class in a colouring of $D_{n}$ is a convex thrackle. We then prove that two maximal convex thrackles must share an edge in common. From this we prove a tight upper bound on the number of edges in the union of $k$ maximal convex thrackles. Theorem 1.1 quickly follows.

## 2 Convex thrackles

A convex thrackle on $P$ is a geometric graph with vertex set $P$ such that every pair of edges intersect; that is, they have a common endpoint or they cross. Observe that a geometric graph $H$ on $P$ is a convex thrackle if and only if $E(H)$ forms an independent set in $D_{n}$. A convex thrackle is maximal if it is edge-maximal. As illustrated in Figure 1(a),
it is well known and easily proved that every maximal convex thrackle $T$ consists of an odd cycle $C(T)$ together with some degree 1 vertices adjacent to vertices of $C(T)$; see [2, 3, 4, 5, 6, 7, 8, (9). In particular, $T$ has $n$ edges. For each vertex $v$ in $C(T)$, let $W_{T}(v)$ be the convex wedge with apex $v$, such that the boundary rays of $W_{T}(v)$ contain the neighbours of $v$ in $C(T)$. Every degree- 1 vertex $u$ of $T$ lies in a unique wedge and the apex of this wedge is the only neighbour of $u$ in $T$.


Figure 1. (a) Maximal convex thrackle. (b) The interval pairs $\left(I_{u}, J_{u}\right)$.

## 3 Convex thrackles and free $\mathbb{Z}_{2}$-actions of $S^{1}$

A $\mathbb{Z}_{2}$-action on the unit circle $S^{1}$ is a homeomorphism $f: S^{1} \rightarrow S^{1}$ such that $f(f(x))=x$ for all $x \in S^{1}$. We say that $f$ is free if $f(x) \neq x$ for all $x \in S^{1}$.

Lemma 3.1. If $f$ and $g$ are free $\mathbb{Z}_{2}$-actions of $S^{1}$, then $f(x)=g(x)$ for some $x \in S^{1}$.
Proof. For points $x, y \in S^{1}$, let $\overrightarrow{x y}$ be the clockwise arc from $x$ to $y$ in $S^{1}$. Let $x_{0} \in S^{1}$. If $f\left(x_{0}\right)=g\left(x_{0}\right)$ then we are done. Now assume that $f\left(x_{0}\right) \neq g\left(x_{0}\right)$. Without loss of generality, $x_{0}, g\left(x_{0}\right), f\left(x_{0}\right)$ appear in this clockwise order around $S^{1}$. Parametrise $\overrightarrow{x_{0} g\left(x_{0}\right)}$ with a continuous injective function $p:[0,1] \rightarrow \overrightarrow{x_{0} g\left(x_{0}\right)}$ such that $p(0)=x_{0}$ and $p(1)=g\left(x_{0}\right)$. Assume that $g(p(t)) \neq f(p(t))$ for all $t \in[0,1]$; otherwise we are done. Since $g$ is free, $p(t) \neq g(p(t))$ for all $t \in[0,1]$. Thus $g(p([0,1]))=\overrightarrow{g(p(0)) g(p(1))}=\overrightarrow{g\left(x_{0}\right) x_{0}}$. Also $f(p([0,1]))=\overline{f\left(x_{0}\right) f(p(1))}$, as otherwise $g(p(t))=f(p(t))$ for some $t \in[0,1]$. This implies that $p(t), g(p(t)), f(p(t))$ appear in this clockwise order around $S^{1}$. In particular, with $t=1$, we have $f(p(1)) \in \overrightarrow{x_{0} g\left(x_{0}\right)}$. Thus $x_{0} \in \overrightarrow{f\left(x_{0}\right) f(p(1))}$. Hence $x_{0}=f(p(t))$ for some $t \in[0,1]$. Since $f$ is a $\mathbb{Z}_{2}$-action, $f\left(x_{0}\right)=p(t)$. This is a contradiction, since $p(t) \in \overrightarrow{x_{0} g\left(x_{0}\right)}$ but $f\left(x_{0}\right) \notin \overrightarrow{x_{0} g\left(x_{0}\right)}$.

Assume that $P$ lies on $S^{1}$. Let $T$ be a maximal convex thrackle on $P$. As illustrated in Figure 1(b), for each vertex $u$ in $C(T)$, let $\left(I_{u}, J_{u}\right)$ be a pair of closed intervals of $S^{1}$ defined as follows. Interval $I_{u}$ contains $u$ and bounded by the points of $S^{1}$ that are
$1 / 3$ of the way towards the first points of $P$ in the clockwise and anticlockwise direction from $u$. Let $v$ and $w$ be the neighbours of $u$ in $C(T)$, so that $v$ is before $w$ in the clockwise direction from $u$. Let $p$ be the endpoint of $I_{v}$ in the clockwise direction from $v$. Let $q$ be the endpoint of $I_{w}$ in the anticlockwise direction from $w$. Then $J_{u}$ is the interval bounded by $p$ and $q$ and not containing $u$. Define $f_{T}: S^{1} \rightarrow S^{1}$ as follows. For each $v \in C(T)$, map the anticlockwise endpoint of $I_{v}$ to the anticlockwise endpoint of $J_{v}$, map the clockwise endpoint of $I_{v}$ to the clockwise endpoint of $J_{v}$, and extend $f_{T}$ linearly for the interior points of $I_{v}$ and $J_{v}$, such that $f_{T}\left(I_{v}\right)=J_{v}$ and $f_{T}\left(J_{v}\right)=I_{v}$. Since the intervals $I_{v}$ and $J_{v}$ are disjoint, $f_{T}$ is a free $\mathbb{Z}_{2}$-action of $S^{1}$.
Lemma 3.2. Let $T_{1}$ and $T_{2}$ be maximal convex thrackles on $P$ with $C\left(T_{1}\right) \cap C\left(T_{2}\right)=\emptyset$. Then there is an edge in $T_{1} \cap T_{2}$ with one endpoint in $C\left(T_{1}\right)$ and one endpoint in $C\left(T_{2}\right)$.
Topological proof. By Lemma 3.1, there exists $x \in S^{1}$ such that $f_{T_{1}}(x)=y=f_{T_{2}}(x)$. Let $u \in C\left(T_{1}\right)$ and $v \in C\left(T_{2}\right)$ be so that $x \in I_{u} \cup J_{u}$ and $x \in I_{v} \cup J_{v}$, where $\left(I_{u}, J_{u}\right)$ and $\left(I_{v}, J_{v}\right)$ are defined with respect to $T_{1}$ and $T_{2}$, respectively. Since $C\left(T_{1}\right) \cap C\left(T_{2}\right)=\emptyset$, we have $u \neq v$ and $I_{u} \cap I_{v}=\emptyset$. Thus $x \notin I_{u} \cap I_{v}$. If $x \in J_{u} \cap J_{v}$, then $y \in I_{u} \cap I_{v}$, implying $u=v$. Thus $x \notin J_{u} \cap J_{v}$. Hence $x \in\left(I_{u} \cap J_{v}\right) \cup\left(J_{u} \cap I_{v}\right)$. Without loss of generality, $x \in I_{u} \cap J_{v}$. Thus $y \in J_{u} \cap I_{v}$. If $I_{u} \cap J_{v}=\{x\}$, then $x$ is an endpoint of both $I_{u}$ and $J_{v}$, implying $u \in C\left(T_{2}\right)$, which is a contradiction. Thus $I_{u} \cap J_{v}$ contains points other than $x$. It follows that $I_{u} \subset J_{v}$ and $I_{v} \subset J_{u}$. Therefore the edge $u v$ is in both $T_{1}$ and $T_{2}$. Moreover, one endpoint of $u v$ is in $C\left(T_{1}\right)$ and one endpoint is in $C\left(T_{2}\right)$.
Combinatorial proof. Let $H$ be the directed multigraph with vertex set $C\left(T_{1}\right) \cup C\left(T_{2}\right)$, where there is a blue arc $u v$ in $H$ if $u$ is in $W_{T_{1}}(v)$ and there is a red arc $u v$ in $H$ if $u$ is in $W_{T_{2}}(v)$. Since $C\left(T_{1}\right) \cap C\left(T_{2}\right)=\emptyset$, every vertex of $H$ has outdegree 1 . Therefore $|E(H)|=|V(H)|$ and there is a cycle $\Gamma$ in the undirected multigraph underlying $H$. In fact, since every vertex has outdegree $1, \Gamma$ is a directed cycle. By construction, vertices in $H$ are not incident to an incoming and an outgoing edge of the same color. Thus $\Gamma$ alternates between blue and red arcs. The red edges of $\Gamma$ form a matching as well as the blue edges, both of which are thrackles. However, there is only one matching thrackle on a set of points in convex position. Therefore $\Gamma$ is a 2 -cycle and the result follows.

## 4 Main results

Theorem 4.1. For every set $P$ of $n$ points in convex and general position, the union of $k$ maximal convex thrackles on $P$ has at most $k n-\binom{k}{2}$ edges.
Proof. For a set $\mathcal{T}$ of $k$ maximal convex thrackles on $P$, define

$$
r(\mathcal{T})=\mid\left\{\left(v, T_{i}, T_{j}\right): v \in C\left(T_{i}\right) \cap C\left(T_{j}\right), T_{i}, T_{j} \in \mathcal{T} \text { and } T_{i} \neq T_{j}\right\} \mid .
$$

The proof proceeds by induction on $r(\mathcal{T})$.
Suppose that $r(\mathcal{T})=0$. Thus $C\left(T_{i}\right) \cap C\left(T_{j}\right)=\emptyset$ for all distinct $T_{i}, T_{j} \in \mathcal{T}$. By Lemma 3.2. $T_{i}$ and $T_{j}$ have an edge in common, with one endpoint in $C\left(T_{i}\right)$ and one endpoint in $C\left(T_{j}\right)$. Hence distinct pairs of thrackles have distinct edges in common. Since every maximal convex thrackle has $n$ edges and we overcount at least one edge for every pair, the total number of edges is at most $k n-\binom{k}{2}$.

Now assume that $r(\mathcal{T})>0$. Thus there is a vertex $v$ and a pair of thrackles $T_{i}$ and $T_{j}$ such that $v \in C\left(T_{i}\right) \cap C\left(T_{j}\right)$. As illustrated in Figure 2, replace $v$ by two consecutive vertices $v^{\prime}$ and $v^{\prime \prime}$ on $P$, where $v^{\prime}$ replaces $v$ in every thrackle except $T_{j}$, and $v^{\prime \prime}$ replaces
$v$ in $T_{j}$. Add one edge to each thrackle so that it is maximal. Let $\mathcal{T}^{\prime}$ be the resulting set of thrackles. Observe that $r\left(\mathcal{T}^{\prime}\right)=r(\mathcal{T})-1$ and the number of edges in $\mathcal{T}^{\prime}$ equals the number of edges in $\mathcal{T}$ plus $k$. By induction, $\mathcal{T}^{\prime}$ has at most $k(n+1)-\binom{k}{2}$ edges, implying that $\mathcal{T}$ has at most $k n-\binom{k}{2}$ edges.


Figure 2. Construction in the proof of Theorem 4.1.
We now show that Theorem 4.1 is best possible for all $n \geq 2 k$. Let $S$ be a set of $k$ vertices in $P$ with no two consecutive vertices in $S$. If $v \in S$ and $x, v, y$ are consecutive in this order in $P$, then $T_{v}=\{v w: w \in P \backslash\{v\}\} \cup\{x y\}$ is a maximal convex thrackle, and $\left\{T_{v}: v \in S\right\}$ has exactly $k n-\binom{k}{2}$ edges in total.
Proof of Theorem 1.1. If $\chi\left(D_{n}\right)=k$, then there are $k$ convex thrackles whose union is the complete geometric graph on $P$. Possibly add edges to obtain $k$ maximal convex thrackles with $\binom{n}{2}$ edges in total. By Theorem 4.1. $\binom{n}{2} \leq k n-\binom{k}{2}$. The quadratic formula implies the result.
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Abstract. The twisted graph $T_{n}$ is a complete topological graph with $n$ vertices $v_{1}, v_{2}, \ldots, v_{n}$ in which two edges $v_{i} v_{j}(i<j)$ and $v_{s} v_{t}(s<t)$ cross each other if and only if $i<s<t<j$ or $s<i<j<t$. We study several properties concerning plane topological subgraphs of $T_{n}$.

## Introduction

Let $P$ be a set of points in the plane. A topological graph with vertex set $P$ is a simple graph drawn in the plane with Jordan curves as edges in such a way that any two edges have at most one point in common. A geometric graph is a topological graph in which all edges are straight line segments.

Two topological graphs $G$ and $G^{\prime}$ with vertex sets $P$ and $P^{\prime}$, respectively, are weakly isomorphic if there is a bijection $\alpha: P \rightarrow P^{\prime}$ such that $\alpha(u) \alpha(v) \in E\left(G^{\prime}\right)$ if and only if $u v \in E(G)$ and two edges $\alpha(x) \alpha(y)$ and $\alpha(u) \alpha(v)$ of $G^{\prime}$ intersect each other if and only if $x y$ and $u v$ intersect each other in $G$.

The twisted graph $T_{n}$ is a complete topological graph with $n$ vertices $v_{1}, v_{2}, \ldots, v_{n}$ in which two edges $v_{i} v_{j}(i<j)$ and $v_{s} v_{t}(s<t)$ cross each other if and only if $i<s<t<j$ or $s<i<j<t$; see Fig. 1 .


Figure 1. A twisted graph $T_{5}$.
The graphs $T_{n}, n \geq 5$ were introduced by Harborth and Mengersen (4) as examples of complete topological graphs containing no topological subgraphs weakly isomorphic to the complete convex geometric graph $C_{5}$ on 5 vertices. Later, Pach et al. [7] proved that every complete topological graph with $n$ vertices contains a complete topological subgraph with $m \geq c \log ^{1 / 8} n$ vertices which is weakly isomorphic to either the complete convex graph $C_{m}$ or to the twisted graph $T_{m}$. In this paper we study several problems for the twisted graph $T_{m}$ for which solutions for the corresponding problems for the complete geometric convex graph $C_{m}$ are known. Due to the above result by Pach et al., in most cases a result for general topological graphs follows.

[^6]A colouring of the vertices of a graph $G$ is an assignment of colours to the vertices of $G$ where two adjacent vertices may have the same colour. A colouring of a graph $G$ with two colours is a balanced colouring of $G$ if the colour classes have the same size. In Section 1 we show that, for each balanced colouring of $T_{n}$, there is a plane spanning path of $T_{n}$ whose vertices alternate colours. For the corresponding problem for complete geometric graphs $C_{n}$ with vertices in convex position, the best known lower bound for the largest plane alternating path is $\frac{n}{2}+c \sqrt{n / \log n}$ [6]. Akiyama and Urrutia [1] gave an algorithm to decide whether there is a plane alternating spanning path for a given balanced colouring of $C_{n}$.

The tree graph $G(T)$ of a topological graph $T$ is the abstract graph whose vertices are the plane spanning trees of $T$ in which two trees $Q$ and $R$ are adjacent if there are edges $q$ and $r$ of $T$ such that $R=(Q-q)+r$. Avis and Fukuda [2] proved that the graph $G(T)$ is connected whenever $T$ is a geometric graph. In Section 2 we prove that $G\left(T_{n}\right)$ is always connected.

A plane topological subgraph $G$ of $T_{n}$ is a maximal plane subgraph of $T_{n}$ if, for each edge $u v$ of $T_{n}$ not in $G$, there is an edge $x y$ of $G$ that intersects $u v$. The max graph $M P\left(T_{n}\right)$ of $T_{n}$ is the abstract graph whose vertices are the maximal plane topological subgraphs of $T_{n}$ in which two graphs $F$ and $H$ are adjacent if one can be obtained from the other by a single edge exchange. The matching graph $\mathcal{M}\left(T_{2 m}\right)$ of $T_{2 m}$ is the abstract graph with vertex set given by the set of plane perfect matchings of $T_{2 m}$ where two matchings $L$ and $N$ are adjacent if the symmetric difference $L \triangle N$ is a plane cycle with four edges. We prove that both graphs $M P\left(T_{n}\right)$ and $\mathcal{M}\left(T_{2 m}\right)$ are always connected.

Let $G$ be a geometric graph with $n \geq 3$ vertices in convex position, Rivera-Campo [8] proved that if $G-v$ has a plane spanning tree for each vertex $v$ of $G$, then $G$ also has a plane spanning tree. In Section 4 we study the corresponding problem for topological subgraphs of $T_{n}$.

Throughout the paper we denote by $v_{1}, v_{2}, \ldots, v_{n}$ the vertices of $T_{n}$ from left to right as in Fig. 1.

## 1 Alternating paths

Let $c$ be a colouring of the vertex set of a topological graph $G$ with two colours. An alternating path of $G$ is a path in $G$ whose vertices alternate colours.

Theorem 1.1. For every balanced colouring of $T_{n}$ with two colours, there is a plane alternating spanning path of $T_{n}$.

Proof. Let $c$ be a balanced colouring of $T_{n}$. Start a path at vertex $v_{i_{1}}=v_{1}$ and, for $k=1,2, \ldots, n-1$, let the next vertex $v_{i_{k+1}}$ be such that

$$
i_{k+1}=\min \left\{j: v_{j} \neq v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{k}} \text { and } c\left(v_{j}\right) \neq c\left(v_{i_{k}}\right)\right\} .
$$

Since $c\left(v_{i_{1}}\right) \neq c\left(v_{i_{2}}\right)$, the path $v_{i_{1}}, v_{i_{2}}$ is a plane alternating path $R_{1}$ of $T_{n}$ with length one. Let $k>1$ and assume that the path $R_{k-1}=v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{k}}$ is a plane alternating path of $T_{n}$. If the edge $v_{i_{k}} v_{i_{k+1}}$ intersects an edge $v_{i_{j}} v_{i_{j+1}}$ of $S_{k-1}$, then either $v_{i_{k}}<v_{i_{j}}$, $v_{i_{j+1}}<v_{i_{k+1}}, v_{i_{k+1}}<v_{i_{j}}, v_{i_{j+1}}<v_{i_{k}}, v_{i_{j}}<v_{i_{k}}, v_{i_{k+1}}<v_{i_{j+1}}$, or $v_{i_{j+1}}<v_{i_{k}}, v_{i_{k+1}}<v_{i_{j}}$. We claim that we reach a contradiction in all cases because of the choice of $v_{i_{j+1}}$ and of $v_{i_{k+1}}$. Therefore, $R_{k}=v_{i_{1}}, v_{i_{2}}, \ldots, v_{i_{k}}, v_{i_{k+1}}$ is a plane alternating path of $T_{n}$ with length $k$. By induction, $T_{n}$ contains a plane spanning alternating path $R_{n-1}$.

## 2 Tree graph

Let $S_{n}$ be the plane spanning tree of $T_{n}$ with edges $v_{1} v_{2}, v_{1} v_{3}, \ldots, v_{1} v_{n}$. That is, $S_{n}$ is the spanning star of $T_{n}$ with center vertex $v_{1}$.

Theorem 2.1. For each plane spanning tree $R$ of $T_{n}$ there is a path $R_{1}, R_{2}, \ldots, R_{t}$ in $G\left(T_{n}\right)$ with $R=S_{n}$ and $R_{t}=R$.

Proof. For each plane spanning tree $R$ of $T_{n}$, let $k(R)$ be the largest integer $j$ such that $v_{1} v_{2}, v_{1} v_{3}, \ldots, v_{1} v_{j}$ are edges of $R$. If $n-k(R)=0$, then $S_{n}=R$. Assume that $n-k(R)=m+1$ and that the result holds for each plane spanning tree $R^{\prime}$ of $T_{n}$ for which $n-k\left(R^{\prime}\right)=m$.

Since $R$ is a plane subgraph of $T_{n}$ and $v_{1} v_{k(R)}$ is an edge of $R$, for $2 \leq i<j \leq k(R)-1$ the edge $v_{i} v_{j}$ of $T_{n}$ cannot be an edge of $R$. This implies that $v_{1} v_{k(R)+1}$ does not intersect any edge of $R$ and therefore $R+v_{1} v_{k(R)+1}$ is a plane subgraph of $T_{n}$. Clearly $R+v_{1} v_{k(R)+1}$ contains an edge $u v_{k(R)+1}$ with $u \neq v_{1}$ such that $R^{\prime}=\left(R+v_{1} v_{k(R)+1}\right)-u v_{k(R)+1}$ is a tree. Then $R^{\prime}$ is a plane spanning tree of $T_{n}$ with $k\left(R^{\prime}\right)=k(R)+1$ and $n-k\left(R^{\prime}\right)=m$. By induction there is a path $R_{1}, R_{2}, \ldots, R_{t}$ in $G\left(T_{n}\right)$ with $S_{n}=R_{1}$ and $R_{t}=R^{\prime}$. Since $R^{\prime}$ and $R$ are adjacent in $G\left(T_{n}\right), R_{1}, R_{2}, \ldots, R_{t}, R$ is also a path in $G\left(T_{n}\right)$.

## 3 Max graph and matching graph

A vertex ordering of a graph $G$ is a numbering of the vertices $v_{1}, v_{2}, \ldots, v_{n}$ of $G$. Let $G$ be a graph with a vertex ordering $v_{1}, v_{2}, \ldots, v_{n}$. Two edges $v_{i} v_{j}(i<j)$ and $v_{s} v_{t}(s<t)$ of $G$ are nested if $i<s<t<j$ or $s<i<j<t$. A set $X$ of edges of $G$ is a queue if no two edges in $X$ are nested. Clearly the sets of edges of plane subgraphs of $T_{n}$ are queues of the complete graph $K_{n}$ with the corresponding vertex ordering. Dujmović and Wood [3] proved that every maximal queue of a graph with $n$ vertices has at most $2 n-3$ edges. The following lemmas will be used in the proof of Theorem 3.3.

Lemma 3.1. If $n \geq 3$, then the following properties are satisfied by any maximal plane topological subgraph $F$ of $T_{n}$.
(1) $F$ has $2 n-3$ edges.
(2) If $v_{1} v_{k}$ is an edge of $F$, then $v_{1} v_{2}, v_{1} v_{3}, \ldots, v_{1} v_{k-1}$ are also edges of $F$.
(3) If $v_{t} v_{n}$ is an edge of $F$, then $v_{t+1} v_{n}, v_{t+2} v_{n}, \ldots, v_{n-1} v_{n}$ are also edges of $T_{n}$.
(4) $v_{1} v_{2}, v_{1} v_{3}, v_{n-2} v_{n}$ and $v_{n-1} v_{n}$ are edges of $F$.

For any maximal plane topological subgraph $F$ of $T_{n}$, let $k(F)$ be the largest integer $k$ such that $v_{1} v_{k}$ is an edge of $F$. By Lemma $3.1(3), k(F) \geq 2$. Let $M P_{2}\left(T_{n}\right)$ be the subgraph of $M P\left(T_{n}\right)$ induced by the set of maximal plane topological subgraphs $F$ of $T_{n}$ for which $k(F)=2$.

Lemma 3.2. For $n \geq 2, M P_{2}\left(T_{n+1}\right)$ and $M P\left(T_{n}\right)$ are isomorphic graphs.
Theorem 3.3. For each positive integer $n$, the graph $M P\left(T_{n}\right)$ is connected.
Proof. The graphs $M P\left(T_{1}\right), M P\left(T_{2}\right)$ and $M P\left(T_{3}\right)$ contain exactly one vertex and therefore are connected. We proceed by induction assuming $n \geq 3$ and that $M P\left(T_{n}\right)$ is a connected graph. We claim that, for each maximal plane topological subgraph $F$ of $T_{n+1}$ with $k(F)=k$, there is a path $F_{k}, F_{k-1}, \ldots, F_{2}$ in $M P\left(T_{n+1}\right)$ such that $F=F_{k}$ and $F_{2}$ lies in $M P_{2}\left(T_{n+1}\right)$. By the induction hypothesis and by Lemma 3.2, the graph
$M P_{2}\left(T_{n+1}\right)$ is connected. Therefore $M P\left(T_{n+1}\right)$ is also connected and the theorem follows by induction.

Hernando et al. [5] proved that, given any two plane perfect matchings $N$ and $M$ of the complete convex geometric graph $C_{2 m}$, there is a sequence $N=N_{0}, N_{1}, \ldots, N_{t}=M$ of plane perfect matchings of $C_{2 m}$ such that, for $i=0,1, \ldots, t-1$, the symmetric difference $N_{i} \triangle N_{i+1}$ is a plane cycle with four edges. Here we prove the corresponding result for the twisted graph $T_{2 m}$.

For any plane matching $N$ of $T_{2 m}$, let $k(N)$ be such that $v_{1} v_{k} \in N$ and let $\mathcal{M}_{2}\left(T_{2 m}\right)$ be the subgraph of $\mathcal{M}\left(T_{2 m}\right)$ induced by the matchings $N$ for which $k(N)=2$.
Lemma 3.4. For $m \geq 1, \mathcal{M}_{2}\left(T_{2 m+2}\right)$ and $\mathcal{M}\left(T_{2 m}\right)$ are isomorphic graphs.
Theorem 3.5. For each positive integer n, the graph MP $\left(T_{n}\right)$ is connected.
Proof. The graph $\mathcal{M}\left(T_{2}\right)$ is a graph with exactly one vertex. Assume $m \geq 1$ and that $\mathcal{M}\left(T_{2 m}\right)$ is a connected graph. We claim that, for each plane matching $N$ of $T_{2 n+2}$ with $k(N)=k$, there is a path $N_{t}, N_{t-1}, \ldots, N_{2}$ in $\mathcal{M}\left(T_{2 m}\right)$ such that $N=N_{t}$ and $N_{2}$ lies in $\mathcal{M}_{2}\left(T_{2 m+2}\right)$. By the induction hypothesis and by Lemma 3.4, the graph $\mathcal{M}_{2}\left(T_{2 m+2}\right)$ is connected. Therefore $\mathcal{M}\left(T_{2 m}\right)$ is also connected, which completes the induction.

## 4 Plane spanning trees

Theorem 4.1. Let $n \geq 3$ and let $G$ be a topological spanning subgraph of $T_{n}$. If $G-v$ contains a plane spanning tree for each $v \in V(G)$, then $G$ also contains a plane spanning tree.

Proof. Let $t=\min \left\{j: v_{1} v_{j} \in E(G)\right\}$ and let $F_{t}$ be a plane spanning tree of $G-v_{t}$. Since $F_{t}$ is connected, there is at least one edge $v_{1} v_{s}$ of $F_{t}$ incident with $v_{1}$. As no edge of $F_{t}$ intersects the edge $v_{1} v_{s}$, we have $v_{i} v_{j} \notin E\left(F_{t}\right)$ for $1<i<j<s$. By the choice of $t$, $s>t$ and therefore $v_{1} v_{t}$ does not intersect any edge of $F_{t}$. This implies that $F_{t}$ together with the edge $v_{1} v_{t}$ is a plane spanning tree of $G$.
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#### Abstract

We provide a new decomposition scheme for non-crossing graphs on the vertices of a convex polygon. This allows us to analyze the limiting degree distribution, the maximum degree, and the size of the largest connected component.


## Introduction

Flajolet and Noy [6] studied non-crossing configurations from an enumerative and probabilistic perspective, obtaining precise asymptotic estimates for the number of configurations of several kinds, as well as limit probability laws for several basic parameters, such as the number of edges or the number of components.

Motivated by an open question of Clemens Huemer [10, we revisit the problem and study more advanced parameters, such as the limiting degree distribution, the maximum degree, and the size of the largest component. Our approach is based on a new decomposition of non-crossing configurations into 2 -connected components inspired in recent work [4, 9], together with analytic and probabilistic methods.

## 1 The decomposition scheme

Consider the vertices $p_{1}, \ldots, p_{n}$ of a convex polygon in the plane, labelled counterclockwise. A non-crossing graph (or configuration) is any graph on this set of vertices such that when the edges are drawn as straight lines the only intersections occur at vertices. The root of a graph is vertex $p_{1}$. We will sometimes call the edge $\left\{p_{1}, p_{2}\right\}$ (if present) the root edge. From now on, all graphs are assumed to be non-crossing graphs.

We follow the approach introduced in [9], which consists in decomposing an arbitrary graph into connected components and then expressing these in terms of the 2 -connected components. We denote by $G(z)$ and $C(z)$ the generating functions for arbitrary and connected graphs, respectively, counted by the number of vertices. Let $B(z)$ be the generating function for 2 -connected graphs (blocks) where the variable $z$ marks the number of non-root vertices minus one. The 2-connected graphs in our case are the same as polygon dissections; we will use both names.

The following equation (which is Equation (19) in [6]) links $G(z)$ and $C(z)$ :

$$
G(z)=1+C(z G(z)) .
$$

This expresses the fact that a graph can be constructed from a connected graph $C$ by placing an arbitrary graph between every pair of consecutive vertices of $C$.

The relation between $C(z)$ and $B(z)$ is

$$
C(z)=\frac{z}{1-B\left(C(z)^{2} / z\right)}
$$

To see this, consider the ordered sequence $\beta_{1}, \ldots, \beta_{k}$ of blocks that contain the root vertex $p_{1}$. Now, to each vertex other than the root in each $\beta_{i}$ there are two connected graphs attached, one to the left and one to the right of the vertex. Since these two graphs share a vertex, we have the term $C(z)^{2} / z$. Since $B(z)$ does not count the root vertex in a block, the substitution is correct and the result follows.

Finally, we have the following equation for $B(z)$ :

$$
B(z)=z+\frac{B(z)^{2}}{1-B(z)},
$$

which appears also in [6] in an equivalent form. To obtain this equation, consider the face of the dissection that contains the root edge $\left\{p_{1}, p_{2}\right\}$. Following the other edges of this face cyclically, we see that each of them can be viewed as the root edge of another dissection. Hence, a dissection with at least three vertices is a sequence of dissections joined into a cycle by their root edges and an extra edge.

## 2 Degree distribution and maximum degree

Here we study the parameter 'degree of the root vertex' in graphs. We let $G(z, w)$ be the generating function of graphs, where $w$ marks the degree of the root. The equations in the previous section can be enriched, yielding the following:

$$
\begin{align*}
& G(z, w)=1+C(z G(z), w)  \tag{1}\\
& C(z, w)=\frac{z}{1-B\left(C(z)^{2} / z, w\right)}  \tag{2}\\
& B(z, w)=w z+\frac{w B(z, w) B(z)}{1-B(z)}
\end{align*}
$$

Let $d_{k}^{B}$ be the limiting probability that the root in a 2 -connected graph has degree $k$, that is,

$$
d_{k}^{B}=\lim _{n \rightarrow \infty} \frac{\left[z^{n}\right]\left[w^{k}\right] B(z, w)}{\left[z^{n}\right] B(z)}
$$

Define analogously $d_{k}^{C}$ and $d_{k}^{G}$ for connected and arbitrary graphs.
The following was proved in [4] and independently in [1].
Theorem 2.1. The limiting distribution of the root degree in dissections is given by

$$
\sum_{k \geq 1} d_{k}^{B} w^{k}=\frac{2(3-2 \sqrt{2}) w^{2}}{(1-(\sqrt{2}-1) w)^{2}}=0.34 w^{2}+0.28 w^{3}+0.18 w^{4}+0.01 w^{5}+0.05 w^{6}+\cdots
$$

Using similar tools as in (4), applied to Equations (1) and (2), we prove:
Theorem 2.2. (a) The limiting distribution of the root degree in connected graphs is given by

$$
\sum_{k \geq 1} d_{k}^{C} w^{k}=\frac{\left(1-\frac{1}{\sqrt{3}}\right)^{2}}{2} \frac{w(w+1+\sqrt{3})}{\left(1-\left(1-\frac{1}{\sqrt{3}}\right) w\right)^{2}}=0.24 w+0.29 w^{2}+0.21 w^{3}+0.12 w^{4}+0.07 w^{5}+\cdots
$$

(b) The limiting distribution of root degree in graphs is given by

$$
\sum_{k \geq 1} d_{k}^{G} w^{k}=\frac{(1-\sqrt{2})^{2}}{2} \frac{(1+w)^{2}}{(1-(\sqrt{2}-1) w)^{2}}=0.09+0.24 w+0.27 w^{2}+0.18 w^{3}+0.11 w^{4}+\cdots
$$

The maximum degree for polygon triangulations was first studied in [2], showing that it is of order $\log n$. A refined analysis [8] showed convergence to an extreme value distribution. For non-crossing graphs, we show convergence in probability of the maximum degree after logarithmic scaling.

Let us define $\Delta_{n}^{B}$ as the maximum vertex degree in dissections of size $n$, and similarly for $\Delta_{n}^{C}$ and $\Delta_{n}^{G}$. Using the first and second moment method, together with precise estimates for the number $b(n, k, \ell)$ of dissections of size $n$ in which the root has degree $k$ and a second vertex different from the root has degree $\ell$, it is proved in [5] that the maximum degree is of order $\log n$. More precisely:

Theorem 2.3. The maximum degree in dissections satisfies

$$
\frac{\Delta_{n}^{B}}{\log n} \longrightarrow \frac{1}{\log (1+\sqrt{2})} \text { in probability. }
$$

The fact that an arbitrary graph is obtained from a dissection by removing a subset of the boundary edges, implies that the same result holds.
Theorem 2.4. The maximum degree in graphs satisfies

$$
\frac{\Delta_{n}^{G}}{\log n} \longrightarrow \frac{1}{\log (1+\sqrt{2})} \quad \text { in probability. }
$$

An analogous result should hold for connected graphs. However, a full proof needs to adapt the arguments from [5], involving quite subtle multivariate estimates obtained through double Cauchy integrals, to this situation. We believe this is only a technical matter, and one should expect the following, that we choose to formulate as a conjecture in the absence of a detailed proof.

Conjecture 2.5. The maximum degree in connected graphs satisfies

$$
\frac{\Delta_{n}^{C}}{\log n} \longrightarrow \frac{1}{\log ((3+\sqrt{3}) / 2)} \quad \text { in probability. }
$$

## 3 Largest component

Let $G(z, u)$ be the generating function of non-crossing graphs, where now $u$ marks the size of the connected component containing the root. Elementary considerations imply

$$
G(z, u)=1+C(u z G(z)) .
$$

It is easily checked that this is a subcritical composition scheme, in the terminology of [7], meaning that the evaluation of $z G(z)$ at its dominant singularity is smaller than the singularity of $C(z)$. Then Proposition IX. 1 from [7] applies and we have:
Theorem 3.1. The size $X_{n}$ of the connected component containing the root has a discrete limit distribution, given by

$$
\mathbf{P}\left(X_{n}=k\right) \rightarrow p_{k} \sim c \cdot k^{-1 / 2} q^{k}, \quad \text { as } k \rightarrow \infty,
$$

for some $q$ with $0<q<1$.
Consider the random variable $Y_{n, k}$, defined on graphs of size $n$, equal to the number of vertices contained in a component of size $k$. From the previous theorem it follows that $\mathbf{E}\left(Y_{n, k}\right) \sim p_{k} n$. The exponential tail of the distribution $p_{k}$ suggests that the largest
component is of order $\log n$ with high probability. In fact, we believe the following is true, and can be proved using tools similar to those for analyzing the maximum degree.
Conjecture 3.2. Let $L_{n}$ be the size of the largest component in graphs of size $n$. Then there exists $c>0$ such that

$$
\frac{L_{n}}{\log n} \longrightarrow c \text { in probability. }
$$

An analogous conjecture can be made for the size of the largest 2-connected component.

## 4 Concluding remarks

The open question from [10] mentioned in the introduction was to count bipartite noncrossing graphs. This amounts to count graphs in which all faces have even size. For dissections this is easy (recursively allow even sizes for the face containing the root edge), and it can be extended to connected and arbitrary graphs using our decomposition scheme. It can be shown then that the number $a_{n}$ of bipartite graphs satisfies

$$
a_{n} \sim c n^{-3 / 2} \gamma^{n},
$$

where $\gamma \approx 7.5289$ is the largest positive root of $2 z^{4}+52 y^{3}-417 y^{2}-658 y-27=0$. The first values are $\sum a_{n} z^{n}=z+2 z+7 z^{3}+34 z^{4}+196 z^{5}+\cdots$. Clearly, the same scheme can be used to count graphs with girth at least $g$, and several other restrictions on the size of the faces.

On the other hand, it is shown in [3] that the number of vertices of degree $k$ in dissections is asymptotically normally distributed for fixed $k$, with linear expectation and variance. Using the same technique, based on the analysis of systems of functional equations, we should be able to prove the same result for non-crossing graphs.

Finally, we mention as an open problem to investigate the diameter of random noncrossing graphs. We suspect that, as it is the case for trees, it should be of order $\sqrt{n}$ w.h.p. The first step would be to prove such a statement for random dissections.
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#### Abstract

Given a convex region in the plane, and a sweep-line as a tool, what is the best way to reduce the region to a single point by a sequence of sweeps? The problem of sweeping points by orthogonal sweeps was first studied in [2]. Here we consider the following slanted variant of sweeping recently introduced in [1]: In a single sweep, the sweep-line is placed at a start position somewhere in the plane, then moved continuously according to a sweep vector $\vec{v}$ (not necessarily orthogonal to the sweep-line) to another parallel end position, and then lifted from the plane. The cost of a sequence of sweeps is the sum of the lengths of the sweep vectors. The optimal sweeping cost of a region is the infimum of the costs over all finite sweeping sequences for that region. An optimal sweeping sequence for a region is one with a minimum total cost, if it exists. Another parameter of interest is the number of sweeps.

We show that there exist convex regions for which the optimal sweeping cost cannot be attained by two sweeps. This disproves a conjecture of Bousany, Karker, O'Rourke, and Sparaco stating that two sweeps (with vectors along the two adjacent sides of a minimum-perimeter enclosing parallelogram) always suffice [1. Moreover, we conjecture that, for some convex regions, no finite sweeping sequence is optimal. On the other hand, we show that both the 2 -sweep algorithm based on minimum-perimeter enclosing rectangle and the 2 -sweep algorithm based on minimum-perimeter enclosing parallelogram achieve a $4 / \pi \approx 1.27$ approximation of the optimal sweeping cost in this model.


## Introduction

The following question was raised by Paweł Żyliński [4]; see also [2]: Given a set of points in the plane, and a sweep-line as a tool, what is the best way to move the points to a target point using a sequence of sweeps? The target point may be specified in advance or freely selected by the algorithm. In a single sweep, the sweep-line is placed in the plane at some start position, then moved orthogonally and continuously to another parallel end position, and then lifted from the plane. All points touched by the line are moved with the line in the direction of the sweep. When a point is swept over another point, and both are in the current set, the two points merge into one, and they are subsequently treated as one point. The cost of a sequence of sweeps is the total length of the sweeps, with no cost assessed for positioning or repositioning the line. Dumitrescu and Jiang have obtained several results on this question, among which we mention a ratio $4 / \pi \approx 1.27$ approximation that uses at most 2 sweeps (or 4 sweeps if the target point is specified) and can be computed in $O(n \log n)$ time. We refer to this (original) model of sweeping as the orthogonal sweeping model.

Bousany et al. [1] have recently explored another variant, with points being replaced by a planar connected region, and orthogonal sweeps replaced by (possibly nonorthogonal) slanted sweeps. We refer to their model of sweeping as the slanted sweeping

[^7]model or the generalized sweeping model: in a sweep operation the infinite sweep line may translate by any vector $\vec{v}$, not only by a vector orthogonal to the line; the corresponding cost is the (Euclidean) vector length $|\vec{v}|$. The goal is to sweep the given region by a sequence of sweeps to a single unspecified target point.

Given a planar region, the optimal sweeping cost (or just sweeping cost) of the region is the infimum of the costs over all finite sweeping sequences of that region to a single point. An optimal sweeping sequence is one with a minimum total cost, if it exists. It is conceivable that the optimal sweeping cost of a region could be only approached in the limit, and not be attained through a finite sequence of sweeps. Another parameter of interest is the number of sweeps. We refer to a sequence of $k$ sweeps as a $k$-sweep sequence.

It is easy to exhibit non-convex planar regions whose optimal 2 -sweep sequences are not optimal over all sequences [1]. Given a convex $n$-gon, Bousany et al. derived a linear-time algorithm for computing a minimum-perimeter parallelogram enclosing $P$, and thereby the optimal corresponding 2 -sweep sequence [1. They went further and conjectured that, for planar convex regions, an optimal 2 -sweep sequence makes in fact an optimal sweep sequence. Here we disprove this conjecture and thereby answer the main problem left open in [1].
Theorem 1. There exist convex regions (such as the Reuleaux triangle, or a disk, or a suitable isosceles trapezoid) for which an optimal 2 -sweep sequence is not optimal.

We present two proofs of Theorem 1, based on different counterexamples. While the first proof is shorter, the second gives a better lower bound on the approximation ratio of the 2 -sweep algorithm (minimum-perimeter enclosing parallelogram) from [1]. Moreover, the second proof also implies the existence of convex polygons with $n$ sides, for any $n \geq 4$, for which an optimal 2 -sweep sequence is not optimal.
Corollary 2. For every $n \geq 4$ there exist convex polygons with $n$ vertices for which an optimal 2 -sweep sequence is not optimal.

In light of Theorem 1 , one may naturally ask whether the 2 -sweep algorithm of Bousany et al. has a good approximation ratio. In our previous paper based on the orthogonal sweeping model [2], we showed that a simple algorithm A2, which first computes a minimum-perimeter rectangle enclosing the given point set, then moves the point set to a single point by two orthogonal sweeps (four orthogonal sweeps if the target point is not freely chosen but is specified in the input), achieves an approximate ratio of $4 / \pi$ in that model. Here we further show that the same algorithm A2 also achieves an approximation ratio of $4 / \pi$ in the slanted sweeping model introduced in [1].
Theorem 3. The 2 -sweep Algorithm A2 based on minimum-perimeter enclosing rectangle (from [2]) gives a $4 / \pi$-approximation of the optimal sweeping cost of a (discrete or continuous) point set in the slanted sweeping model.

Now for any point set $S$, the minimum-perimeter of a parallelogram enclosing $S$ is at most the minimum-perimeter of a rectangle enclosing $S$. Thus Theorem 3 implies that the approximation ratio of the 2 -sweep algorithm of Bousany et al. is also at most $4 / \pi$.
Corollary 4. The 2 -sweep algorithm based on minimum-perimeter enclosing parallelogram (from [1]) gives a 4/ $\pi$-approximation of the optimal sweeping cost of a (discrete or continuous) point set in the slanted sweeping model.

A full version of this paper is available at http://arxiv.org/abs/1101.4667.

## 1 Proof of Theorem 1

We start with an upper bound on the cost of sweeping a convex polygon.
Lemma 5. Let $P=A_{1} \ldots A_{n}$ be a convex polygon of perimeter $\operatorname{per}(P)$, and let $s$ be an arbitrary side of $P$. Then the sweeping cost of $P$ is at most $\operatorname{per}(P)-|s|$.
Proof. We can assume that $s=A_{1} A_{n}$. Consider the triangulation of $P$ from the single point $A_{n}$; see Fig. 1 . Make the first sweep with the line initially incident to $A_{1}$ and parallel


Figure 1. Sweeping a convex polygon; here $n=5$.
to $A_{2} A_{n}$ until the line is incident to $A_{2} A_{n}$; the sweep vector is $\overrightarrow{A_{1} A_{2}}$. Observe that after the sweep, we reduced the problem of sweeping $P=A_{1} \ldots A_{n}$ to that of sweeping $P^{\prime}=A_{2} \ldots A_{n}$. We continue in a similar way: in the $i$ th sweep $(i=1, \ldots, n-2)$, start with the line incident to $A_{i}$ and parallel to $A_{i+1} A_{n}$ until the line is incident to $A_{i+1} A_{n}$; the sweep vector is $\overrightarrow{A_{i} A_{i+1}}$. In the last sweep, $n-1$, we position the line incident to $A_{n-1}$ and (say) orthogonally to $A_{n-1} A_{n}$ and sweep until the line is incident to $A_{n}$. The polygon $P$ has been swept to the point $A_{n}$ in $n-1$ sweeps of total cost $\left|A_{1} A_{2}\right|+\cdots+\left|A_{n-1} A_{n}\right|=\operatorname{per}(P)-\left|A_{1} A_{n}\right|=\operatorname{per}(P)-|s|$, as required.
First proof of Theorem 1. We first observe that the minimum-perimeter enclosing parallelogram of a convex figure $\Theta$ of constant width $w$ is a square whose side-length equals $w$. Indeed, assume that the parallelogram $\Gamma$ encloses $\Theta$, a figure of constant unit width. Let $\ell_{1}, \ell_{1}^{\prime}$ be a pair of parallel supporting lines of $\Gamma$, and let $\ell_{2}, \ell_{2}^{\prime}$ be the other pair of parallel supporting lines of $\Gamma$. The distance between $\ell_{1}$ and $\ell_{1}^{\prime}$ is 1 , so the total length of the two parallel sides of $\Gamma$ along $\ell_{2}$ and $\ell_{2}^{\prime}$ is at least 2, with equality if and only if $\ell_{1} \perp \ell_{2}$. Similarly, the distance between $\ell_{2}$ and $\ell_{2}^{\prime}$ is 1 , so the total length of the two parallel sides of $\Gamma$ along $\ell_{1}$ and $\ell_{1}^{\prime}$ is at least 2 , with equality if and only if $\ell_{1} \perp \ell_{2}$. Hence the unit square is the minimum-perimeter enclosing parallelogram of $\Theta$, and its semi-perimeter 2 is the conjectured sweep cost of $\Theta$ [1].

In the role of $\Theta$, consider a Reuleaux triangle $\Delta$ obtained from an equilateral unit triangle $A B C$ : a Reuleaux triangle can be obtained from an equilateral triangle $A B C$ by joining each pair of its vertices by a circular arc whose center is at the third vertex [3]. We can assume that $B C$ is horizontal and first sweep from $A$ orthogonally to $B C$ (the sweep-line is parallel to $B C$ ) until the sweep-line reaches $B C$. Observe that since the two upper tangents to $\Delta$ at $B$ and $C$ are vertical, the sweep reduces $\Delta$ to the circular cap $\Psi \subset \Delta$ based on $B C$. Let $B^{\prime} C^{\prime}$ be a slightly longer segment containing $B C: B C \subset B^{\prime} C^{\prime}$.

Consider a slightly larger concentric circular cap based on $B^{\prime} C^{\prime}$ enclosing the cap $\Psi$ based on $B C$. Now make a fine equidistant subdivision of the circular arc connecting $B^{\prime}$ and $C^{\prime}$ to obtain a convex polygon $\Lambda$ enclosing the circular cap $\Psi$. By Lemma 5 , the cost of sweeping $\Psi$ is at most the length of the arc $B C$ plus $\varepsilon$, for any given $\varepsilon>0$. So the total cost of sweeping the Reuleaux triangle $\Delta$ is at most $\frac{\sqrt{3}}{2}+\frac{\pi}{3}+\varepsilon \leq 1.9133$, for a suitably small $\varepsilon$. Since this cost is smaller than 2 , the 2 -sweep conjecture is disproved.

## 2 Proof of Theorem 3

We refer to [2] for a description of our Algorithm A2 and its analysis in the orthogonal sweeping model. The analysis bounds the effect of each sweep on the current point set, in terms of the reduction in semi-perimeter of the minimum enclosing rectangle in every orientation $\beta$. We then integrate the total effect of all sweeps in an optimal (or nearly optimal solution) over all orientations. That is, we consider an arbitrary $k$-sweep sequence $\sigma$ given by the vectors $\overrightarrow{v_{i}}, i=1, \ldots, k$, where $x_{i}=\left|\overrightarrow{v_{i}}\right|$ and $\alpha_{i}$ are the length and the direction (angle) of $\overrightarrow{v_{i}}$, respectively. Let $\gamma_{i}, i=1, \ldots, k$, be the direction (angle) of the sweep-line in the $i$ th sweep. The cost of $\sigma$ is $x=\sum_{i=1}^{k} x_{i}$. In the end we let $x \leq$ OPT $+\varepsilon$, where OPT is the optimal sweeping cost (in the analysis in [2] we overlooked the possibility that no finite sweeping sequence is optimal; this only introduces the correction by $\varepsilon$ in the calculation -see below).

Fix an orientation $\beta$, and consider the minimum enclosing rectangle $Q_{i}(\beta)$ of the current point-set in this orientation just before the $i$ th sweep. To adapt the analysis from the orthogonal sweeping model to the slanted sweeping model, we only need to show, as in [2], that the reduction in the semi-perimeter of $Q_{i}(\beta)$ (to that of $Q_{i+1}(\beta)$ in the next step) due to the $i$ th slanted sweep is still bounded from above by $x_{i}\left(\left|\cos \left(\alpha_{i}-\beta\right)\right|+\right.$ $\left.\left|\sin \left(\alpha_{i}-\beta\right)\right|\right)$, the expression on the left-hand side of equation (1) in [2].

Observe that, in the $i$ th sweep, any point swept moves in the direction $\alpha_{i}$ by at most $x_{i}$, regardless of the sweep-line orientation $\gamma_{i}$. Thus the projections of this move onto the two orthogonal directions $\beta$ and $\beta+\pi / 2$ are at most $x_{i}\left|\cos \left(\alpha_{i}-\beta\right)\right|$ and $x_{i}\left|\sin \left(\alpha_{i}-\beta\right)\right|$, respectively. Hence their sum is at most $x_{i}\left(\left|\cos \left(\alpha_{i}-\beta\right)\right|+\left|\sin \left(\alpha_{i}-\beta\right)\right|\right)$, and consequently the reduction in the semi-perimeter of $Q_{i}(\beta)$ is bounded by the same quantity, as claimed. Analogously as in [2], by integration we find that the approximation ratio of the 2 -sweep algorithm is bounded from above by $4 / \pi+\varepsilon$, for any $\varepsilon>0$. By letting $\varepsilon$ tend to zero, we conclude that this ratio is at most $4 / \pi$, as required.
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#### Abstract

Let the centers of a finite number of disjoint, closed disks be pinned to the plane, but with each free to rotate about its center. Given an arrangement of such disks with each labeled + or - , we investigate the question of whether they can be all wrapped by a single loop of string so that, when the string is taut and circulates, it rotates by friction all the $(+)$-disks counterclockwise and all the $(-)$-disks clockwise, without any string-rubbing conflicts. We show that, although this is not always possible, natural disk-separation conditions guarantee a solution. This work suggests many open problems.


## Introduction

Let $\mathcal{A}$ be a collection of $n$ disjoint closed disks in the plane, each labeled + or - . We seek to wrap them all in one continuous loop of string so that, were one of the disks rotated by a motor, all the others would spin by friction with the string/belt in a direction consistent with the labeling: counterclockwise (ccw) for + and clockwise (cw) for - . See Figure 1 .


Figure 1. A proper wrapping of disks with a loop of string: each + disk rotates counterclockwise, each - clockwise.

We call a wrapping proper if it satisfies these conditions:
(1) The string is taut: it follows arcs of disk boundaries and disk-disk tangents only.
(2) Each disk boundary circle has a positive-length arc in contact with the string. (It is fine if the string wraps around a disk more than once.)
(3) One of the two possible circulation directions (i.e., orientations) for the string loop rotates each disk in the direction consistent with its labeling.
(4) If the string contacts a point of a disk boundary circle, its circulation there must be in the direction consistent with that disk's label, i.e., there is no rubbing conflict.

We permit the string to cross itself at points not on a disk boundary. Indeed, such crossings are necessary: for any pair of disks, one + and one - , the string must form a figure- 8 shape. Although the conditions for a proper wrapping are suggested by physical analogy, the pursuit here is not driven by any application.

Proper string wrappings bear some resemblance to sona sand drawings DDTT07, LT09, but are more closely related to the conveyor-belt wrappings studied in DDP10. Those belts differ from string wrappings in that the rotation directions were not prespecified, and the belt could not self-cross. Although the models are different, the questions raised are analogous.

We show that not all arrangements of disks have a proper wrapping, but that various separation conditions guarantee proper wrappings. For example, every collection of unit disks has a proper wrapping when each pair is separated by a distance of 0.31 or more. Characterizing the disk arrangements that admit proper wrappings is posed as an open problem in Section 3.

## 1 Unwrappable arrangements

An example of an unwrappable arrangement is shown in Figure 2.


Figure 2. An unwrappable arrangement of seven unit disks.


Figure 3. (a) Proper wrapping with $D_{0}$ labeled -.
(b) Proper wrapping with $D_{1}$ and $D_{2}$ displaced slightly.

It consists of one unit disk surrounded by six others, arranged in a hexagonal pennypacking pattern, except the disks are just barely disjoint. We now prove that this configuration is unwrappable.

The central disk $D_{0}$ must have a positive-length arc of ccw string touching it. Because a taut string can only leave the boundary of a disk along a tangent, the string follows at least the arc between two adjacent tangents. In order for the string to reach another disk, say $D_{2}$, and contribute a ccw arc, it must first touch another disk, $D_{1}$ in the figure, but now rubbing it in a cw arc. Thus a rubbing conflict is unavoidable.

Without moving the disks, this arrangement can be properly wrapped with a different pattern of $\pm$ labels. For example, reversing the central disk $D_{0}$ enables a proper wrapping: Figure 3(a). Indeed, all other $\pm$ patterns of labels (except all - ) in this example are wrappable. Retaining the original + labels but moving two disks slightly also permits the configuration to be wrapped: Figure 3(b).

## 2 Separation conditions

The primary impediment to a proper wrapping is the 4th no-rubbing-conflicts condition. Figure 3(b) indicates that disk-separation conditions may suffice to ensure the existence of a proper wrapping, as separation of the disks separates their tangents and avoids unwanted rubbings. In this section we offer three conditions that ensure a proper string wrapping exits.

### 2.1 Connected hull-visibility graph

Define two disks to be hull-visible to one another (a symmetric relation) iff the (closed) convex hull of the disks does not intersect any other disk; see Figure 4. If two disks can


Figure 4. Two disks are visible to one another if their hull does not intersect any other disk.
see one another in this sense, then none of their four bi-tangents are blocked (or even touched) by any other disk.

For an arrangement $\mathcal{A}$ of disks, define their hull-visibility graph $H(\mathcal{A})=H$ to have a node for each disk, and an arc connecting two disk nodes iff the disks are visible to one another. Call the hull of a pair of disks connected in $H$ to the edge corridor for that edge.

Lemma 2.1 (Vis. Gr.). If $H(\mathcal{A})$ is connected, then there is a proper wrapping of $\mathcal{A}$.
The conditions of this lemma are by no means necessary for the existence of a proper wrapping: $H$ for the configuration in Figure 3(a) is completely disconnected - seven isolated nodes - and yet it can be properly wrapped.

### 2.2 Unit disks halo

The sufficiency condition of Lemma 2.1 is a global property of the arrangement $\mathcal{A}$ of disks, not immediately evident upon inspection. Next we explore local separation conditions that allow us to conclude that $H$ is connected.

Define an $\alpha$-halo, $\alpha>0$, for a disk $D$ of radius $r$ to be a concentric disk $D^{\prime}$ of radius $(1+\alpha)$ such that no other disk of $\mathcal{A}$ intersects $D^{\prime}$.
Lemma 2.2 (Unit Halo). Let $D_{a}, D_{b}$, and $D_{c}$ be three unit disks with centers at $a, b$, and $c$ respectively, each with $\alpha$-halos for $\alpha=4 / \sqrt{3}-2 \approx 0.31$. Then, if $D_{c}$ intersects the $\left(D_{a}, D_{b}\right)$ corridor, $c$ is closer to $a$ and to $b$ than is a to $b:|a c|<|a b|$ and $|b c|<|a b|$.
Theorem 2.3 (Unit Disks). An arrangement $\mathcal{A}$ of unit disks with $\alpha$-halos, $\alpha=4 / \sqrt{3}-2$, has a connected visibility graph $H(\mathcal{A})$, and so can be properly wrapped.

### 2.3 Arbitrary radii halo

For disks of different radii, we define the distance between them to be the distance between their bounding circles (rather than their centers). The assumption in Theorem 2.3 that all disks are congruent can be removed at the cost of a significant increase in the value of $\alpha$.

Note that, for disks of arbitrary radii, we must allow for a disk radius to be arbitrarily small, effectively a point regardless of $\alpha$. Thus the strategy to avoid blockage of a ( $D_{a}, D_{b}$ ) corridor is to cover it entirely with the $\alpha$-halos of $D_{a}$ and $D_{b}$, for no $D_{c}$ can penetrate these halos by definition.

Lemma $2.4\left(\alpha=1\right.$ Halo). The conclusion of Lemma 2.2 holds for three disks $D_{a}, D_{b}$, and $D_{c}$ of arbitrary radius if $\alpha=1$.

Now the analog of Theorem 2.3 follows immediately by an identical proof, only invoking Lemma 2.4 rather than Lemma 2.2 ,
Theorem 2.5 ( $\alpha=1$ Halo). Any arrangement $\mathcal{A}$ of disks with $\alpha$-halos, $\alpha=1$, has a connected visibility graph $H(\mathcal{A})$, and so can be properly wrapped.

## 3 Conclusion

There is no question that Theorems 2.3 and 2.5 do not approach a full characterization of the conditions that ensure proper wrapping, as Figure 3 so dramatically indicates. Finding a tighter characterization is one central open question. Surely the $\alpha=1$ halo is more generous than needed.

An approachable specific version of this question is an arrangement $\mathcal{A}$ of unit disks in a hexagonal-packing pattern (as in Figure 2, but with $n$ disks at hexagon lattice points). Which $\pm$ labelings are wrappable? I can prove that, if the adjacency graph of likelabeled disks is a forest (a union of disjoint trees), then $\mathcal{A}$ is properly wrappable. But this sufficient condition is not necessary.

A second central open question is to find a shortest wrapping when proper wrappings exist. For widely spaced disks, this reduces to a version of TSP ${ }^{1}$ but the situation is less clear for congested arrangements.
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#### Abstract

Let $S$ be a set of $n$ red and $n$ blue points in general position in the plane. Let $p \notin S$ be a point such that $S \cup\{p\}$ is in general position. A radial ordering of $S$ with respect to $p$ is a circular ordering of the elements of $S$ by angle around $p$. A colored radial ordering of $S$ with respect to $p$ is the circular list of colors of the points in $S$ in their radial ordering with respect to $p$. In this paper we show that: the number of distinct radial orderings of $S$ is at most $O\left(n^{4}\right)$ and at least $\Omega\left(n^{2}\right)$; the number of colored radial orderings of $S$ is at most $O\left(n^{4}\right)$ and at least $\Omega(n)$; there exist sets of points with $\Theta\left(n^{4}\right)$ radial and colored radial orderings; and there exist sets of points with $O\left(n^{2}\right)$ colored radial orderings.


## Introduction

Throughout this paper $S$ is a set of $n$ red and $n$ blue points in general position in the plane. Let $p$ be a point not in $S$, such that $S \cup\{p\}$ is also in general position; we call $p$ an observation point. A radial ordering of $S$ with respect to $p$ is a circular clockwise ordering of the elements of $S$ by their angle around $p$. A colored radial ordering with respect to $p$ is the circular list of the colors of the points in $S$ in their radial ordering with respect to $p$. Thus permutations between points of the same color yield the same colored radial ordering. Unless otherwise noted, all point sets in this paper are in general position.

Let $\rho(S)$ be the number of distinct radial orderings of $S$ with respect to every observation point in the plane. Likewise, let $\tilde{\rho}(S)$ be the number of distinct colored radial orderings of $S$ with respect to every observation point in the plane. We define the following functions:

$$
\begin{array}{cl}
f(n)=\max \{\rho(S):|S|=2 n\} ; & \tilde{f}(n)=\max \{\tilde{\rho}(S):|S|=2 n\} ; \\
g(n)=\min \{\rho(S):|S|=2 n\} ; & \tilde{g}(n)=\min \{\tilde{\rho}(S):|S|=2 n\} .
\end{array}
$$

In this paper we prove the following bounds:

$$
\begin{aligned}
f(n) & =\Theta\left(n^{4}\right) ; \\
\tilde{f}(n) & =\Theta\left(n^{4}\right) ; \\
\Omega\left(n^{2}\right) & \leq g(n) \leq O\left(n^{4}\right) ; \\
\Omega(n) & \leq \tilde{g}(n) \leq O\left(n^{2}\right) .
\end{aligned}
$$

[^9]For the first equality, the fact that $f(n)$ is $O\left(n^{4}\right)$ has been noted before in the literature [1, 2]. As far as we know, all the other bounds are new.

## 1 Preliminaries

We discretize the problem by partitioning the set of observation points into a finite number of sets so that two points in a same element of the partition induce the same radial ordering. This partition is made by half-lines which, if crossed by an observation point, generate a transposition of two consecutive elements in the radial ordering. For every pair of points $x_{1}, x_{2} \in S$, consider the line passing through them. Contained in this line we have two swap lines; one begins in $x_{1}$ and does not contain $x_{2}$, while the other begins in $x_{2}$ and does not contain $x_{1}$. Two observation points are in the same element of the partition if they can be connected by a curve which does not intersect any swap lines. We call this partition the order partition, and since it induces a decomposition of the plane, we refer to its elements as cells. Note that if a point moves in a curve not crossing any swap line, the radial ordering with respect to this point is the same throughout out the motion. Thus, as mentioned above, points in the same cell induce the same radial ordering.

## 2 Bounds

Theorem 2.1. $f(n) \leq O\left(n^{4}\right)$ and $\tilde{f}(n) \leq O\left(n^{4}\right)$.
Proof. The first inequality follows from the fact that the number of cells in the order partition is $O\left(n^{4}\right)$. The second inequality follows from the first and from the observation that $\tilde{\rho}(S) \leq \rho(S)$.
Theorem 2.2. $g(n) \geq \Omega\left(n^{2}\right)$.
Proof. Let $\ell$ be a straight line having points of $S$ both above and below. Let $p$ and $q$ be two points in $\ell$, such that when walking from $p$ to $q$ in a straight line a swap line is crossed. Let $x_{1}, x_{2} \in S$ be the points defining this swap line. We show that $p$ and $q$ induce different radial orderings. Note that $x_{1}$ and $x_{2}$ are both above or below $\ell$. Let $x_{3} \in S$ be on the side opposite to $x_{1}$ and $x_{2}$. Assume without loss of generality that the radial ordering of $\left\{x_{1}, x_{2}, x_{3}\right\}$ with respect to $p$ is $\left[x_{1}, x_{2}, x_{3}\right]$. Since the swap line is crossed only once, the radial ordering of $\left\{x_{1}, x_{2}, x_{3}\right\}$ with respect to $q$ is $\left[x_{1}, x_{3}, x_{2}\right]$. Therefore, the radial ordering of $S$ with respect to $p$ is different from the radial ordering with respect to $q$. This implies that the number of different radial orderings with respect to points in $\ell$ is equal to the number of swap lines intersecting $\ell$ plus one. It remains to show that there is a choice for $\ell$ crossing a quadratic number of swap lines. Choose $\ell$ to be a line having only one point of $S$ above and all the others below, and not parallel to any swap line. Note that $\ell$ intersects every swap line defined by pairs of points of $S$ below $\ell$. Since there are $2 n-1$ such points, they define $\Theta\left(n^{2}\right)$ swap lines and the result follows.

Theorem 2.3. $f(n) \geq \Omega\left(n^{4}\right)$ and $\tilde{f}(n) \geq \Omega\left(n^{4}\right)$.
Proof (sketch). Given that $\rho(S) \geq \tilde{\rho}(S)$, it suffices to construct a set $P$ of $n$ red and $n$ blue points such that $\tilde{\rho}(P) \geq \Omega\left(n^{4}\right)$. We sketch such a construction but for lack of space we omit counting the number different colored radial orderings.


Figure 1. A bi-colored set with $\Omega\left(n^{4}\right)$ different colored radial orderings.

We start by constructing a four-colored set of points $P^{\prime}$ with $\Theta\left(n^{4}\right)$ distinct colored radial orderings; afterwards we replace each point of a given color with a suitable "pattern" of red and blue points. These four patterns are chosen so that, if they appear consecutively in a radial ordering, then any other equivalent radial ordering must match patterns of the same type. Since the patterns behave like the original four colors, the new set also has $\Theta\left(n^{4}\right)$ colored radial orderings.

Let $B_{1}, B_{2}$ and $B_{3}$ be three balls of radius $1 / 4$, whose centers $p_{1}, p_{2}$ and $p_{3}$, are the vertices of an equilateral triangle of side length equal to one. Choose $\varepsilon, \alpha>0$. Let $C_{1}$ and $C_{2}$ be circles of radius $\varepsilon>0$ centered at $p_{1}$ and $p_{2}$, respectively. Let $\gamma_{1}$ and $\gamma_{2}$ be infinite wedges of angle $\alpha$, with apices $p_{1}$ and $p_{2}$ respectively. Assume that $\gamma_{1}$ is bisected by the line segment joining $p_{1}$ and $p_{3}$, while $\gamma_{2}$ is bisected by the line segment joining $p_{2}$ and $p_{3}$. Refer to Figure 1, Let $m$ and $r$ be the only natural numbers such that $n=10 m+r$ and $0 \leq r \leq 9$. Divide $\gamma_{1}$ with $m-1$ infinite rays emanating from $p_{1}$ and intersecting $B_{3}$, such that the angle between two consecutive rays is $\alpha / m$. Do likewise for $\gamma_{2}$, with $m-1$ infinite rays emanating from $p_{2}$. At every point of intersection of these rays with the boundary of $B_{1}$, place a blue point; at every point of intersection with $C_{1}$ a red point; at every point of intersection with the boundary of $B_{2}$ a yellow point; finally at every point of intersection with $C_{2}$ a green point. Note that neither the rays emanating from $p_{1}$ intersect $B_{2}$ nor the rays emanating from $p_{2}$ intersect $B_{1}$. Thus $4(m-1)$ colored points are placed in total. We omit the proof that if $\alpha$ and $\varepsilon$ are small enough, the number of colored radial orderings of $P^{\prime}$ as seen from observation points inside $B_{3}$ is at least $\Omega\left(n^{4}\right)$.

To construct $P$, we replace the points in $P^{\prime}$ by patterns of red and blue points, in such a way that if the colored radial orderings with respect to two points in $B_{3}$ are different, they remain different afterwards. The points in the patterns replacing a point $q \in S^{\prime}$ are placed consecutively in the same circle containing $q$. If these points are placed close enough to $q$, then they will appear consecutive in the colored radial orderings with respect to every observation point in $B_{3}$. The points of $S^{\prime}$ are replaced in the following way: every
blue point with a pattern of one red and one blue point; every red point with a pattern of two red and two blue points; every yellow point with a pattern of three red and three blue points; and every green point with a pattern of four red and four blue points. Refer to Figure 1. Note that our choice of patterns implies that two equivalent radial orderings must match patterns of the same type. Also, if necessary, we may assume that $\alpha$ is small enough so that this augmented set is in general position. The remaining points can be placed in such a way that the colored radial orderings does not decrease.
Theorem 2.4. $\tilde{g}(n) \leq O\left(n^{2}\right)$.
Proof (sketch). For simplicity assume that $n$ is even. We employ a technique similar to the one used in the proof of Theorem 2.3 . We start with a set $S^{\prime}$ of $n / 2$ points, placed evenly in the unit circle. All the points of $S^{\prime}$ have the same color and thus the colored radial orderings of $S^{\prime}$ are all equivalent. Afterwards, we replace each point of $S^{\prime}$ with a symmetric pattern of red and blue points. This is done in such a way that the new number of distinct colored radial orderings increases at most to $O\left(n^{2}\right)$. We replace each point of $S^{\prime}$ with a pattern of "red, blue, blue, red" points, placed clockwise consecutively on the circle. If necessary, the points are perturbed to avoid degeneracies. It can be then shown that, if each pattern is placed close enough to the original point, the new set has at most $O\left(n^{2}\right)$ colored radial orderings.

Theorem 2.5. $\tilde{g}(n) \geq \Omega(n)$.
Proof (sketch). Due to lack of space, we only give a very broad sketch of the main ideas of the proof. Let $p \in S$ be a red point. Let $C$ be a circle centered at $p$. If the radius of $C$ is chosen small enough, then the colored radial orderings as seen from every point in $C$ are obtained by considering the colored radial ordering of $S \backslash\{p\}$ with respect to $p$ and then inserting $p$ between every pair of consecutive elements. Careful analysis using the fact that $S \backslash\{p\}$ has one more blue point than red points enable us to show that the number of distinct radial orderings as seen from observation points in $C$ is at least $n / 2$.

## 3 Conclusions

Based on our experience, we make the following conjectures:
Conjecture 3.1. $g(n)=\Omega\left(n^{4}\right)$.
Conjecture 3.2. $\tilde{g}(n)=\Omega\left(n^{2}\right)$.
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#### Abstract

We aim to evaluate to which extent the shape of a given convex polygon is close to be regular, focusing on diverse characteristics of regularity: optimal ratio area-perimeter, equality of angles and edge lengths, regular fitting, angular and areal symmetry. We have designed and implemented algorithms to compute the resulting measures and we provide and discuss experimental results on a large set of polygons to illustrate their behavior as detection and as quality control tools.


## Introduction

Regular polygons are interesting for pure mathematical purposes, but also because they appear in nature, as well as in a wide spectrum of human made objects such as traffic signals, furniture, coins, tools and architecture. As a consequence, some methods to detect regular polygons in given images have been developed in recent years [2, 7]. Some other works have focused on detecting regular polygons within sets of points [1].

Our approach is related to the aforementioned works, although in our case the goal is to evaluate to which extent a given convex polygon resembles a regular polygon. Our work, hence, is particularly related to applications in metrology, automatic shape recognition, and discretization of planar domains into suitable meshes. In the three cases, the measurements we present can be seen as quality control tests to check regularity.

In [6, 8 ] we proved the correctness of our algorithms and analyzed their asymptotic behavior, and in [3, 6] we associated to each algorithm a measure guaranteed to be correctly normalized. We now show and evaluate our experimental results [3, 4, 5], which is the goal of this paper.

## 1 Preliminaries

Our measures are based on a range of different aspects of regularity, such as optimal ratio area-perimeter, equality of angles and edge lengths, regular fitting, angular and areal symmetry. For the sake of readability, in this section we summarize the definitions and theoretical results that can be found in detail in [5].

Following the rational from [9], we require several conditions on the measures, to ensure that they are well defined: $i$ ) the regularity measure is a number in $(0,1] ; i i)$ the regularity measure of a given polygon $P$ equals 1 if and only if $P$ is regular; $i i i$ ) there exist polygons whose regularity measure is arbitrarily close to $0 ; i v$ ) the regularity measure of a polygon is invariant under similarity transformations.

[^10]Let $P$ be any convex $n$-gon.
Definition 1.1. Let $R$ be the regular $n$-gon with the same perimeter as $P$. We define $\mu_{1}(P)=\frac{\operatorname{area}(P)}{\operatorname{area}(R)}$.
Definition 1.2. Consider the polygon $P^{\prime}$ having the same ordered sequence of edge lengths as $P$, and all its vertices on a circle, and let $R$ be the regular $n$-gon whose vertices lie on the same circle, and such that each vertex of $P^{\prime}$ is matched to one of $R$ as to minimize either the maximum angular distance or the sum of angular distances between matched vertices. We define $\mu_{2}(P)=\mu_{2}^{1}(P) \mu_{2}^{2}(P)$, and $\mu_{3}(P)=\mu_{3}^{1}(P) \mu_{3}^{2}(P)$, where $\mu_{2}^{1}(P)=\mu_{3}^{1}(P)=1-\frac{\alpha\left(P, P^{\prime}\right)}{\pi}$, and $\alpha\left(P, P^{\prime}\right)$ is the absolute value of the maximum difference between each interior angle of $P$ and its corresponding interior angle in $P^{\prime}$; $\mu_{2}^{2}(P)=1-\frac{\max _{i} d_{i}}{\pi-\pi / n}$; and $\mu_{3}^{2}(P)=1-\frac{2 \sum_{i=1}^{n} d_{i}}{n \pi}$, if $n$ is even, and $\mu_{3}^{2}(P)=1-\frac{2 n \sum_{i=1}^{n} d_{i}}{\left(n^{2}-1\right) \pi}$ if $n$ is odd, where $d_{i}$ are the above mentioned optimal angular distances.
Definition 1.3. Let $l_{i}$ and $\varphi_{i}$ respectively denote the lengths of the edges of $P$ and its interior angles. We associate to $P$ the point $X_{P}=\left(\frac{l_{1}}{\sum_{i=1}^{n} l_{i}}, \ldots, \frac{l_{n}}{\sum_{i=1}^{n} l_{i}}, \varphi_{1}, \ldots, \varphi_{n}\right)$ in $\mathbb{R}^{2 n}$. Then, $\mu_{4}(P)=1-\frac{d\left(X_{P}, \ell\right)}{1+\left(4-\frac{8}{n}\right) \pi}$, if $n \geq 4$, and $\mu_{4}(P)=1-\frac{d\left(X_{P}, \ell\right)}{\frac{1}{2}+\frac{4 \pi}{3}}$, if $n=3$, where $d$ is the $L_{1}$ distance, and $\ell$ is the half-line of all regular $n$-gons in $\mathbb{R}^{2 n}$.
Definition 1.4. We define $\mu_{5}(P)=\frac{\operatorname{area}(P)}{\operatorname{area}\left(R_{E}\right)}, \mu_{6}(P)=\frac{\operatorname{area}\left(R_{I}\right)}{\operatorname{area}(P)}$, and $\mu_{7}(P)=\frac{\operatorname{area}\left(R_{I}\right)}{\operatorname{area}\left(R_{E}\right)}$, where $R_{E}$ and $R_{I}$ are respectively the minimum enclosing and the maximum enclosed regular $m$-gon for $P$.
Definition 1.5. Let $a_{i}(\varphi)$ be the area of $P$ intercepted by the $i$-th wedge of an angularly equally distributed pencil of $n$ half-lines which can rotate around the barycenter of $P$. We define $\mu_{8}(P)=\frac{n \min _{i} a_{i}}{\operatorname{area}(P)}, \mu_{9}(P)=\frac{5 \operatorname{area}^{(P)-9} \max _{i} a_{i}}{(5 n-9) \max _{i} a_{i}}$, and $\mu_{10}(P)=\frac{\min _{i} a_{i}}{\max _{i} a_{i}}$, where the angle values respectively minimize $\min _{i} a_{i}$, maximize $\max _{i} a_{i}$, and maximize the difference $\max _{i} a_{i}-\min _{i} a_{i}$.
Definition 1.6. Consider the point $q \in P$ minimizing the maximal triangular area $q p_{i} p_{i+1}$; maximizing the minimal one, or minimizing the maximal difference. Let $d_{\min }=$ $\min _{i} d\left(q, p_{i}\right)$, and $\alpha_{\min }=\min _{i} \angle p_{i} q p_{i+1}$ (analogously for $d_{\max }$ and $\alpha_{\max }$ ). Then $\mu_{11}, \mu_{12}$, and $\mu_{13}$ are defined as $\sqrt{\frac{d_{\min }}{d_{\max }} \frac{\alpha_{\min }}{\alpha_{\text {max }}}}$ for the three cases.
Theorem 1.1. The measures $\mu_{5}, \mu_{6}$, and $\mu_{7}$ satisfy conditions $i$ ), iii), and iv). If $n=m$, they also satisfy ii). All remaining measures satisfy conditions $i$ )-iv).
Theorem 1.2. The value of $\mu_{1}(P)$ can be computed in $O(n)$ time. The values of $\mu_{2}(P)$ and $\mu_{3}(P)$ can be computed in $O(n \log n)$ time. The value of $\mu_{4}(P)$ can be computed in $O(n)$ time. The values of $\mu_{5}(P), \mu_{6}(P)$, and $\mu_{7}(P)$ can be respectively computed in $O\left(\min \left\{n m^{2} \log m,(n+m)^{2}\right\}\right), O\left(n^{2}+m\right)$ and $O\left(\min \left\{n m^{2} \log m,(n+m)^{2}\right\}+n^{2}+m\right)$ time. The values of $\mu_{8}(P), \mu_{9}(P)$, and $\mu_{10}(P)$ can be computed in $O\left(\lambda_{6}(n) \log n\right)$ time, where $\lambda_{s}(k)$ denotes the maximal complexity of the upper or lower envelope of a set of $k$ curves which pairwise intersect at most $s$ times. The values of $\mu_{11}(P), \mu_{12}(P)$, and $\mu_{13}(P)$ can be computed in $O(n)$ time.

It is worth mentioning that the complexity results hold in an extended Real RAM model of computation, since in some cases the optimization algorithm or the computation of the measure requires numerically solving a transcendent equation or computing an angle or a square root.

## 2 Experimental results

We have generated 553 different polygons to apply the measures to, of which 73 triangles, 70 quadrilaterals, 67 pentagons, 73 hexagons, 73 heptagons, 73 octagons, and 31 of each 12 -, 25 -, 50 - and 100 -gons. As for their shapes, the experiments included 222 pseudorandom polygons; 117 regular polygons with small errors, as well as with aligned vertices and/or with chopped vertices; 136 deformed regular polygons of all sorts (by scaling the $y$-coordinates of their vertices, by translating one vertex, by slanting all the vertices...), as well as 36 almost degenerate polygons; the remaining being special cases for polygons with a small number of vertices.

The experiments, described in detail in [3, 5], confirm that all proposed measures reflect human intuition on regularity of polygons. The top row in Figure 1 illustrates this behavior on pseudo-randomly generated triangles (left) and on deformed equilateral octagons (right).

Measures based on the same regularity characteristic tend to give very similar results, as could be expected. This is the case for $\mu_{2}$ and $\mu_{3}$, for $\mu_{5}, \mu_{6}$ and $\mu_{7}$, and so on. Measures based on different regularity characteristics give somehow different absolute values, although their relative behavior is consistent and they only substantially differ for highly degenerate polygons.

Specific characteristics of the different measures can be exploited in choosing the most appropriate measure for each goal and the characteristics of the polygons it will be applied to. In this sense, we find particularly interesting to mention their behavior as quality control tools. In order to offer experimental results on this respect, we have adapted the ISO norms for manufacturing cylinders to the case of regular polygons and we have run our measures on different levels of perturbed regular polygons. For high precision experiments, we have randomly perturbed one or all the vertices of regular polygons with an error within $[0.00083 \%, 0.0050 \%]$. Precision examples had errors bounded within $[0.00500 \%, 0.0188 \%]$; fine manufacturing within [ $0.01833 \%, 0.0438 \%]$; general manufacturing within $[0.04500 \%, 0.1088 \%]$; and, finally, forgery errors were bounded within $[0.11667 \%, 2.7500 \%]$. The results indicate that all but one of our measures detect even high precision errors (the definition of $\mu_{1}$ is too loose for such a task), and that measures $\mu_{11}, \mu_{12}$, and $\mu_{13}$ are particularly good at detecting them, as the second row of Figure 1 illustrates.

Another relevant application of our proposed measures is related to shape recognition. Our experiments show that measures $\mu_{5}, \mu_{6}$ and $\mu_{7}$ are very efficient at detecting the cases where a convex $n$-gon resembles a regular $m$-gon, no matter the values of $n$ and $m$. The third row of Figure 1 illustrates the result for a danger and a stop traffic signs. In the examples shown, the vertices of the input polygon are imprecise, in the sense that they do not form an exact regular polygon (triangle), or the polygon has more than the apparent number of vertices (octagon).

From the experiments we conclude that measure $\mu_{1}$ is too loose for some purposes, although it reflects human perception of regularity as closely related to roundness. Measure $\mu_{4}$ is probably at its best for $n$-gons with large $n$. Measures $\mu_{5}, \mu_{6}$ and $\mu_{7}$ have a good general performance and, in addition, they are particularly interesting for automatic regularity recognition when the number of vertices of the polygon is unknown. Quality control, especially when high precision is required, is particularly well served by measures $\mu_{11}, \mu_{12}$ and $\mu_{13}$. The remaining measures, $\mu_{1}$ and $\mu_{2}$, as well as $\mu_{8}, \mu_{9}$ and $\mu_{10}$, are, from our viewpoint, good multipurpose measures.


Figure 1. Row 1: Measuring regularity of pseudo-random triangles (left) and deformed equilateral octagons (right). Row 2: Quality control, from high precision (leftmost) to forgery (rightmost). Row 3: Detecting the shape of an equilateral triangle (left) and a regular octagon (right) from imprecise coordinates and number of vertices.
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Abstract. Multiple disk/ball range searching queries in 2d/3d Euclidean space are solved in parallel using a uniform grid under CUDA architecture. Experimental results of our implementation are presented.

## Introduction

Let $S$ be a set of $n$ points and $\mathcal{R}$ be a family of subsets in 2d $/ 3 \mathrm{~d}$ Euclidean space. The sets of $\mathcal{R}$ are called ranges. In a range searching query problem, we want to preprocess $S$ into a data structure so that, for a query range $R \in \mathcal{R}$, the points in $S$ can be counted or reported efficiently. Typical examples of ranges include axis-parallel rectangles/rectangular parallelepipeds and disks/balls; see the survey by Agarwal and Erickson [1]. In a multiple range searching query problem, instead of a unique range $R \in \mathcal{R}$ we have a subfamily $\mathcal{R}^{\prime}$ of ranges of $\mathcal{R}$ and we want to solve a range searching query for each range $R \in \mathcal{R}^{\prime}$. Applications of multiple range searching queries could be found in point cloud matching, traveler information systems and biological sequence similarity analysis.

A uniform grid subdivides a bounding box of the $2 \mathrm{~d} / 3 \mathrm{~d}$ point set $S$ into a set of regular axis parallel rectangles/rectangular parallelepipeds, called cells. Each cell in the grid is referenced by (row, column)/(row, column, floor) of the cell in the grid and stores the list of points of $S$ that contains. The uniform grid is one of the simplest data structures used to solve proximity queries and other geometric problems. It has been experimentally shown that, for many applications, uniform grids are efficient for both evenly and unevenly spaced data and they are appropriate for parallel processing [2].

The advances in GPU (Graphics Processing Unit) hardware design, together with CUDA (Compute Unified Device Architecture) and some programming languages such as OpenCL (Open Computing Language), make GPUs attractive to solve problems in a parallel way. The parallelizable parts of an algorithm are executed by a collection of threads running in parallel - these threads are grouped into 1D, 2D or 3D blocks of user defined size which are also processed in parallel. The instructions to be executed by each thread are written in a kernel, where different types of memory can be used. Global memory is the biggest but slowest access time memory; it is accessible by every thread and is visible from the CPU. Shared memory is a fast memory shared between all the threads in a block to co-operate. Registers are the fastest memory and store local variables of each single thread. Some functions which are read-modify-write atomic operations can be used; they read and return the value stored in a memory position, operate on it and store the result without allowing, during the whole process, any other access to that memory position. For further details, see [4].

In this paper we present fast and scalable GPU algorithms designed under CUDA architecture for: $a$ ) constructing uniform grids; b) solving multiple range counting and reporting queries with the support of a uniform grid structure. Experimental results of our implementation in OpenCL are provided.

[^11]
## 1 Uniform grid

To represent a uniform grid of size $G=H \times W / H \times W \times Z$ over an axis-parallel rectangle/rectangular parallelepiped containing the points of $S$, we use a grid vector $v_{S}$ and two integer matrices, the counting grid $C$ and the positioning grid $P$. The grid vector $v_{S}$ stores the points of $S$ and the counting grid $C$ provides the number of points contained in each cell. The points of a cell are stored sequentially in the grid vector $v_{S}$ starting at the position indicated by the positioning grid $P$. See Figure 1 for a 2d example. Our approach is similar to one proposed in [3]; however, in our case we also store the counting grid $C$, even though it is not strictly necessary since it can be computed from the positioning grid $P$. The uniform grid is built in three steps that compute: 1) the counting grid; 2) the positioning grid; 3) the grid vector.

a)


Grid vector


$$
\left.\begin{array}{|l:l|l|l:l:l|l:l:l|l|l:l|l:l|l:l|}
\hline s_{1} & s_{14} & s_{16} & s_{4} & s_{20} & s_{15} & s_{22} & \ldots & s_{23} & s_{9} & s_{2} & s_{6} & s_{19} & s_{13} & s_{17} & s_{21} \\
\hline
\end{array} \quad \boldsymbol{d}\right)
$$

Figure 1. a) A set $S$ of 2 d points on a uniform grid; b) the counting grid; $c)$ the positioning grid; and $d$ ) the grid vector.

All the 1D-arrays we use in the presented algorithms are stored in GPU global memory. The points of $S$ and the grid vector $v_{S}$ are stored in the GPU in 1D-arrays of size $n$, denoted $s$ and $v$. According to the CUDA memory model, the counting matrix $C$ and the positioning matrix $P$ are linearized by rows/(rows, columns) and are stored in 1D-arrays of size $G$, that we denote $c$ and $p$.

Counting grid. Points of $S$ are transferred to the GPU and stored in $s$ and the 1D-array $c$ used to store the counting grid is initialized to 0s. Then a thread per point in $S$ is run. The thread with global identifier $i$ reads from the 1D-array $s$ the point $s(i)$ of $S$, determines the grid position $j$ it belongs to and increments the counting value $c(j)$ by one using an atomic incremental function.
Positioning grid. The positioning value $p(i)$ is obtained as $\sum_{j=0}^{i-1} c(j)$ by using the exclusive scan (prefix sum) algorithm of [5].
Grid vector. We use an auxiliary 1D-array $a$ of size $G$ initialized to 0 s. The value $a(j)$ represents the number of points that have already been located at the grid cell of linearized index $j$. We run $n$ threads one per point of $S$. The thread with global identifier $i$ reads from the 1D-array $s$ the point $s(i)$ of $S$ and computes the linearized position $j$ of the cell it corresponds to in the grid. Then, by using an atomic incremental function, stores point $s_{i}$ in the position $p(j)+a(j)$ of the 1D-array $v$ and increments $a(j)$ by one. An atomic function reads the value that will return, operates on it and stores the result, meanwhile, no other access to that memory position is allowed.

Complexity analysis. The total number of operations done to obtain the counting grid is $O(n)$, the positioning grid $O(G)$, and the grid vector $O(n)$. Thus, building the grid structure has a total work of $O(n+G)$.

## 2 Range searching queries

Given a set $\mathcal{R}=\left\{R_{1}, \ldots, R_{m}\right\}$ of $m$ disk/ball ranges where range $R_{i}$ is defined by the center $q_{i}$ and a radius $r_{i}$, we answer multiple range searching queries in parallel. We distinguish between range counting and reporting queries. The presented solutions are integrally obtained in the GPU by transferring the range centers and radii to the GPU 1D-arrays $q$ and $r$, respectively, and considering the grid containing $S$ stored and built in the GPU.

Range counting. The range counting solution is stored in a 1D-array $r_{c}$ of size $m ; r_{c}(i)$ stores the number of points of $S$ contained in range $R_{i}$. We run $m$ threads, one per range. Thread of global identifier $i$ reads from global memory $q(i)$ and $r(i)$ and explores a square/cube centered at $q(i)$ and of side size defined by $2 r(i)+1$ cells. Notice that the number of grid cells intersected by the square/cube depends on the grid and bounding box dimensions. Each thread traverses its squared/cubic corresponding region in a row/(row, column) order. By using a local counter, the number of points contained in $R_{i}$ is obtained. Once all the cells have been traversed, the number of obtained points is stored in global memory in $r_{c}(i)$. When all the threads have finished, $r_{c}$ contains the range counting answer.


Figure 2. Points on a grid, a red query point and its radius.

Range reporting. The range reporting problem cannot be solved in one single step because its answer size is not known in advance and it is not possible to dynamically allocate memory in the GPU. The answer is given by two 1D-arrays $r_{p}$ and $r_{r}$. Points contained in range $R_{i}$ are stored in consecutive positions of $r_{r}$ starting at position $r_{p}(i)$.

We start by solving the range counting problem. Next, an exclusive scan prefix sum is run on the range counting answer to obtain $r_{p}$. The exclusive scan is used also to store the total number $M$ of obtained points. This value is read from the CPU and memory in the GPU to store the array $r_{r}$ containing the $M$ points is allocated. Finally, the reporting problem is solved by using the arrays of centers $q$, radii $r$, positions $r_{p}$ and the grid $v$, $c$ and $p$. Again a thread per query point is run. Thread of global identifier $i$ reads $q(i)$ from global memory and computes the linearized position $j$ of the grid cell where $q(i)$ is contained. The squared/cubic region is revisited and the indices on $v_{s}$ of the points contained in $R_{j}$ are stored in consecutive positions of $r_{r}$, starting at $r_{p}(j)$.

Observe that, if we are interested in obtaining the range searching solutions in the CPU, the grid vector $v$ and the arrays $r_{p}$ and $r_{r}$ have to be read back from GPU to CPU.
Complexity analysis. Let $I$ be the number of points contained in the cells intersected by the ranges in $\mathcal{R}$, and $M$ the maximal size of the range searching output. The global work of the range counting is $O(I)$. To answer the range reporting problem, the total number of operations is $O(I)$ for the range counting, $O(m)$ for the scan algorithm, and $O(I+M)$ to store the points in the range. Thus, the total work complexity of the range reporting is $O(m+I+M)$.

## 3 Experimental results

The results of Table 1 are obtained under our implementation using a Intel Core 2 CPU $2.13 \mathrm{GHz}, 2 \mathrm{~GB}$ RAM and a GPU NVidia GeForce GTX 480 which has a cached global memory, reducing the access to global memory problems and time. Points are randomly generated; grids are chosen with $H=W(=Z)$, and their discretization size is chosen after testing different values. We choose the same radius value for all the ranges. The considered radii are related to $d_{m}$, which is the median of the smallest distance between the randomly generated points of $S$. This value is commonly used in different experimental problems related to point clouds.

|  | $n$ | H | Grid comp. (ms) | Range searching times ( ms ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | 100 |  | 10,000 |  | 1,000,000 |  |
|  |  |  |  | $d_{m}$ | $4 d_{m}$ | $d_{m}$ | $4 d_{m}$ | $d_{m}$ | $4 d_{m}$ |
| 2d | $10^{2}$ | 16 | 0.39 | 0.24 | 0.32 | 1.57 | 1.92 | 122.3 | 147.62 |
|  | $10^{4}$ | 96 | 0.77 | 0.29 | 0.31 | 1.91 | 2.01 | 147.52 | 148.61 |
|  | $10^{6}$ | 160 | 13.10 | 1.24 | 1.26 | 8.18 | 8.23 | 701.46 | 104.57 |
| 3d | $10^{2}$ | 8 | 0.34 | 0.36 | 0.64 | 2.42 | 7.85 | 171.83 | 579.25 |
|  | $10^{4}$ | 16 | 0.74 | 0.46 | 0.96 | 2.50 | 8.13 | 205.58 | 692.61 |
|  | $10^{6}$ | 64 | 20.91 | 0.52 | 1.61 | 3.52 | 12.39 | 293.76 | 1077.31 |

TABLE 1. Computational times in miliseconds obtained as the median of 10 executions.
The time needed to transfer the points of $S$ from the CPU to the GPU for our 2d examples are $0.004 \mathrm{~ms}, 0.05 \mathrm{~ms}$ and 10.1 ms , and for the 3 d examples become 0.01 ms , 0.14 ms and 23.2 ms . Concerning the transferring times of the solution from the GPU to the CPU, for the 2 d case, considering $n=m=10^{2}$ and $r=4 d_{m}$, the about $1.2 \cdot 10^{3}$ obtained points are transferred in 0.22 ms . For $m=n=10^{6}$ and $r=4 d_{m}$, the about $13 \cdot 10^{6}$ obtained points are transferred in 103.06 ms . Considering 3d points, in the former case more than $4.2 \cdot 10^{2}$ points are transferred in 0.28 ms and in the latter more than $45 \cdot 10^{6}$ points are transferred in 328.42 ms .

For bigger radius or values of $n$ and $m$, when the answer size is too big, the reporting problem has to be subdivided into different subproblems in order to be solved. However, the presented results are obtained without subdivision needs.
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#### Abstract

It is known that the Minimum Weight Triangulation problem is NP-hard. Also the complexity of the Minimum Weight Pseudo-Triangulation problem is unknown, yet it is suspected to be also NP-hard. Therefore we focused on the development of approximate algorithms to find high quality triangulations and pseudo-triangulations of minimum weight. In this work we propose two metaheuristics to solve these problems: Ant Colony Optimization (ACO) and Simulated Annealing (SA). For the experimental study we have created a set of instances for MWT and MWPT problems, since no reference to benchmarks for these problems were found in the literature. Through experimental evaluation, we assess the applicability of the ACO and SA metaheuristics for MWT and MWPT problems. These results are compared with those obtained from the application of deterministic algorithms for the same problems (Delaunay Triangulation for MWT and a Greedy algorithm respectively for MWT and MWPT).


## Introduction

In Computational Geometry there are many optimization problems that are either NPhard or such that no polynomial algorithms are known to solve them. Examples of these optimization problems are those related to special geometric configurations, such as triangulations and pseudo-triangulations, which are interesting to investigate due to their use in many fields of application.

Minimizing the total length has been one of the main optimality criteria for triangulations and pseudo-triangulations. Indeed, the Minimum Weight Triangulation (MWT) and the Minimum Weight Pseudo-Triangulation (MWPT) minimize the sum of edge lengths, providing a quality measure for determining how good is a structure. The complexity of computing a minimum weight triangulation has been one of the most longstanding open problems in Computational Geometry, introduced by Garey and Johnson in their open problems list, and various approximation algorithms were proposed over time. It has been the subject of numerous investigations for identifying criteria to include certain edges of the MWT. The paper [2] presents the implementations of the LMT heuristic for computing MWT problems, that can compute the "exact" MWT for well-behaved point sets very fast. It is also worth noticing that, to our best knowledge, there are no reports about demonstration of such results. Aichholzer et al. [1] disprove the conjecture that the LMT-skeleton coincides with the intersection of all locally minimal triangulations, LMT $(P)$, being $P$ a polygon in the plane, even for a convex polygon. Later, Mulzer and Rote proved in 2006 that MWT construction is an NP-hard problem [12.

The complexity of the MWPT problem is unknown. However, Levcopoulos and Gudmundsson [8] show that a 12-approximation of an MWPT can be computed in $O\left(n^{3}\right)$ time. They give an $O(\log n \cdot w(M S T))$ approximation of an MWPT, in $O(n \log n)$ time, where $w(M S T)$ is the weight of the minimum Euclidean spanning tree, which is a subset of the obtained structure.

Given the inherent difficulty of the above mentioned problems, the approximate algorithms arise as alternative candidates for MWT and MWPT problems. These algorithms can obtain approximate solutions to the optimal solutions, and they can be specific for a particular problem or they can be part of a general applicable strategy in the resolution of different problems. The metaheuristic methods satisfy these properties. These algorithms have a simple implementation and they can efficiently find good solutions for NP-hard optimization problems [11]. In this work we use the Ant Colony Optimization (ACO) [4] and Simulated Annealing (SA) [3, 9, 10] metaheuristics, and we compare them with Delaunay Triangulation and Greedy algorithms for triangulations and pseudotriangulations. Previous works about approximations on MWT and MWPT problems using the ACO and SA metaheuristics, were presented in [5, 7]. It is also worth noticing that, to the best knowledge of the authors, there are no reports in the literature of extensive experimental evaluations using exact algorithms or metaheuristic techniques.

This paper is organized as follows. In the next section, we review some theoretical aspects of ACO and SA metaheuristics applied to MWT and MWPT problems. Section 2 resumes the experimental evaluation. The last section is devoted to conclusions and future works.

## 1 ACO and SA metaheuristics applied to MWT and MWPT problems

The ACO metaheuristic involves a family of algorithms in which a colony of artificial ants cooperate in finding good solutions to difficult discrete optimization problems [4]. An artificial ant in an ACO algorithm is a stochastic constructive procedure that incrementally builds a solution by adding opportunely defined solution components to a partial solution under construction. Therefore, the ACO metaheuristic can be applied to any combinatorial optimization problem for which a constructive graph can be defined. For details of designs, implementations, and parameter settings of the ACO-MWT and ACO-MWPT algorithms, see [5, 7].

The SA metaheuristic tries to minimize the limitation of the local search algorithms, which stops as soon as they find a local extreme. For that, it is allowed to accept solutions of worse quality than the current solution with a certain probability. This probability depends on a parameter $T$, called temperature, which decreases over the algorithm iterations according to a decrement rule [3]. In regards of the design of the algorithms, the parameter settings and the details of implementations for SA-MWT and SA-MWPT algorithms; see [6]. SA2P-MWPT is an improved version of SA-MWPT, which involves a double pass under certain criteria, considering the best results obtained in some temperatures.

## 2 Experimental evaluation

To the best knowledge of the authors, there do not exist collections of instances in the literature for MWT and MWPT problems. Consequently, no benchmarking data are publicly available that allow us to compare our proposal with some other algorithm previously studied. According to that, we design an instance generator. Therefore, we have generated respectively a collection of 10 instances of size $40 / 80 / 120 / 160 / 200$; i.e., a total of 50 problem instances. Each instance is called LD $n-i$ where $n$ denotes the size of the $i$-instance, with $1 \leq i \leq 10$. The instance generator uses different functions of the CGAL Library. The points are randomly generated, uniformly distributed, and, for each point $(x, y)$, the coordinates $x, y$ are in $[0,1000]$. For the purpose of this work, we assume that there are non-collinear points. The proposed algorithms were implemented in C language and run on a BACO parallel cluster.

In Table 1 we show the results for ACO-MWT, SA-MWT, Greedy Triangulation (GT), and Delaunay Triangulation (DT). The best results were obtained with the SAMWT algorithm using local retriangulation neighborhood and with different temperature decrement rules (FSA, VFSA, and geometric decrement with $\alpha=0.8$ ).

Especially for pseudo-triangulations, the Greedy Pseudo-Triangulation (GPT) algorithm builds a pseudo-triangulation starting with one face. This face has the edges obtained by the convex hull of the point set $P$, i.e., $C H(P)$. For the solution construction, the $P$ set is partitioned in faces. This process finishes when all faces are pseudo-triangles without interior points. A face is divided in two faces when there are interior points, or is not a pseudo-triangle. Thus, the partition can be done if $i$ ) there are at least one interior point and two points in the border; or $i i$ ) there is no interior point, so two points located on the border are chosen. Such selection is performed by selecting those points that generate the edges lead to local minimum weight.

|  | $A C O-M W T$ | $S A-M W T$ | $G T$ | $D T$ |
| :---: | :---: | :---: | :---: | :---: |
| LD40-1 | 5493047 | $\mathbf{5 4 6 3 7 4 5}$ | 5477181 | 5666348 |
| LD40-2 | 4661242 | $\mathbf{4 6 5 9 5 5 2}$ | $\mathbf{4 6 5 9 5 5 2}$ | 4722381 |
| LD40-3 | 5502567 | $\mathbf{5 4 7 8 9 2 3}$ | 5489487 | 5663032 |
| LD40-4 | $\mathbf{5 7 4 5 7 7 2}$ | $\mathbf{5 7 4 5 7 7 2}$ | 5751867 | 6289829 |
| LD80-1 | 6242505 | $\mathbf{6 2 2 0 0 2 9}$ | 6231682 | 6462038 |
| LD80-2 | 7605383 | $\mathbf{7 5 8 1 8 6 8}$ | $\mathbf{7 5 8 1 8 6 8}$ | 8081573 |
| LD80-3 | 5836037 | $\mathbf{5 8 2 8 3 4 4}$ | 5845506 | 6143637 |
| LD80-4 | 6217040 | $\mathbf{6 1 4 7 2 3 4}$ | $\mathbf{6 1 4 7 2 3 4}$ | 6460311 |

TABLE 1. MWT: The best (smallest) weights obtained with the mentioned algorithms for sets of 40 and 80 points.

Table 2 shows the results according to the smallest weights obtained using the ACOMWPT, SA-MWPT, SA2P-MWPT and GPT algorithms. The best results for the SA-MWPT and SA2P-MWPT algorithms were obtained with edge-flip neighborhood and with the FSA temperature decrement rule.

ACO algorithms were first used to show that the results from Greedy algorithms and Delaunay Triangulation can be improved. Other preliminary results seem to indicate that the SA and SA2P algorithms are more effective techniques for MWT and MWPT. For more details or an extended version of this work, please refer to the authors.

|  | $A C O-M W P T$ | $S A-M W P T$ | SA2P-MWPT | $G P T$ |
| :---: | :---: | :---: | :---: | :---: |
| LD40-1 | 6115636 | 5817042 | $\mathbf{4 1 8 1 9 1 4}$ | 5312131 |
| LD40-2 | 4442710 | 4778701 | $\mathbf{3 3 8 4 9 5 8}$ | 4292347 |
| LD40-3 | 5684342 | 6391410 | $\mathbf{4 1 6 9 2 4 2}$ | 5794018 |
| LD40-4 | 5627098 | 5575409 | $\mathbf{5 0 4 7 4 8 3}$ | 6245196 |

Table 2. MWPT: The best (smallest) weights obtained with the mentioned algorithms for sets of 40 points.

## 3 Conclusions

In this work we present the design of approximate algorithms for solving the Minimum Weight Triangulation and Minimum Weight Pseudo-Triangulation problems. Another contribution of this research was the creation of a set of instances for the experimental evaluation, as there are no available instances with special properties for building triangulations and pseudo-triangulations. From this initial experimental phase we obtained preliminary results that will guide future experimentation. Actually, we are in the phase of applying a more methodological approach for the experimental design and running the set of instances for all sets of points mentioned. Since the metaheuristics have proven to behave very well in solving this class of NP-hard problems, there are several directions for further research. We intend to use different parameterizations of the ACO and SA algorithms to adapt and implement other metaheuristics, and to develop hybrid metaheuristics to solve the proposed problems.
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#### Abstract

In this paper we propose four approximation algorithms (metaheuristic based), for the Minimum Vertex Floodlight Set problem. Urrutia et al. [9] solved the combinatorial problem, although it is strongly believed that the algorithmic problem is $\mathcal{N} \mathcal{P}$-hard. We conclude that, on average, the minimum number of vertex floodlights needed to illuminate a orthogonal polygon with $n$ vertices is $\left\lceil\frac{n}{4.29}\right\rceil$.


## Introduction

In this paper we address the Minimum Vertex $\frac{\pi}{2}$-Floodlight Set problem (MVF $(P)$ problem). This problem asks for the minimum number of vertex $\frac{\pi}{2}$-floodlights necessary to illuminate a given orthogonal simple polygon $P$ with $n$ vertices ( $n$-ogon, for short [8]). A vertex $\frac{\pi}{2}$-floodlight is a source light with an angle of illumination of $\frac{\pi}{2}$ placed on a vertex of an $n$-ogon. Since this paper only deals with $\frac{\pi}{2}$-floodlights, and for simplicity, the term floodlight is used instead of " $\frac{\pi}{2}$-floodlight". It is assumed that the vertex floodlights are edge-aligned and that each reflex vertex has at most two vertex floodlights. Urrutia [9] proved that $\left\lfloor\frac{3 n-4}{8}\right\rfloor$ vertex floodlights are occasionally necessary and always sufficient to illuminate a $n$-ogon. But for many $n$-ogons this number is clearly too large. This fact justifies the algorithmic $\operatorname{MVF}(P)$ problem. It is strongly believed that this problem is $\mathcal{N} \mathcal{P}$-hard. A way to deal with this computational complexity is to develop approximation algorithms to tackle the problem. In general, these approximation methods can be designed specifically to solve the problem (e.g., greedy strategies) or can be based on general metaheuristics (e.g., Simulated Annealing (SA) and Genetic Algorithms (GAs)). There are several works where non-metaheuristc based approximation algorithms were developed to tackle art gallery problems (e.g., [2, [5, [6, 8]). Recently, some work has been made on the application of metaheuristic techniques for these problems (see [1, 3]).
Our contribution: We present four approximation algorithms, based on general metaheuristics, to tackle the MVF (P) problem. Since the optimal solution to the MVF(P) problem is unknown, we developed a method that allows us to determine a lower bound for our algorithms, as in [2]. In this way, we are able to find the approximation ratio of our strategies. Our experiments were performed on a large set of randomly generated orthogonal simple polygons.

[^12]
## 1 Approximation methods

A set of vertex floodlights for an $n$-ogon $P$ is a vertex floodlighting set for $P$ if they illuminate $P$. We denote a vertex floodlighting set for $P$ by $F$ and its cardinality by $|F|$. Since the existence of an efficient algorithm to determine a minimum-cardinality vertex floodlighting set is unknown, we developed four approximation algorithms to tackle this problem. The first is based on the SA metaheuristic, called $M_{1}$; the second is based on the GAs metaheuristic, named $M_{2}$, and the last two are hybrid algorithms, designated by $M_{3}$ and $M_{4}$.

Simulated Annealing Strategy ( $M_{1}$ ). A configuration is a chain with length $n+r$ (the reflex vertices are duplicated to determine the two possible positions of the floodlight), where the value of each element is 0 (floodlight-"on") or 1 (floodlight-"off"); see Figure 1.


Figure 1. A configuration for a 16-ogon.


Figure 2. Initial configuration.

The objective function assigns to each configuration its number of 1's. A neighbour of a configuration is generated by switching from 0 to 1 , or vice versa, a randomly chosen element. To generate the initial configuration, we used the top-left rule [9, that guarantees the illumination of $P$ (see Figure 2 2). We performed a comparative study taking into account three different initial temperatures $T_{0}$ : (1) $T_{0}=n$; (2) $T_{0}=n / 4$ and (3) $T_{0}=500$. Concerning the temperature decrement rule, we made an analysis on three different types of rules: (1) $T_{k+1}=T_{0} /(1+k)$; (2) $T_{k+1}=T_{0} / e^{k}$ and $T_{k+1}=0.9 \times T_{k}$. The number of iterations in each temperature $T_{k}$ is equal to $\left\lceil T_{k}\right\rceil$. Finally, the termination condition consists in finishing the search when $T_{k} \leq 0.005$ or when during 3000 consecutive series of temperatures no new best solution is obtained and the percentage of accepted solutions is less than $2 \%$.

Genetic Algorithms Strategy ( $M_{2}$ ). An individual is represented by a chain with length $n+r$, where the value of each gene is 0 or 1 . We choose the population size to be $\left\lfloor\frac{3 n-4}{8}\right\rfloor$. To create the initial population, we generate each of the $\left\lfloor\frac{3 n-4}{8}\right\rfloor$ individuals in the following way: all of its genes are set to 1 ; then a gene is randomly selected and its value is set to 0 if the resultant individual is valid; otherwise its value remains 1 . The fitness function is defined as the number of 1's in each individual. We used the tournament selection method to the genetic operator selection and a variant of the single point crossover to the crossover. The mutation step is relatively simple: for each binary digit it merely flips it from 0 to 1 or vice versa (if the obtained individual is not valid, it is rejected). To generate a new population, the worst individual is replaced by the child
obtained at mutation. In order to evaluate a population, we consider its fitness as the minimum value of the fitness function when applied to its individuals. Finally, we stop the search when the fitness of the population remains unchanged for 500 generations.

Hybrid Strategies ( $M_{3}$ and $M_{4}$ ). GAs and SA are population-based and singlesolution search methods, respectively. Different combinations of these two types of metaheuristics have provided powerful search algorithms. These combinations are known as hybrid metaheuristics [7]. To solve the $\operatorname{MVF}(P)$ problem, we developed two different hybrid metaheuristics, that fundamentally use a genetic algorithm. However, in the first method, $M_{3}$, for the initial population of the genetic algorithm we generate $\left\lfloor\frac{3 n-4}{8}\right\rfloor$ individuals, running $\left\lfloor\frac{3 n-4}{8}\right\rfloor$ times the SA metaheuristic. In the second method, $M_{4}$, in addition to the classical crossover and mutation operators, we add a new genetic operator based on the SA metaheuristic. Basically the process consists of applying the SA after the crossover operator, in order to refine the solution produced by that operator. After this operation, the mutation operator is applied. Since SA is a genetic operator, it occurs with probability $p_{s a}$.

Since the optimal solution for the $\operatorname{MVFL}(P)$ problem is unknown, we developed a method to compute a lower bound on the optimal number of vertex floodlights for each instance in the performed experiments. For that, we used the notion of floodlight visibilityindependent set, which is a finite set of points on an $n$-ogon $P, F I S \subset P$, such that, for all $p, q \in F I S, p$ and $q$ are not illuminated by the same floodlight. It can be concluded that the number of points on a maximum-cardinality floodlight visibility-independent set is a lower bound for the optimal number of vertex floodlights on $P$. However, as far as it is known, the existence of an efficient algorithm to determine this lower bound is unknown. Therefore, we developed a greedy algorithm to find large floodlight visibility-independent sets, which we designated by $A_{1}$.

## 2 Experiments and results

The implementation of our algorithms was done in C/C ++ (for MS Visual Studio 2005) on top of CGAL 3.2.1 [4]. The above described methods were tested on a PC featuring an $\operatorname{Intel}(\mathrm{R})$ Core (TM)2 CPU 6400 at 2.66 GHz and 1 GB of RAM. We performed extensive experiments with the strategies described in the previous section on a large set of randomly generated orthogonal polygons. To generate these polygons, we used the polygon generator developed by O'Rourke (personal communication, 2002). In this section we present our results and conclusions from the experiments. According to Section 1, there are several choices for two of the SA parameters: $T_{0}$ and the temperature decrement rule. The different combinations of their values give rise to nine cases. We analyzed these nine cases by comparing the number of vertex floodlights $|F|$, the runtime (in seconds) and the number of iterations performed by each of them. We carried out a statistical study to compare the results obtained by them, but due to lack of space we omit its details. In this study, we concluded that: (i) concerning $|F|$, the case where $T_{0}=500$ and $T_{k+1}=T_{0} /(1+k)$ is the best one. Therefore, this was the case considered as the SA strategy, i.e., method $M_{1}$; (ii) regarding runtime, the case where $T_{0}=n / 4$ and $T_{k+1}=T_{0} / e^{k}$ is the fastest algorithm and, although the returned number of vertex floodlights is worse, it can be used in the hybrid methods. So we used it to generate the initial population in $M_{3}$ and as genetic operator in $M_{4}$. Then we analyzed and evaluated the
results obtained with our four methods. Table 1 presents the obtained results (averages of $40 n$-ogons each one).

| $n$ | $M_{1}$ |  |  |  | $M_{2}$ |  |  |  | $M_{3}$ |  |  | $M_{4}$ |  |  |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | :---: | :---: |
|  | $\|F\|$ | Time | Iterations | $\|F\|$ | Time | Iterations | $\|F\|$ | Time | Iterations | $\|F\|$ | Time | Iterations |  |  |
| 30 | 7.75 | 13.85 | 4916.80 | 8.47 | 5.70 | 297.875 | 7.80 | 7.15 | 520.15 | 6.97 | 11.52 | 699.50 |  |  |
| 50 | 12.52 | 39.85 | 6436.30 | 14.20 | 37.37 | 1071.10 | 12.27 | 28.05 | 580.60 | 11.62 | 44.17 | 683.85 |  |  |
| 70 | 17.90 | 89.22 | 8295.60 | 19.97 | 105.75 | 1160.30 | 17.52 | 78.70 | 661.90 | 16.25 | 127.80 | 893.60 |  |  |
| 100 | 25.12 | 185.10 | 10202.00 | 29.05 | 290.35 | 2278.30 | 25.57 | 243.20 | 754.55 | 23.30 | 373.55 | 1061.50 |  |  |
| 110 | 27.50 | 230.62 | 11049.00 | 31.40 | 357.87 | 1954.80 | 27.97 | 324.65 | 677.77 | 25.00 | 485.30 | 1052.70 |  |  |
| 130 | 33.00 | 340.52 | 12683.00 | 37.30 | 531.40 | 2360.10 | 33.30 | 547.20 | 783.57 | 30.12 | 747.92 | 1158.50 |  |  |
| 150 | 37.65 | 441.57 | 13661.00 | 42.02 | 763.60 | 3284.60 | 38.47 | 842.50 | 843.05 | 34.70 | 1078.10 | 1241.40 |  |  |
| 200 | 50.25 | 871.90 | 17972.00 | 56.82 | 1584.50 | 4568.10 | 52.22 | 2163.30 | 919.05 | 46.70 | 2660.20 | 1520.60 |  |  |

Table 1. Results obtained with $M_{1}, M_{2}, M_{3}$ and $M_{4}$.

We performed a statistical analysis to check the differences between the solutions obtained with them (again, we omit its details), and we concluded that: concerning the obtained solutions, the hybrid method $M_{4}$ is the best one and the method $M_{2}$ the worst one. The methods $M_{1}$ and $M_{3}$ can be considered equal. Consequently, we continued our study considering $M_{4}$ as the best strategy. To infer about the average of the minimum number of vertex floodlights needed to illuminate an orthogonal polygon, we used the least squares method and the following linear adjustment was obtained, with a correlation factor of 0.99: $f(x)=0.2328 x-0.1091 \approx \frac{x}{4.29}$. Thus, it can be concluded that, on average and approximately, the minimum number of vertex floodlights needed to illuminate an $n$-ogon was observed to be $\left\lceil\frac{n}{4.29}\right\rceil$. In order to get a quantitative measure on the quality of the calculated $|F|$, the floodlights visibility-independent sets were computed on our instances (the eight sets of polygons described above). The ratio between the smallest $F$ (obtained with $M_{4}$ ) and the largest FIS (obtained with $A_{1}$ ) never exceeded 2, which implies that algorithm $M_{4}$ has an approximation ratio less than or equal to 2 .
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#### Abstract

Creating a 3D model of large cities from 2D GIS data and its associated DEM is a complex task. After generating the geometry, a texturization process is needed in order to obtain a realistic scene. There are some requirements to create a believable texturization, like, for example, the building texture should not be crossed by the road surface geometry. In this paper we propose an automatic method to place correctly any building image considering the street slope. We describe all the process to compute the right texture coordinates. Our method allows to reuse the pictures for different buildings.


## Introduction

Nowadays there is a growing demand for virtual urban environments in areas such as films, tourism, and games, among others. There are some different solutions for modelling virtual cities like, for example, procedural modelling or L-Systems. In order to obtain realistic scenes, integrating terrain morphology is needed. We have used a method which generates a 2.5D model using 2D GIS data for each urban entity: buildings, streets and crossroads, and also integrates DEM information [1].

The next step in this process is the texturization of all elements in the scene and, more specifically, the buildings. Some authors have used real photographs to obtain more realism in façades [2, 3]. Nevertheless, in these works it is assumed that the city lies on flat land, so the slope of the streets has not been considered. Both these techniques create the 3D model from images, while we propose using texture mapping.

Texture mapping is a shading technique for image synthesis in which a texture picture is mapped onto a surface in a three dimensional scene, much as wallpaper is applied to a wall [4]. Therefore, we work with two related coordinate systems [5]: (1) Texture space, the 2D space of surface textures, and (2) Object space, the 3D coordinate system in which the 3D geometry (the urban environment) is defined. Our method determines a realistic parametrization of the surface, that is, a correct correspondence between the 2D texture space and the 3D object space.

To make the texturing process easier, the buildings have been divided into two parts: top and ground floors. The mapping process in the first category is trivial and does not have any restrictions. However, for ground floors special requirements should be taken into account in order to avoid non-realistic situations. As shown in Figure 1, results are non-realistic if a gate is located above ground level and does not allow the natural entrance to the building, or if a front door or a frieze are crossed by the asphalt street.

[^13]

Figure 1. Non-realistic situations.

## 1 Preparing the textures

The set of textures with their main features has been stored in a database. To obtain a correct texture placement, only four control points to determine the maximum gradient are needed. Next we explain the process to obtain them. Figures 2(a) and 2(b) show an original texture and its control points, respectively. As can be seen, the points $A$ and $B$ are the corner gates, and $C$ and $D$ are two points situated in the right and left image ends. $C$ and $D$ heights are computed considering the façade elements like the frieze or the windows, and their location in the real world. For instance, if $C$ or $D$ were situated over or just below the frieze, the situation would not be realistic because in any real building façade there is a space between the frieze and the street surface. Evidently, if there were a window in the façade, it should not be crossed by the street surface.

The maximum allowed gradient for each texture is determined by angles $\angle D B=\alpha$ and $\angle C A=\beta$, as depicted in Figure 2(b). Nevertheless, the texture would be incomplete if it were located on a street with this maximum gradient. To avoid this situation, an extra slide of texture with width $h$ should be added in the bottom of the image (Figure 2(c)). Since real photographs can be out of proportion, textures in most cases should be adjusted to maintain the appropriate size. Because the gradient can be affected by the change of size, the maximum and minimum value for $\alpha$ and $\beta$ are stored in the database.


Figure 2. Pre-processing of the texture.

## 2 How to place the texture correctly

Once textures have been pre-processed, the next step is to determine the correct texture coordinates to map the image onto the building. As input data, we have a wall-building


Figure 3. Computing the line through crossroad points $C_{1}$ and $C_{2}$ projection.
polygon (a set of polylines determining its footprint and its height), and a 3D segment line representing the portion of street between two crossroads points with a specific gradient.

For the classic texture mapping, texture coordinates $(u, v), u \in[0,1], v \in[0,1]$ are assigned to each vertex. We use affine transformations because placing the texture correctly on the building is possible using only scales and translations. Considering points in texture space like $p_{t}=(u, v, q)$ and points in the object space like $p_{o}=(x, y, w)$, the 2 D affine mapping matrix can be written algebraically as:

$$
\begin{aligned}
p_{o} & =p_{t} M_{o t} \\
\left(\begin{array}{lll}
x & y & 1
\end{array}\right) & =\left(\begin{array}{lll}
u & v & 1
\end{array}\right) M_{R} M_{S} M_{T}
\end{aligned}
$$

Notice that we have chosen $w=q=1$ without loss of generality. As the perspective of all textures has been previously corrected, an additional rotation transformation is not needed. Therefore, $M_{R}$ corresponds to the identity matrix. The scale matrix $M_{S}$ contains the scale factors for both vertical and horizontal dimension to adjust texture width and height with the building wall. Finally, $M_{T}$ represents the translation. It is assumed that the texture is on the same plane as the wall, so only a vertical transformation is needed. This factor is obtained by computing the intersection between the street line and the building wall, as Figure 3 summarizes. Next, we explain the process. First, the plane associated to the edge of the building $\pi$ and the line $s$ through the two crossroad points $C_{1}$ and $C_{2}$ are computed (steps 1,2 ). Then, $s$ is projected onto the plane, obtaining the straight line $r$ (step 3). The final step is mapping the texture image onto the wall surface (see Figure 4). In the beginning the texture is scaled to have the same width and height as the building wall (step $a$ ). If the texture was directly mapped onto the surface, the position of the gate would be $\left(x_{B}, y_{B}\right)$. However, as the object space image shows, the gate position is not realistic to allow the access to the buildings. To obtain the right position, the texture should be vertically translated towards point $F$ (step $b$ ). The $y$-coordinate of $F$ can be easily computed using similarity of triangles. Finally, the value of the required vertical translation $V$ should be obtained using the formula $V=y_{B}-y_{F}-y_{E}($ step $c)$. The position of point $E$ should be included because the straight line $r$ intersects with $\pi$ at a specific height $\left(y_{E}\right)$.

## 3 Results

Figure 5 shows some screenshots of the images we have obtained. As can be seen, the scene is realistic because all doors and windows are placed correctly. We also have created a database to store all the data related to the textures.


Figure 4. Mapping the texture onto the wall building.


Figure 5. Some pictures of the textured buildings.

## 4 Conclusions and future work

In this paper we have presented an automatic method which allows to create realistic mappings of façade textures in buildings situated in non horizontal streets. We have described how to determine a set of control points for each texture which determines the maximum gradient that an image allows. We also explain the process of computing the correct texture coordinates to avoid crossings between doors, windows or friezes and the road surface. Our algorithm can be used to create automatic approaches to texturize whole hilly cities using only a reduced number of textures. As future work we want to include new images in our database.
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Abstract. We present a new method for unfolding a convex polyhedron into one piece without overlap, based on shortest paths to a convex curve on the polyhedron. Our "sun unfoldings" encompass source unfolding from a point, source unfolding from an open geodesic curve, and a variant of a recent method of Itoh, O'Rourke, and Vîlcu.

## Introduction

The easiest way to show that any convex polyhedron can be unfolded is via the source unfolding from a point $s$, where the polyhedron surface is cut at the ridge tree of points that have more than one shortest path to $s$; see [2]. The unfolding does not overlap because the shortest paths from $s$ to every other point on the surface develop to straight lines radiating from $s$, forming a star-shaped unfolding.


Figure 1. Source unfolding from an open geodesic: (a) a pyramid with an open geodesic curve $S$ crossing two faces; (b) the ridge tree $R$ lies in two faces, the base and face $D$ (the dashed lines, together with segments of $S$ delimit a "dual" unfolding where the paths are attached to $R$ ); (c) the source unfolding showing paths emanating radially from the open geodesic, and showing the convex curve $C$ relevant to sun unfolding.

Our main result is a generalized unfolding, called a sun unfolding, that preserves the property that shortest paths emanate in a radially monotone way, although they no longer radiate from a point. We begin with an easy generalization where the point is replaced
by a curve $S$ that unfolds to a straight line segment (an open geodesic curve). Cutting at the ridge tree of points that have more than one shortest path to $S$ produces an unfolding in which the shortest paths from $S$ radiate from the unfolded $S$; see Figure 1. (All proofs can be found in the long version of the paper.)

For our general sun unfolding, the paths emanate radially, not from a point or a segment, but from a tree $S$, and the paths are not necessarily shortest paths from $S$. We define both $S$ and the paths based on a convex curve $C$ on the surface of the polyhedron. Let $S$ be the ridge tree of $C$ on the convex side and let $R$ be the ridge tree of $C$ on the other side. Let $\mathcal{G}$ be the set of all shortest paths to $C$, where we glue together any paths that reach the same point of $C$ from opposite sides. We prove that the paths emanate in a radially monotone way from the unfolded $S$, and hence that the polyhedron unfolds into a non-overlapping planar surface if we make the following cuts: cut $R$ and, for every vertex $v$ on the convex side of $C$, cut a shortest path from $v$ to $C$ and continue the cut across $C$, following a geodesic path, until reaching $R$. See Figure 2.

Our result generalizes source unfolding from a point or an open geodesic, by taking $C$ to be the locus of points at distance $\epsilon$ from the source. See the curve $C$ in Figure 1(c). Our result is related to recent work of Itoh, O'Rourke, and Vîlcu on "star unfolding via a quasigeodesic loop" [4]. A quasigeodesic loop is a special case of a convex polygonal curve. Itoh et al. cut the polyhedron at the loop, unfold both halves (keeping $R$ and $S$ intact) and attach the resulting two pieces. Their unfolding of the convex side is the same one that we use. See Figure 3. Itoh, O'Rourke, and Vîlcu also have an interesting alternative unfolding where the convex curve $C$ remains connected (developing as a path) while $S$ and $R$ are cut [3, [5]. This is possible only for special convex polygonal curves.

## 1 Sun unfolding

We define sun unfolding of a convex polyhedron $P$ relative to a closed convex curve $C$ on $P$. For the purpose of this note, we consider only curves composed of a finite number of line segments and circular arcs. In the long version of the paper we discuss more general convex curves. The curve $C$ splits $P$ into two "halves", the convex or interior side $C_{I}$, and the exterior side $C_{E}$. For a point $c$ on $C$ (denoted $c \in C$ ), let $\alpha_{I}(c)$ be the surface angle of $C_{I}$ between the left and right tangents at $c$, and let $\alpha_{E}(c)$ be the surface angle of $C_{E}$ between those tangents. Then $\alpha_{I}(c)+\alpha_{E}(c) \leq 2 \pi$, with equality unless $c$ is a vertex of $P$. Also, $\alpha_{I}(c) \leq \pi$. A point $c$ with $\alpha_{I}(c)<\pi$ is called an internal corner of $C$. A point $c \in C$ with $\alpha_{E}(c)<\pi$ is called an external convex corner of $C$.

The ridge tree (a.k.a. "cut locus") in $C_{I}$ (or $C_{E}$ ) is the closure of the set of points that have more than one shortest path to $C$. Let $S$ be the ridge tree of $C$ in $C_{I}$, and let $R$ be the ridge tree in $C_{E}$. Among all shortest paths from points of $C_{I}$ to $C$, let $\mathcal{G}_{I}$ be the maximal ones. Among all shortest paths from points of $C_{E}$ to $C$, let $\mathcal{G}_{E}$ be the maximal ones. If $c \in C$ has $\alpha_{I}(c)=\alpha_{E}(c)=\pi$, then we concatenate together the unique paths of $\mathcal{G}_{I}$ and $\mathcal{G}_{E}$ that are incident to $c$. Let $\mathcal{G}$ be the resulting set of paths, together with any leftover paths of $\mathcal{G}_{I}$ and any leftover paths of $\mathcal{G}_{E}$.

Lemma 1.1. Both $R$ and $S$ are trees. Every vertex of $P$ lies in $R$ or $S$ (or both). Every internal corner of $C$ is a leaf of $S$. Every external convex corner of $C$ is a leaf of $R$. Every path of $\mathcal{G}$ goes from $S$ to $R$ and includes a point of $C$. The surface of $P$ is covered by $S, R$, and $\mathcal{G}$. Furthermore, any point not on $S$ or $R$ is in a unique path of $\mathcal{G}$.


Figure 2. Sun unfolding with respect to a convex curve: (a) a cube with a convex curve $C$ and the ridge tree $S$ on the convex side; (b) the ridge tree $R$ on the non-convex side of $C$ (the dashed lines delimit a "dual" unfolding where the paths are attached to $R$ ); (c) the sun unfolding showing paths emanating radially from $S$. Note that the two vertices on $S$ require cuts $\gamma(\cdot)$ to $R$, shown with dashed lines.

Let $v$ be a vertex of $P$. If $v$ is not in $R$, then it is in $S$, and we let $\gamma(v)$ be a path of $\mathcal{G}$ incident to $v$. The choice of $\gamma(v)$ is not unique in general, but we fix one $\gamma(v)$. Observe that each $\gamma(v)$ is a path from $v$ to $R$, consisting of a shortest path from $v$ to $C$ possibly continued geodesically to $R$. We define sun cuts with respect to $C$ to consist of $R$ and the paths $\gamma(v)$, for $v$ a vertex of $P$ in $C_{I} \cup C$. Note that a vertex on $C$ may be a leaf of $R$, in which case $\gamma(v)$ has length 0 .

Theorem 1.2. Let $C$ be a closed convex curve on the surface of a convex polyhedron $P$, such that $C$ is composed of a finite number of line segments and circular arcs. Then sun cuts with respect to $C$ unfold the surface of $P$ into the plane without overlap.

To prove the theorem, we first show that the sun cuts form a tree that reaches all vertices of $P$-hence the surface unfolds to the plane. To show that the unfolded surface does not overlap, we prove by shrinking $C$ and applying induction that $S$ unfolds without overlap and that the paths of $\mathcal{G}$ emanate from the unfolded $S$ in a radially monotone way, defined as follows. Make a tour clockwise around the unfolded $S$, travelling in the plane an infinitesimal distance away from the unfolded $S$. See Figure 3(b).

## 2 Conclusion

Our sun unfolding generalizes one of the basic unfolding methods for convex polyhedra, namely the source unfolding from a point. The other basic unfolding method is the star unfolding from a point $s$, where the polyhedron surface is cut along a shortest path from every vertex to $s$ [1]. This is dual to the source unfolding in that the shortest paths are


Figure 3. The sun unfolding with respect to a geodesic loop $Q$ on a cube, based on an example from Fig. 1 of Itoh et al. 4]: (a) the ridge trees $S$ and $R$ on the two sides of the curve $Q$ (superimposed on the unfolding from [4]); (b) the sun unfolding with respect to $Q$, showing a tour around $S$ and the paths emanating in a radially monotone way from $S$. The faint horizontal and vertical lines in (a) are the edges of the cube.
attached in one case to $s$ (for source unfolding) and in the other case to the ridge tree (for star unfolding). The dual of our sun unfolding would be to attach the paths of $\mathcal{G}$ to the ridge tree $R$ and cut the ridge tree $S$ and paths of $\mathcal{G}$ from vertices to $S$. See for example Figure 1(b) and Figure 2(b). We conjecture that this unfolds without overlap. A first step would be to prove that the star unfolding from an open geodesic unfolds without overlap.
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#### Abstract

A flat folding of a polyhedron is a folding by creases into a multilayered planar shape. It is an open problem by E. Demaine et al. that every flat folded state of a polyhedron can be reached by a continuous folding process. The first and the second named authors showed that each Platonic polyhedron can be continuously flat folded onto an original face. Here we prove that every convex polyhedron possesses infinitely many continuous flat folding processes. Moreover, we give a sufficient condition under which every flat folded state of a convex polyhedron can be reached by a continuous folding process.


## Introduction

We use the terminology polyhedron for a polyhedral surface which is permitted to touch itself but not self-intersect (where a doubly covered polygon is considered a polyhedron). A flat folding of a polyhedron is a folding by creases into a multilayered planar shape.

The results presented here are related to the following problem by E. Demaine et al. (see Open Problem 18.1 in [4]): Can every flat folded state of a polyhedron be reached by a continuous folding process?

Cauchy's theorem says that any convex polyhedron is rigid (i.e., if two convex polyhedra $P, P^{\prime}$ are combinatorially equivalent and their corresponding faces are congruent, then $P$ and $P^{\prime}$ are congruent). R. Connelly provided an example of a flexible (non convex) polyhedon, and I. Sabitov $[7,8]$ proved that the volume of any polyhedron is invariant under flexing. (That is, if there is a continuous family of polyhedra $\left\{P_{t}: 0 \leq t \leq 1\right\}$ such that, for every $t$, the corresponding faces of $P_{0}$ and $P_{t}$ are congruent, then the volumes $P_{0}$ and $P_{t}$ are equal for all $0 \leq t \leq 1$.) Sabitov's theorem implies that, if a polyhedron $P$ is flattened by a continuous folding process (see Definition 1.1) with polyhedra $\left\{P_{t}: 0 \leq t \leq 1\right\}$, then the crease pattern in $P$ for $\left\{P_{t}: 0 \leq t \leq 1\right\}$ is an infinite set of line segments.

The existence of flat folded states was proved by the method of disk packing for polyhedra homeomorphic to the 2 -sphere (see $\S 18.3$ in [4]), and by the method of straight skeleton for some very special classes of convex polyhedra (see $\S 18.4$ in [4]).

Our Section 1 is devoted to preliminaries. We also briefly present there (Theorem 1.2 ) the method to continuously flat folding the Platonic polyhedra onto an original face, proposed by the first and the second named authors in [5]. Section 2 contains our main results. We propose a method to continuously flat folding general convex polyhedra (Theorem 2.1), and we give a sufficient condition under which every flat folded state of convex polyhedron can be reached by a continuous folding process (Theorem 2.5). We employ Alexandrov's gluing theorem and the structure of cut loci for the proofs.

## 1 Preliminaries

Definition 1.1. Let $P$ be a polyhedron in the Euclidean space $\mathbb{R}^{3}$. We say that $P$ is flattened by a continuous folding process if there is a continuous family of polyhedra $\left\{P_{t}: 0 \leq t \leq 1\right\}$ satisfying the following conditions:
(1) for each $0 \leq t \leq 1$, there is a polyhedron $P_{t}^{\prime}$ obtained from $P$ by subdividing some faces of $P$ (i.e., some faces of $P_{t}^{\prime}$ may be included in the same face of $P$, but $P_{t}^{\prime}$ is congruent to $P$ ) such that $P_{t}$ is combinatorially equivalent to $P_{t}^{\prime}$ and the corresponding faces of $P_{t}^{\prime}$ and $P_{t}$ are congruent,
(2) $P_{0}=P$, and
(3) $P_{1}$ is a flat folded polyhedron.

We call $P_{1}$ a flat folded polyhedron (or state) of $P$.
In the case of Platonic polyhedra, the first and second named authors proved [5]:
Theorem 1.2. For each Platonic polyhedron (the regular tetrahedron, the cube, the regular octahedron, the regular dodecahedron, or the regular icosahedron) there is a continuous flat folding process onto an original face.


Figure 1. A continuous flat folding for the cube and for the regular dodecahedron.
Figure 1 illustrates continuous flat folding processes for the cube and for the regular dodecahedron, each of which is folded onto an original face. Theorem 1.2 was proved by using a key lemma: any rhombus is folded into a shape as showed in Figure 2(2), with distances $|f(b) f(d)|=l$ and $|f(a) f(c)|=m$ for any given $0 \leq l \leq|b d|$ and $0 \leq m \leq|b d|$, where we denote by $|x y|$ the Euclidean metric distance between $x, y \in \mathbb{R}^{3}$.

Our main tools here are the cut locus, described below, and Alexandrov's gluing theorem (see [2], p. 100), saying that gluing polygons to form a topological sphere in


Figure 2. An example of a folded rhombus by an intrinsic isometry $f$.
such a way that at most $2 \pi$ angle is glued at any point, results in a unique convex polyhedron.

Definition 1.3. Let $P$ be a convex polyhedron. The cut locus $C(x)=C(x, P)$ of the point $x$ in $P$ is defined as the set of endpoints (different to $x$ ) of all nonextendable shortest paths (on the surface $P$ ) starting at $x$.

It is known that $C(x)$ is a tree whose leaves are precisely the vertices of $P$, excepting (if the case) $x$ and those vertices of $P$ which are interior to $C(x)$; the junction points in $C(x)$ are joined to $x$ by as many shortest paths as their degree in the tree; the edges of $C(x)$ are shortest paths on $P$ (see Lemma 2.4 in [1]).

Assume $P$ has $n$ vertices; then $C(x)$ is a tree with $O(n)$ vertices, and it can be determined in time $O\left(n^{2}\right)$ by the use of the algorithm of J. Chen and Y. Han [3] (see [6] for a public implementation).

Figure $3(1)$ shows the cut locus $C(a)$ of the vertex $a$ of the cube.


Figure 3. (1) The cut locus of $x=a$. (2) Two shortest paths joining $x$ to $g$ (of the existing six), separating $c$. (3) The resulting polyhedron after cutting along these two shortest paths and gluing. (4) The resulting flat folded polyhedron.

## 2 Main results

Theorem 2.1. For every convex polyhedron there exist infinitely many continuous flat folding processes.

Sketch of proof. Let $P$ be a convex polyhedron and $x$ an arbitrary point in $P$.
Step 1. Determine the cut locus $C(x)$, which is a tree (see $\S 1$ ).
Step 2. Flatten the regions of $P$ corresponding to external edges of $C(x)$ (i.e., edges incident to leaves).

Lemma 2.2. Each external edge $E$ of $C(x)$ corresponds to a unique loop on $P$, composed by two shortest paths from $x$ and bounding a region $T$ of $P$ enclosing precisely one vertex of $P$, the vertex incident to $E$. Moreover, $T$ can be flattened to a doubly covered triangle.

Figure 3(2) shows the region of the cube corresponding to the external edge $c g$ in $C(a)$, bounded by two shortest paths from $a$ to $g$, and Figure 3(3) shows the result after flattening this region.

The remaining part of $P$, after flattening all $T \mathrm{~s}$ as above, is realized as a convex polyhedron $Q$ by Alexandrov's gluing theorem. The result after one iteration of Step 2 consists of $Q$ and doubly covered triangles, as many as the external edges of $C(x)$.
Lemma 2.3. The cut locus $C(x, Q)$ of $x$ on $Q$ is (isometric to) the truncation of the cut locus $C(x, P)$ of $x$ on $P$ with respect to the cut and glue process.

Iterating Step 2 we flatten regions corresponding to $O(n)$ external edges (see §1), so the flattening process ends. Figure 3(4) shows the flat folded polyhedron finally obtained from P after flattening all such regions.

Step 3. The continuity of our flat folding process is covered by the next result.
Definition 2.4. A cut doubly covered convex polygon consists of two copies of a convex polygon glued along some of their corresponding edges.

A flat folded state $P_{f}$ of a convex polyhedron is called simple if it can be decomposed into cut doubly covered convex polygons whose vertices are vertices of $P_{f}$.

Notice that all flat folded states obtained by the use of Theorem 2.1 are simple, while Theorem 1.2 provides examples of non simple flat folded states.
Theorem 2.5. Every simple flat folded state of a convex polyhedron can be reached by a continuous folding process.
Sketch of proof. Let $P_{f}$ be a simple folded state of a convex polyhedron $P$, decomposed into cut convex doubly covered convex polygons. Write each cut doubly covered polygon, and consequently $P_{f}$, as a continuous family of loops. By Alexandrov's gluing theorem and Blaschke's convergence theorem, we can cut and glue along each of these loops, to obtain a continuous family of convex polyhedra $P_{t}(0 \leq t \leq 1)$ in $\mathbb{R}^{3}$. Each $P_{t}$ has one or several "wings": doubly covered convex polygons attached to it (to its exterior).
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#### Abstract

For a given point set $P$ in the plane, we consider the minimum number of empty disks $\mathcal{D}$ such that each point of $P$ lies on the boundary of some disk of $\mathcal{D}$.


## Introduction

Assume given any point set $P$ in the plane. For a disk $D$ in the plane, let $P^{\prime}$ be a nonempty subset of $P$ on the boundary of $D$. Then a disk $D$ is said to be supported by $P^{\prime}$. We call a disk $D$ supported by $P^{\prime}$ the bubble by $P^{\prime}$ if $D$ is empty, that is, no point of $P$ lies inside $D$. The bubble set $\mathcal{D}$ of $P$ is a set of bubbles such that every point of $P$ supports at least one disk of $\mathcal{D}$.

Let $b(P)$ denote the minimum number of bubbles over all bubble sets of $P$, and define the bubble number $B(n)$ as the maximum value of $b(P)$ over all sets $P$ with $n$ points. We estimate the bubble number in this talk.

## 1 Result

We present the following result.
Theorem 1.1. For any $n$ point set in the plane with $n \geq 14$,

$$
\left\lceil\frac{n}{2}\right\rceil \leq B(n) \leq\left\lfloor\frac{2 n-2}{3}\right\rfloor
$$

We give a sketch of proof. Any collinear $n$ points realize the lower bound of $B(n)$. To prove the upper bound, we use the following lemma [1].

Lemma 1.2. Let $G$ be a 3-connected planar simple graph with $\delta(G) \geq 3$ and $|G| \geq 14$. Then the size of a maximum matching $M(G)$ in $G$ is

$$
|M(G)| \geq\left\lceil\frac{|G|+4}{3}\right\rceil
$$

Let $G$ be a graph of the Delaunay triangulation of $P$. We remark that the closure of the circumcircle of any triangle in $G$ is a bubble. By adding an additional vertex to $G$ outside the hull and making it adjacent to every vertex on the hull, we construct a 3-connected maximal planar graph $G^{\prime}$. Note that $\delta\left(G^{\prime}\right)=3$. By Lemma 1.2, we have $\left\lceil\frac{(n+1)+4}{3}\right\rceil$ matchings in $G^{\prime}$. Now, the disk corresponding to a triangle with a matching is a bubble, and an unsaturated vertex corresponds to a very small disk. Hence we obtain the desired result.

## 2 Discussion

(i) The lower bound of $B(n)$ is also given by the points on the vertices of a $(2 k-1)$ regular polygon and the point on the center for $n=2 k$.
(ii) The problem of $B(n)$ can be generalized, in an obvious way, to higher dimensions. Let $B^{d}(n)$ denote the maximum of minimum number of empty spheres in $\mathbb{R}^{d}, d \geq 2$. Another interesting problem is to study the similar question for disjoint bubbles or spheres. Given a point set $P$ in $\mathbb{R}^{d}$, let $s^{d}(P)$ be the minimum number of sets in a partition into disjoint spheres of $P$ for $d \geq 2$. Define $S^{d}(n)=\max \left\{s^{d}(n)\right\}$ over all sets $P$ of $n$ points. In general, the inequality $S^{d}(n) \geq B^{d}(n)$ holds for every positive integer $n$. It would be nice to generalize values of $n, d$.

We conjecture that $B^{2}(n)=S^{2}(n)=n / 2$ for any set of $n$ points.
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#### Abstract

Let $P$ be a set of $n$ points on the plane, in general position, $H$ of them placed on the boundary of the convex hull of $P$. In this note we prove that there is a well defined family of empty triangles - the family of empty triangles not generated by an empty pentagon - containing exactly $n^{2}-5 n+H+4$ empty triangles. Notice that this result immediately implies a slight improvement on the lower bound on the number of empty triangles that every set of $n$ points in the plane must determine.


## Introduction

In a classic paper, Bárány and Füredi 3] proved that given a set $P$ of $n$ points in the plane, in general position, the number of empty triangles determined by $P$ is at least $n^{2}-O(n \lg n)$. To our knowledge (see [1]) this lower bound has not been improved. In the same paper, they proved that the expected number of empty triangles for a set of random points is $2 n^{2}+O(n \lg n)$, this last result implying that there are sets of points having $\leq 2 n^{2}+O(n \lg n)$ empty triangles. In fact, Bárány and Valtr [2] constructed sets of $n$ points in general position containing $\leq 1.6196 n^{2}+o\left(n^{2}\right)$ empty triangles.

In this note, we slightly improve the lower bound given in [3], by proving that any set of points $P$ contains at least

$$
n^{2}-5 n+H+4+\lfloor(n-4) / 6\rfloor
$$

empty triangles, where $H$ is the number of points on the boundary of the convex hull of $P$.

Probably more interesting that this new lower bound is the result that there is a well defined family of empty triangles - let us call them "triangles not generated from an empty pentagon"- containing an invariant number of empty triangles - exactly $n^{2}-5 n+4+H$ triangles.

This family of empty triangles that we are going to count appears in a paper of Pinchasi et al. [5], and we use for this family the name "empty triangles not generated by an empty pentagon", used by them. In that paper, given an empty pentagon $Q$ spanned by $P$, they call triangle generated by $Q$ the empty triangle whose vertices are the top vertex $p$ of $Q$ and the two vertices of $Q$ not adjacent to $p$. They study the number of empty triangles not generated from an empty pentagon, proving that this number is at most $(n-2)(n-3)+H^{\prime}$, where $H^{\prime}<n$ is a new geometric parameter (different from $H$ and depending on the set $P$ of points and also on the chosen direction to explore the points). However, they did not realize that, in fact, the number of empty triangles of that family is an invariant, and they did not provide any lower bound for that number. As in that paper, we are going to denote by $X_{k}(P)$ the number of empty convex $k$-gons determined by $P$.
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## 1 Counting empty triangles

Let us first define exactly what type of empty triangles we are counting. Suppose that the $n$ points of $P=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$ are sorted in increasing order of the ordinate $y$, that is, $p_{1}$ is at the bottom, and $p_{n}$ is at the top. Given an empty triangle $\Delta=p_{i} p_{j} p_{k}$, ( $i<j<k$ ), we call region $A$ of that triangle the (bounded) region of the plane placed below the horizontal line passing through $p_{k}$, line $l_{k}$, and placed between $\Delta$ and the ray $p_{i} p_{j}$. See Figure 1. In the same way, we will call region $C$ the (unbounded) region of the plane placed below $l_{k}$, and limited by $\Delta$ and the ray $p_{j} p_{i}$. We will say that region $A(C)$ of a triangle is empty if it does not contain points of $P$.

Let us denote by $F_{e}$ the family of empty triangles such that both zone $A$ and zone $C$ contain points of $P$. Notice that given an empty pentagon $Q$, the triangle generated by $Q$ contains points in both zones $A$ and $C$, so, it belongs to the family $F_{e}$. Reciprocally, a triangle $\Delta=p_{i} p_{j} p_{k}$ of $F_{e}$ is generated by the empty convex pentagon $Q$ formed by these three vertices of $\Delta$, plus the closest point to $\Delta$ in region $A$ and the closest point to $\Delta$ in region $C$, that is to say, $F_{e}$ coincides with the family of empty triangles generated by an empty pentagon. The complementary family, the family of empty triangles such that region $A$ or region $C$ (or both) is empty, let us denote it by $F_{o}$, is the one with an invariant number of triangles.


Figure 1. Regions $A$ and $C$ of an empty triangle.
Now, the main result.
Theorem 1.1. Let $P$ be a set of $n$ points in general position, $H$ of them placed on the boundary of the convex hull of $P$. Then, the number of empty triangles of $P$ such that region $A$ or region $C$ (or both) is empty equals

$$
n^{2}-5 n+H+4
$$

Proof. First of all let us denote by $T$ the triangulation obtained by the greedy method, (exploring the points in its natural order $p_{1}, p_{2}, \ldots, p_{n}$ ). Initially $T$ contains only the triangle $p_{1}, p_{2}, p_{3}$; then we add to $T$ the triangles (placed outside of the convex hull of the previous points) with top point $p_{4}$, next the triangles with top point $p_{5}$ and so on. In this process, when we are adding triangles with top vertex $p_{k}$, a triangle $\Delta=p_{i} p_{j} p_{k}$
is added to $T$ if and only if $p_{k}$ lies in one half-plane of the line $p_{i} p_{j}$ and all the other points $p_{h}(h<k)$ lie in the other half-plane. Therefore, that triangle $\Delta$ is added to $T$ if and only if both regions $A$ and $C$ (of $\Delta$ ) are empty, or, in other words, the $2 n-H+2$ triangles of the greedy triangulation $T$ are precisely the empty triangles of $P$ such that region $A$ and region $C$ are both empty.

Now we are going to form three families of empty triangles. First, for each point $p_{i}$ ( $1 \leq i \leq n-2$ ) consider the rays emanating from $p_{i}$ and passing through the $n-i$ points placed above $p_{i}$. Let us order clockwise these rays, and let $p_{i_{1}}, p_{i_{2}}, \ldots, p_{i_{n-i}}$ be the points of $P$ placed in that order on the rays. Clearly, since the space between consecutive rays does not contain points of $P$, region $A$ of each triangle $p_{i} p_{i_{j}} p_{i_{j+1}}(j=1, n-i-1)$ is empty. Let us call $F_{1}$ this first family of empty triangles. Notice that $\left|F_{1}\right|=(n-1)(n-2) / 2$.

Suppose now that, from the above configuration of rays emanating from $p_{i}$, we remove $p_{n}$, the top point of $P$. If the ray $p_{i} p_{n}$ is not the first one nor the last one of the above configuration of rays, that is $p_{n}=p_{i_{j}}, j \neq 1, j \neq n-i$, then we can form a new empty triangle $p_{i} p_{i_{j-1}} p_{i_{j+1}}$. We can repeat this process removing the following top point $p_{n-1}$, then point $p_{n-2}$, and so on, until removing point $p_{i+2}$. After removing each point, if the corresponding ray is not the first nor the last ray, we obtain a new triangle. Let us call $F_{2}$ the family of triangles obtained by this method (this family can be empty). By construction region $A$ of each triangle of $F_{2}$ is empty, and a triangle of $F_{2}$ cannot belong to $F_{1}$. As the process of removing top points is made $n-i-1$ times for each point $p_{i}$, we have

$$
\left|F_{2}\right|+\mid \text { Extreme rays } \mid=(n-1)(n-2) / 2,
$$

where $\mid$ Extreme rays $\mid$ is the number of times that an extreme ray (first or last ray) is found.

Now consider the case when we have to remove vertex $p_{k}, k>i+1$, and ray $r_{k}=p_{i} p_{k}$ is the last ray or the first one. Without loss of generality, suppose that ray $r_{k}$ is the last one. Notice that, at this moment of the process, we are only considering points in the range $p_{i}, p_{i+1}, \ldots, p_{k}$, and we are supposing that ray $r_{k}$ is the last one in this subset of rays. Let $p_{i} p_{j}$ be the ray placed just before ray $r_{k}$, and consider the triangle $\Delta=p_{i} p_{j} p_{k}$. If region $C$ of this triangle is nonempty, then rotating clockwise the ray $p_{i} p_{k}$ we first reach a point $p_{h}(h<i)$ on that region (now the ray $p_{i} p_{h}$ is going downward). In this case, consider the empty triangle $p_{h} p_{i} p_{k}$. By construction, zone $C$ of this new triangle is empty; however, zone $A$ is nonempty because point $p_{j}$ is in that zone. Therefore, this new triangle $p_{h} p_{i} p_{k}$ does not belong to $F_{1} \cup F_{2}$. Doing this construction, when possible, we obtain a new family of triangles $F_{3}$ (perhaps empty). Again, by construction, notice that

$$
\mid \text { Extreme rays }\left|=\left|F_{3}\right|+\right| \text { Cases with } C=\emptyset \mid \text {. }
$$

Finally, observe that region $A$ of triangle $\Delta=p_{i} p_{j} p_{k}$ is empty, so, if region $C$ of this triangle is also empty, this situation happens, if and only if, the triangle $\Delta=p_{i} p_{j} p_{k}$ belongs to $T$, the greedy triangulation, that is $2 n-H-2$ times. Summarizing, we have

$$
\left|F_{1}\right|+\left|F_{2}\right|+\left|F_{3}\right|+2 n-H-2=(n-1)(n-2),
$$

as claimed.

## 2 Some implications

- Notice that, given a set of points $P$, the families $F_{o}=F_{1} \cup F_{2} \cup F_{3}$ and $F_{e}$ depend on the direction $\vec{d}$ that we take to order the points (upward in our case), yet the numbers $\left|F_{o}\right|$ and $\left|F_{e}\right|$ do not depend on the chosen direction $\vec{d}$.
- As we said, given a triangle $\Delta=p_{i} p_{j} p_{k}$ of $F_{e}$ we can associate to it the empty convex pentagon $Q$ formed by these three vertices of $\Delta$, plus the closest point to $\Delta$ in region $A$ and the closest point to $\Delta$ in region $C$. We can check that different triangles of $F_{e}$ have associated different pentagons, so the number of empty pentagons of $P$ is at least $\left|F_{e}\right|$, or, in other words,

$$
X_{5}(P) \geq X_{3}(P)-\left(n^{2}-5 n+H+4\right)
$$

- In the same way, given an empty pentagon $Q$, there is a unique empty triangle generated by $Q$. However, different pentagons can generate a same triangle of $F_{e}$. In any case, since, for $n \geq 10, P$ must contain empty pentagons (see [4), we can immediately deduce the following bound for the number of empty triangles that every set of $n$ points in the plane must determine:

$$
X_{3}(P) \geq n^{2}-5 n+H+4+\lfloor(n-4) / 6\rfloor .
$$

Proof. The first 10 points, $p_{1}, \ldots, p_{10}$, contain an empty pentagon $Q_{1}$; the last four points of this group plus the following six points $p_{11}, \ldots, p_{16}$ contain a different empty pentagon $Q_{2}$, and adding six new points we obtain another new pentagon $Q_{3}$, and so on. Notice that the top points of each one of these pentagons $Q_{1}, Q_{2} \ldots$ are all of them different, therefore the triangles generated by $Q_{1}, Q_{2} \ldots$ are also different. Thus $F_{e}$ contains at least $\lfloor(n-4) / 6\rfloor$ triangles.
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#### Abstract

We propose a new algorithm to preprocess a set of $n$ disjoint unit disks in $O(n \log n)$ expected time, allowing to compute the Delaunay triangulation of a set of $n$ points, one from each disk, in $O(n)$ expected time. This work reaches the same asymptotical theoretical complexities as previous results on this problem, but our algorithm is much simpler and efficient in practice.


## 1 Introduction

Löffler and Snoeyink [8] proposed an algorithm that preprocesses a set of disjoint unit disks in the plane in $O(n \log n)$ time and computes the Delaunay triangulation of an instance in $O(n)$ time. This algorithm has a reasonably simple description but uses as a building block the linear time construction of the constrained Delaunay triangulation of a simple polygon [4], which makes the result mainly theoretical. Buchin et al. [2] proposed a simpler solution, which uses the split of a Delaunay triangulation in linear time [3]. This solution remains a bit heavy in practice; indeed, in the preprocessing phase, they compute a Delaunay triangulation of $8 n$ points (at the center and on the boundary of the disks), then the points of the instance are added in linear time to get a triangulation of $9 n$ points, and finally this triangulation is split in the triangulation of the instance and the $8 n$-point triangulation again. In the same paper, a different algorithm based on quadtrees is proposed allowing overlapping disks of different radii.

Contribution. In this paper we preprocess in $O(n \log n)$ randomized expected time a set of $n$ disjoint unit disks, allowing the computation of the Delaunay triangulation of an instance taken in these disks in randomized expected $O(n)$ time. Compared to previous algorithms [2, 8], theoretical asymptotic complexity is not improved, but the proposed algorithm is much simpler -so simple that its description fits in a dozen of lines.

Moreover, the algorithm is quite efficient in practice and uses only the classical predicates for Delaunay triangulation. Our benchmarks conclude that we can process an instance much faster than with the Delaunay hierarchy [6, 10] and faster than the incremental algorithm inserting the points in spatial sorting order [1, [5.

The algorithm works for any set of circles (overlapping, different radii) and generalize to balls in higher dimensions, but to yield a good complexity the analysis requires that the imprecise points are unit disks in the plane, possibly overlapping a constant number of times (at most $k$ disks have a common intersection). This analysis can be extended to unit balls in higher dimensions under suitable hypotheses. For disks of different radii overlapping at most twice, we provide a pathological example where our algorithm reaches a quadratic behavior. For disjoint disks of different radii, the analysis remains open.

[^15]Figure 1. Definitions of $D(p)$ (big disk on the left) and $W(q)$ (darker disks on the right)


## 2 Algorithm

## Notations

- Given a point set $P$ in the plane, let $D T_{P}$ denote its Delaunay triangulation, $N N_{P}$ its nearest neighbor graph, and $N N_{P}(v)$ the nearest neighbor of $v \in P$ in $P \backslash\{v\}$.
- For a graph $G$ and a vertex $v$ of $G, d_{G}^{\circ}(v)$ is the degree of $v$ in $G$.
- If $p$ denotes an imprecise point, $\dot{p}$ denotes the center of $p$ and $\hat{p}$ an instance of $p$. Let $S_{k}=\left\{p_{1}, p_{2}, \ldots, p_{k}\right\}, \dot{S}_{k}=\left\{\dot{p}_{1}, \ldots, \dot{p}_{k}\right\}, \hat{S}_{k}=\left\{\hat{p}_{1}, \ldots, \hat{p}_{k}\right\}, S=S_{n}, \dot{S}=\dot{S}_{n}, \hat{S}=\hat{S}_{n}$.
- In the case where $S$ is a set of disjoint unit disks, given $p \in S$, we define $D(p)$ to be the disk with center $\dot{p}$ and radius $\left|\dot{p} N N_{\dot{S}}(\dot{p})\right|+1$, that is, $D(p)$ is the interior of the circle centered at $\dot{p}$ tangent to the nearest disk in $S$ and containing it (see Fig. 1 left).
- Given an instance $\hat{S}$, we also define $W(q)=\{p \in S \backslash\{q\}: \hat{q} \in D(p)\}$ (see Fig. 1 right).
- $|W|$ denotes the size of a set $W$.

Preprocessing. First we assume that the indices in $S=\left\{p_{1}, p_{2}, \ldots, p_{n}\right\}$ enumerate the disks in a random order (otherwise reorder the disks according to a random permutation).

We compute $D T_{\dot{S}}$ incrementally, inserting the points in the order of their indices. Furthermore, after inserting $\dot{p}_{k}$, we compute the index $h(k)$ such that $N N_{\dot{S}_{k}}\left(\dot{p}_{k}\right)=\dot{p}_{h(k)}$. The index $h(k)$ is called the hint for $p_{k}$. Using incremental randomized construction, it can be done in $O(n \log n)$ expected time [6] (including the computation of $h(k)$ for all $k$ ).
Instance processing. Now, given an instance $\hat{S}$, we compute $D T_{\hat{S}}$ incrementally, inserting the points in the order of their indices. The location of $\hat{p}_{k}$ in $D T_{\hat{S}_{k-1}}$ is done by a straight walk starting at $\hat{p}_{h(k)}$.
Complexity. The expected cost of constructing $D T_{\hat{S}}$ is linear.
Sketch of proof (complete proof in [7]). By usual backward analysis, it is enough to prove that the insertion of the last point $\hat{p}$ is done in expected constant time.

Let $\hat{x}$ be the starting point of the straight walk in $D T_{\hat{S} \backslash\{\hat{p}\}}$ to insert $\hat{p}$. As seen in the algorithm description, we have $\dot{x}=N N_{\dot{S}}(\dot{p})$. The cost of locating and inserting $\hat{p}$ is split in three parts:

- The cost $c_{1}$ of visiting the triangles incident to $\hat{x}$ in $D T_{\hat{S} \backslash\{\hat{p}\}}$ (to find the first one crossed by line segment $\hat{x} \hat{p}$ ),
- the cost $c_{2}$ of visiting the triangles crossed by line segment $\hat{x} \hat{p}$, and
- the cost $c_{3}$ of modifying the triangulation to update $D T_{\hat{S} \backslash\{\hat{p}\}}$ into $D T_{\hat{S}}$.

The cost $c_{3}$ is $d_{D T_{\hat{S}}}^{\circ}(\hat{p})$, since $\hat{P}$ is a random point in $\hat{S}$ the expected value of $c_{3}$ is less than 6. The cost $c_{1}$ is is $d_{D T_{\hat{S} \backslash\{\hat{p}\}}^{\circ}}^{\circ}(\hat{x}) \leq d_{D T_{\hat{S}}}^{\circ}(\hat{x})+d_{D T_{\hat{S}}}^{\circ}(\hat{p})$. Although $\hat{x}$ is not a random point, it can be shown to be random enough to have an expected degree less than 36, thus the expected value of $c_{3}$ is less than 42 . The cost $c_{2}$ is related to the average size of $|W(q)|$ for $q \in S$ and one can prove that the expected value of $c_{2}$ is less than 132.

## 3 Experiments

Algorithms proposed in previous works [2, $\mathbf{8}$ are not implemented and are rather complicated, thus we have no doubt that our solution is better in practice. The aim of this section is to compare our algorithm and a direct computation of the Delaunay triangulation of the instance by a state-of-the-art algorithm without preprocessing.

For comparison, we use Sewchuk's code: Triangle [9] and the best implementations available in CGAL [10] where the points are ordered along a space-filling curve and then inserted in the spatial sort order (5). The point location is done by a straight walk from the previous point (point location should be fast since it starts at a point nearby).
Point sets. We experiment on random disjoint unit disks. Each set contains $n$ disjoint imprecise points in a $4 \sqrt{n} \times 4 \sqrt{n}$ square. Each center of an imprecise point is generated at random in the square, then the point is kept if its distance to previously kept points is greater than 1. Points are generated until a set of $n$ points is obtained. A point instance is generated at random in each imprecise point. Point sets with size ranging between $10^{3}$ and $10^{8}$ points have been generated.
Platform. Experiments have been done on the following platform:

- CGAL 3.8 (gcc 4.3.2 release mode), - Linux-FC10,
- timings obtained with the CGAL: :Timer, - 3.00 GHz processor 32 GByte RAM.

Results. In the following table, we report the average time for a point insertion and the average number of triangles visited during the straight walks used in point locations.

| 2D random imprecise points | running time ( $\mu \mathrm{s}$ ) per point |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\#$ visited triangles per point |  |  |  | $\#$ cache miss * per point |  |
| $n$ | $10^{3}$ | $10^{4}$ | $10^{5}$ | $10^{6}$ | $10^{7}$ | $10^{8}$ |
| Shewchuk <br> (divide \& conquer) | $\begin{array}{r} 0.98 \\ 5.3 \end{array}$ | $\begin{array}{r} 1.12 \\ 2.3 \end{array}$ | $\begin{array}{r} 1.05 \\ 2.8 \end{array}$ | $\begin{array}{r} 1.67 \\ 20 \end{array}$ | $\begin{array}{r} 2.34 \\ 39 \end{array}$ |  |
| spatial sort | 1.2 | 0.92 | 0.90 | 0.98 | 1.12 | 1.36 |
| + insert in order | 3.7414 | $3.63 \quad 3.6$ | $3.71 \quad 3.1$ | $3.67 \quad 5.3$ | $3.55 \quad 7.7$ | 3.71 |
| locate from hint | 0.9 | 0.81 | 1.25 | 3.1 | 4.1 | 6.1 |
| in random order | 2.8314 | $2.80 \quad 3.5$ | $2.77 \quad 9.7$ | $2.75 \quad 27$ | $2.75 \quad 32$ | 2.74 |
| locate from hint | 0.9 | 0.78 | 0.64 | 0.66 | 0.67 | 0.79 |
| in spatial sort order | 2.8214 | $2.80 \quad 3.5$ | $2.77 \quad 3.3$ | $2.76 \quad 3.8$ | $2.75 \quad 3.8$ | 2.75 |

$\star$ number of cache miss obtained by valgrind --tool=cachegrind emulator
We first observe that the average numbers of triangles visited during the walk to locate a point from its hint (our method) or its predecessor in spatial sort (CGAL method) are both a small constant independent of the size of the point set. The number of visited triangles is around 2.8 for the hint and about 3.7 for spatial sort. Thus our theoretical linear complexity is confirmed by the experiments.

Unfortunately, a similar behavior is not observed for the running time. Our interpretation is that the random insertion order is demanding more and more to the cache memory management when the input size increases. Since the spatial sort order inserts the new point near the previous one, relevant triangles are already loaded in the cache memory and it reaches a better running time, even if the length of the walk is longer than for our method. We combine the advantages of both methods by using the spatial sort order to preprocess the imprecise points and to process the instance with our method. The results are satisfactory and our method is clearly faster than direct computation.

Figure 2. At most two disks overlapping with complexity $\Omega\left(n^{2}\right)$


## 4 Beyond disjoint unit disks in the plane

The algorithm does not need the disks to be disjoint nor have unit radius - these hypotheses are only useful for the proof of complexity. In fact, if we allow unit disks overlapping at most $k$ times, the Delaunay triangulation of an instance is computed in $O(k n)$ time.

If the unit radius hypothesis is removed, the proof of complexity fails. Indeed, it is possible to design an example of $n$ disks overlapping at most twice such that the algorithm takes quadratic time (see Fig. 27). In that example, the hint for $x_{i}$ is $y_{i}$ with probability $\frac{1}{2}$ (and vice versa), while $\hat{S}$ can be arranged close to the $y$ axis so that there are $i$ points between $x_{i}$ and $y_{i}$.

The analysis extends to higher dimensions under additional hypotheses on the data, that are usual for random incremental construction. We get that, if $S$ is such that, for a random sample $R$ of size $r$, the expected sizes of $D T_{\dot{R}}$ and $D T_{\hat{R}}$ are both $O(r)$, then $S$ can be preprocessed in $O(n \log n)$ time so that the Delaunay triangulation of an instance is computed in $O(n)$ time. Our experiments in 3D show a running time a bit smaller than spatial sort. The smallness of the gain is mainly due to the fact that, in 3D, the relative weight of point location compared to the modification of the data structure is smaller than in 2D.

Acknowledgments. The author thanks Sylvain Lazard for fruitful discussions.
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#### Abstract

This paper investigates an abstract game of competition between two players who want to earn the maximum number of points from a finite set of points in the plane. It is assumed that the distribution of these points is not uniform, so an appropriate weight to each position is assigned. The existence of Nash equilibrium and an approximate equilibrium in the game is studied by means of Computational Geometry techniques.


## Introduction

This work generalizes the study of Nash equilibrium in a weighted competitive game with two players. This generalization is performed by means of a new definition of equilibrium that is weaker than the classical one ([1]).

The two players choose their positions $t_{1}, t_{2}$ in the plane to attract the largest possible weight of a given set of $n$ weighted points in the plane $H=\left\{p_{1}, \ldots, p_{n}\right\}$. The perpendicular bisector of the players' locations partitions the plane into two regions. Each player is considered to capture those points which lie closer to his position than to that of the other player. The payoff of each player is then the total weight of the captured points ( $[2,5,6,7])$.

In formal terms, consider a strategic game $G=(N, X, \Pi)$, where $N=\{1,2\}$ is the set of two players, $X=\mathbb{R}^{2} \times \mathbb{R}^{2}$ is the strategy space, and $\Pi^{i}, i=1,2$ is the payoff function of each player.

The description of the payoff function in the game presented here is given by:

- $\Pi^{1}\left(t_{1}, t_{2}\right)=$ weight of the points $p_{i}$ such that $d\left(p_{i}, t_{1}\right) \leq d\left(p_{i}, t_{2}\right)$;
- $\Pi^{2}\left(t_{1}, t_{2}\right)=$ weight of the points $p_{i}$ such that $d\left(p_{i}, t_{1}\right)>d\left(p_{i}, t_{2}\right)=n-\Pi^{1}\left(t_{1}, t_{2}\right)$ if $t_{1} \neq t_{2}$,
where $d\left(p_{i}, t\right)$ represents the Euclidean distance between the points $p_{i}, t$. In the case where $t_{1}=t_{2}, \Pi^{1}\left(t_{1}, t_{2}\right)=\Pi^{2}\left(t_{1}, t_{2}\right)=\frac{n}{2}$ is defined.

Therefore, if we define the weight of a point $p_{i}$ as $w\left(p_{i}\right)=k_{i}$, with $k_{i}>0$ and $k_{1}+\cdots+k_{n}=n$, then the payoff of the first player will be the sum of the weights of all positions located in the same half-plane as $t_{1}$, including the points on the bisector. The second player follows the same pattern, except for positions on the bisector.

Along the paper, the following definitions apply:
(1) The weight of a subset $\left\{p_{i_{1}}, \ldots, p_{i_{k}}\right\}$ of $H$ is $w\left(\left\{p_{i_{1}}, \ldots, p_{i_{k}}\right\}\right)=\sum_{j=1}^{k} w\left(p_{i_{j}}\right)$.
(2) $m_{i}$ stands for the $i$-th weight bigger than $\frac{n}{2}$ that can be attained by a subset of $H$. For example, $m_{1}$ is the minimum weight bigger than $\frac{n}{2}$.
(3) $C_{\alpha}$ is the intersection of the convex hulls of the subsets of $H$ with weight bigger than $\alpha$.

The structure of the paper is as follows: In Section 1, necessary and sufficient conditions are presented for the Nash equilibrium positions to exist. Section 2 proposes an analogous study as previous section for a definition of equilibrium which is weaker than the classical one.

## 1 Nash equilibrium

Definition 1. A strategy profile $\left(t_{1}^{0}, t_{2}^{0}\right)$ is a Nash equilibrium if $\Pi^{1}\left(t_{1}, t_{2}^{0}\right) \leq \Pi^{1}\left(t_{1}^{0}, t_{2}^{0}\right)$ and $\Pi^{2}\left(t_{1}^{0}, t_{2}\right) \leq \Pi^{2}\left(t_{1}^{0}, t_{2}^{0}\right)$ for all $\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{2}$.

Necessary and sufficient conditions are presented for the Nash equilibrium positions to exist. These conditions are stated in terms of geometric features such as convex hulls ([3]). For the proofs of these conditions, see [4].

### 1.1 Necessary conditions

Let us see the following necessary condition on the payoff functions of the players:
Proposition 1. In the presented game, the Nash equilibrium positions $\left(t_{1}, t_{2}\right)$ must satisfy $\Pi^{1}\left(t_{1}, t_{2}\right)=\Pi^{2}\left(t_{1}, t_{2}\right)=\frac{n}{2}$.

### 1.2 Necessary and sufficient conditions

Proposition 2. There exist Nash equilibrium positions in the game if and only if $C_{\frac{n}{2}}$ is not the empty set. Furthermore, the equilibrium positions are the positions $\left(t_{1}, t_{2}\right)$ such that $t_{1}, t_{2}$ are in the intersection.

### 1.3 Uniqueness

We will now show that $C_{\frac{n}{2}}$ contains at most a single point, unless the $n$ points of $H$ lie on a single line.

Proposition 3. If the $n$ points of $H$ are not collinear, then $C_{\frac{n}{2}}$ is either a point or the empty set.

Remark. In the degenerate case where all the points are in a single line and there exists a combination of points with weight $\frac{n}{2}$, the intersection of the convex hulls may be an infinite set.

This analysis leads to the following conclusion:
Proposition 4. The equilibrium in the present game, if it exists, is the unique point $(t, t)$ for some $t \in \mathbb{R}^{2}$. In other words, both players will choose the same position, except in cases where the points of $H$ are aligned.

## 2 Weak equilibrium

To avoid the situation presented in previous section, a definition of equilibrium which is weaker than the classical one is proposed:

Definition 2. A strategy profile $\left(t_{1}^{0}, t_{2}^{0}\right)$ is a weak equilibrium if $\Pi^{1}\left(t_{1}, t_{2}^{0}\right) \leq K_{1}$ and $\Pi^{2}\left(t_{1}^{0}, t_{2}\right) \leq K_{2}$ for all $\left(t_{1}, t_{2}\right) \in \mathbb{R}^{2} \times \mathbb{R}^{2}$, where $K_{1}$ is the least weight greater than $\Pi^{1}\left(t_{1}^{0}, t_{2}^{0}\right)$ of a subset of $H$, and $K_{2}$ is the least weight greater than $\Pi^{2}\left(t_{1}^{0}, t_{2}^{0}\right)$.

A geometric analysis is developed here that extends the concepts presented in the previous section and underlies the search for the equilibrium positions, if they exist, according to the new definition.

Proposition 5. In a weak equilibrium position $\left(t_{1}^{0}, t_{2}^{0}\right)$, the following is necessarily satisfied: $\Pi^{i}\left(t_{1}^{0}, t_{2}^{0}\right) \geq n-m_{1}, i=1,2$.
Remark. This proposition implies that the payoffs in a position of weak equilibrium must be of $n-m_{1}$ for a player and $m_{1}$ for the other one, or $\frac{n}{2}$ for both players. It can be noted that $n-m_{1}$ is the greatest payoff smaller than $\frac{n}{2}$ that a player can obtain.

The following proposition gives a necessary and sufficient condition for the existence of weak equilibrium positions:
Proposition 6. If $m_{1}<n$, then there exist weak equilibrium positions in the presented game if and only if $C_{m_{1}} \neq \varnothing$.

Now Propositions 5 and 6 are applied to classify the weak equilibrium positions, as follows. The possible weak equilibrium positions in the proposed game are:
(1) $\left(t_{1}, t_{2}\right)$ with $t_{1}, t_{2}$ belonging to $C_{m_{1}}, \Pi^{i}\left(t_{1}, t_{2}\right)=\frac{n}{2}$ for $i=1,2$.
(2) $\left(t_{1}, t_{2}\right)$ with one of the points, say $t_{1}$, belonging to $C_{m_{1}}$, the other point, $t_{2}$, belonging to $C_{m_{2}}, \Pi^{1}\left(t_{1}, t_{2}\right)=m_{1}$, and $\Pi^{2}\left(t_{1}, t_{2}\right)=n-m_{1}$ (if there does not exist any combination of points of $H$ with weight $\frac{n}{2}$ ).
(3) $\left(t_{1}, t_{2}\right)$ with one of the points, say $t_{1}$, belonging to $C_{m_{2}}$, the other point, $t_{2}$, belonging to $C_{\frac{n}{2}}, \Pi^{1}\left(t_{1}, t_{2}\right)=n-m_{1}$, and $\Pi^{2}\left(t_{1}, t_{2}\right)=m_{1}$ (if there exists a combination of points of $H$ with weight $\frac{n}{2}$ ).
Now the problem of determining the maximum number of points of $H$ that can belong to $C_{m_{1}}$ is considered. This maximum number gives a greater number of weak equilibrium positions in which at least one of the players chooses a position in $H$. This can be interesting for practical purposes. Concretely, the following statement is developed.

Find the maximum number of points of $H$ that can belong to $C_{m_{1}}$ for all the possible configurations of $n$ points in the plane and all the possible assignations of weights to these points satisfying $m_{2}<n$. This maximum number is denoted by max (the condition $m_{2}<n$ implies that $n>2$ ).

Now an upper bound for max that is bounded in $n$ is given:
Proposition 7. The inequality $\max \leq 3$ holds.
In the following example of equally weighted $n$ points with $n$ an even number greater than four, this upper bound is attained, so $\max =3$ for even $n, n>4$.

Example. Let $n$ be an even number greater than four, and consider a collection of $n-3$ points $p_{1}, \ldots, p_{n-3}$ in convex position. If three new points $p_{n-2}, p_{n-1}, p_{n}$ are located in the intersection of the convex hulls of the subsets of $\left\{p_{1}, \ldots, p_{n-3}\right\}$ with $\left[\frac{n-3}{2}\right]+2$ points,
and a weight 1 is attached to each point, then the set of $n$ points $H=\left\{p_{1}, \ldots, p_{n}\right\}$ has three points in $C_{m_{1}}$ : If $\frac{n}{2}+2$ points of $H$ not containing every point of $p_{n-2}, p_{n-1}, p_{n}$ are considered, then there will be at least $\frac{n}{2}=\left[\frac{n-3}{2}\right]+2$ points of $p_{1}, \ldots, p_{n-3}$, so $p_{n-2}$, $p_{n-1}, p_{n}$ are in the convex hull. Consequently, these three points are in the intersection of the convex hulls of the subsets of $H$ with $\frac{n}{2}+2$ points. This last set is $C_{m_{1}}$.
Remark. An analogous example with 3 points in $C_{m_{1}}$ can be seen for odd $n, n>5: n-3$ points $p_{1}, \ldots, p_{n-3}$ in the vertices of a regular polygon with weight $\frac{n}{n+1}$ each, a point $p_{n-2}$ with weight $\frac{2 n}{n+1}$ in the intersection of the convex hulls of the subsets of $\left\{p_{1}, \ldots, p_{n-3}\right\}$ with $\frac{n-3}{2}+2$ points, and two points $p_{n-1}, p_{n}$ with weight $\frac{n}{n+1}$ each and in the intersection of the convex hulls of the subsets of $\left\{p_{1}, \ldots, p_{n-2}\right\}$ with $\left[\frac{n-2}{2}\right]+2$ points. Then for odd $n$, $n>5$, we also have $\max =3$, so $\max =3$ for $n \geq 6$.

## 3 Conclusions

A discrete two-dimensional weighted competition model has been proposed and analyzed using geometric strategies that find the Nash equilibrium positions if they exist and ensure their uniqueness. In spite of this, Nash equilibrium in the majority of the situations studied has been found not to exist. To resolve this situation, a weakened definition of equilibrium has been presented, which ensures for each player that the other cannot improve his payoff by more than one quantity if he changes his position. This new definition of equilibrium can be useful in cases which have no Nash equilibrium. Also, to give the game a general scope, a weight to each point of the finite set the players fight for has been assigned.

The study of the existence and locations of Nash equilibrium and weak equilibrium positions has here been expanded in scope by applying techniques from computational geometry such as the intersection of convex hulls, which can be used because of the discrete nature of the game.
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#### Abstract

We show how to compute Delaunay triangulations and Voronoi diagrams of a set of points in hyperbolic space in a very simple way. While the algorithm follows from [7], we elaborate on arithmetic issues, observing that only rational computations are needed. This allows an exact and efficient implementation.


## 1 Introduction

As D. Eppstein states: "Hyperbolic viewpoint may help even for Euclidean problems" 8 , 円 He gives two examples: the computation of 3D Delaunay triangulations of sets lying in two planes 4], and optimal Möbius transformation and conformal mesh generation [3]. Hyperbolic geometry is also used in applications like graph drawing [9, 11 .

Several years ago, we showed that the hyperbolic Delaunay triangulation and Voronoi diagram can easily be deduced from their Euclidean counterparts [4, 7]. As far as we know, this was the first time when the computation of hyperbolic Delaunay triangulations and Voronoi diagrams was addressed. Since then, the topic appeared again in many publications. Onishi and Takayama write that they "rediscover the algorithm of [7]", in a way that they consider as more natural (i.e., their proofs rely only on computations) [13]. Nielsen and Nock transform the computation of the Voronoi diagram in the Klein model to the computation of an Euclidean power diagram [12]; however, even when the input sites have rational coordinates, the weighted points on which the power diagram is computed have algebraic coordinates. Other references can be found in [15 (which does not mention [7, though).

None of the above papers shows interest in practical aspects, especially arithmetic aspects, which are well known to be crucial for exactness and efficiency of implementations. In this paper, we show that our earlier approach allows to use only very simple arithmetic computations. Moreover, the proofs are purely geometric and avoid any computation. We first recall some background on hyperbolic geometry (Subsection 2.1) and on the space of circles (Subsection 2.2). Section 3 details algorithmic and arithmetic aspects of the computation of hyperbolic Delaunay triangulations and Voronoi diagrams. Section 4 gives a quick overview of the implementation.

Due to lack of space, the current presentation is restricted to the 2D case, but the results hold in any dimension.

[^16]
## 2 Background

### 2.1 The Poincaré disk

We refer the reader to basic geometry books for an introduction to hyperbolic geometry (e.g., [2, Chapter 19], [16, 17]). The transformations between the various models of the hyperbolic space are recalled in [12.

In the Poincaré disk model, the hyperbolic plane $\mathbb{H}^{2}$ is represented as the unit disk of $\mathbb{R}^{2}$. The set $\mathcal{H}_{\infty}$ of points of $\mathbb{H}^{2}$ at infinity is represented as the unit circle of $\mathbb{R}^{2}$. The set of finite points of $\mathbb{H}^{2}$ is the interior of the unit disk.

Hyperbolic lines are represented either as portions of lines of $\mathbb{R}^{2}$ that are orthogonal to $\mathcal{H}_{\infty}$ or as portions of circles of $\mathbb{R}^{2}$ that are orthogonal to $\mathcal{H}_{\infty}$. Hyperbolic circles are circles of $\mathbb{R}^{2}$ contained in the unit disk and that do not intersect $\mathcal{H}_{\infty}$. The hyperbolic center of a circle $C$ is the unique point (or circle with null radius) in $\mathbb{H}^{2}$ of the linear pencil of circles of $\mathbb{R}^{2}$ defined by $C$ and $\mathcal{H}_{\infty}$.

### 2.2 The space of circles

The space of circles sets up a correspondence between circles of $\mathbb{R}^{2}$ and points of $\mathbb{R}^{3}$ [2, Chapter 20], [7]: the circle $C$ of $\mathbb{R}^{2}$ with center $c=\left(x_{c}, y_{c}\right)$ and radius $r$ is associated to the point $\sigma_{C}=\left(x_{c}, y_{c}, z_{c}=x_{c}^{2}+y_{c}^{2}-r^{2}\right)$ in $\mathbb{R}^{3}$. A point $p=\left(x_{p}, y_{p}\right)$ of $\mathbb{R}^{2}$, seen as a circle of null radius, is thus associated to the point $\sigma_{p}=\left(x_{p}, y_{p}, x_{p}^{2}+y_{p}^{2}\right)$ on the unit paraboloid $\Pi$ : $\left(z=x^{2}+y^{2}\right)$ of $\mathbb{R}^{3}$.

In the space of circles, we are considering polarity relatively to $\Pi$, i.e., orthogonality with respect to the symmetric bilinear form $\phi_{\Pi}\left(\left(x_{1}, y_{1}, z_{1}\right),\left(x_{2}, y_{2}, z_{2}\right)\right)=x_{1} x_{2}+y_{1} y_{2}-$ $\frac{1}{2}\left(z_{1}+z_{2}\right)$ associated to the quadratic form $Q_{\Pi}(x, y, z)=x^{2}+y^{2}-z$. In this setting, for a circle $C$ of $\mathbb{R}^{2}, \pi_{C}$ denotes the polar hyperplane of $\sigma_{C}$ in $\mathbb{R}^{3}$; each point $\sigma_{C^{\prime}}$ of $\pi_{C}$ represents a circle $C^{\prime}$ that is orthogonal to $C$. For a point $p \in \mathbb{R}^{2}, \pi_{p}$ is the hyperplane tangent to $\Pi$ at point $\sigma_{p} \in \Pi$; each point $\sigma_{C^{\prime}}$ of $\pi_{p}$ represents a circle $C^{\prime}$ that passes through $p$. The unit circle $\mathcal{H}_{\infty}$ of $\mathbb{R}^{2}$ (i.e., the infinite line of $\mathbb{H}^{2}$ ) is represented as the point $\sigma_{\infty}$ of coordinates $(0,0,-1)$ in $\mathbb{R}^{3}$. Its polar hyperplane is the plane $\pi_{\infty}$ of equation $(z=1)$ in $\mathbb{R}^{3}$.

## 3 Algorithmic and arithmetic aspects

Let $\mathcal{P}$ be a set of points in $\mathbb{H}^{2}$, i.e., in the unit disk of $\mathbb{R}^{2}$. We assume coordinates of points in $\mathcal{P}$ to be rational.

To compute the hyperbolic Delaunay triangulation $D T_{\mathbb{H}}(\mathcal{P})$ of $\mathcal{P}$, it is enough to compute the Euclidean Delaunay triangulation $D T_{\mathbb{R}}(\mathcal{P})$, and to filter out the triangles of $D T_{\mathbb{R}}(\mathcal{P})$ whose circumscribing circle intersects $\mathcal{H}_{\infty}$. It directly follows that the complexity of computing $D T_{\mathbb{H}}(\mathcal{P})$ is of the same order as $D T_{\mathbb{R}}(\mathcal{P})$, namely $\Theta(n \log n)$.

Many standard algorithms allow to compute $D T_{\mathbb{R}}(\mathcal{P})$ using only rational computations, since the two elementary predicates orientation $(p, q, r)$ and in_circle $(p, q, r, s)$ boil down to computing signs of determinants on the coordinates of the points $p, q, r, s$. Testing whether a circle defined by two rational points intersects the unit circle $\mathcal{H}_{\infty}$ is also done by rational computations only. So, the combinatorial part of $D T_{H}(\mathcal{P})$ is easily computed using only rational computations.

Let us now focus on the geometric embedding of $D T_{\mathbb{H}}(\mathcal{P})$ and of the dual Voronoi diagram $V D_{\mathbb{H}}(\mathcal{P})$. We first remark that, straightforwardly from the above definition, a
circle $C \subset \mathbb{R}^{2}$ has rational equation if and only if its associated point $\sigma_{C}$ in the space of circles has rational coordinates.

For a triangle $p q r$ of $D T_{\mathbb{H}}(\mathcal{P})$, the hyperbolic edge $e_{\mathbb{H}}(p q)$ is the arc between $p$ and $q$ of the hyperbolic line through $p$ and $q$, i.e., the circle through $p$ and $q$ that is orthogonal to $\mathcal{H}_{\infty}$. The set of circles passing through $p$ and $q$ is the line $\delta_{p q}=\pi_{p} \cap \pi_{q}$ in the space of circles, and $\delta_{p q}$ is also the polar line of line $\left(\sigma_{p} \sigma_{q}\right)$. The circle through $p$ and $q$ that is orthogonal to $\mathcal{H}_{\infty}$ is thus associated to the intersection $\delta_{p q} \cap \pi_{\infty}$. So, $D T_{\mathbb{H}}(\mathcal{P})$ can be geometrically embedded using only rational computations.

Proposition 3.1. The bisector of two points of $\mathcal{P}$ is a hyperbolic line, whose equation in $\mathbb{R}^{2}$ is rational.

Proof. Let $p$ and $q$ be two points of $\mathcal{P}$, i.e., rational points of $\mathbb{R}^{2}$ inside the unit disk. We are going to construct their hyperbolic bisector as the locus of hyperbolic centers of circles passing through $p$ and $q$.

The hyperbolic center of a given circle
 $\sigma_{C} \in \delta_{p q}$ is the intersection of the line $\sigma_{C} \sigma_{\infty}$ with $\Pi$, so the locus of such centers is the intersection $E_{p q \infty}$ with $\Pi$ of the plane $P_{p q \infty}$ containing $\delta_{p q}$ and $\sigma_{\infty}$. The polar point $\sigma_{p q \infty}$ of $P_{p q \infty}$ represents a circle, so $E_{p q \infty}$ is in fact associated to the set of points of $\mathbb{R}^{2}$ on this circle. And $\sigma_{p q \infty}$ is the intersection of the polars of $\sigma_{\infty}$ and $\delta_{p q}$, i.e., the intersection $\pi_{\infty} \cap\left(\sigma_{p} \sigma_{q}\right)$.

To complete the proof, it is enough to notice that all geometric constructions above manipulate only rational objects: rational points, and intersection of a rational plane with a rational line.

A vertex of $V D_{\mathbb{H}}(\mathcal{P})$ is the intersection of two hyperbolic bisectors, i.e., the intersection of two circles whose equation is rational, so its coordinates are algebraic numbers of degree 2. A Voronoi vertex can alternatively be computed in the following way: it is the hyperbolic center of a circle $C_{p q r}$ circumscribing a Delaunay triangle $p q r$, associated with point $\sigma_{p q r}$ in the space of circles; the hyperbolic center of $C_{p q r}$ is thus the intersection $\left(\sigma_{p q r} \sigma_{\infty}\right) \cap \Pi$ (from the last sentence of Subsection 2.11. Infinite edges of the Voronoi diagram intersect $\mathcal{H}_{\infty}$ in points whose coordinates are also algebraic numbers of degree 2 . So, all edges of $V D_{\mathbb{H}}(\mathcal{P})$ are arcs of rational circles whose endpoints are algebraic numbers of degree 2 .

## 4 Implementation

The algorithm was implemented using CGAL [1]. The class Delaunay_hyperbolic_triangulation_2 derives from the class CGAL: :Delaunay_triangulation_2<GT>, which computes $D T_{\mathbb{R}}(\mathcal{P})$ [18]. It just has to mark all triangles of $D T_{\mathbb{R}}(\mathcal{P})$ that are not in $D T_{\mathbb{H}}(\mathcal{P})$. The template parameter GT is the geometric traits, which provides the algorithm with elementary predicates and constructions.


Only predicates are used for the computation of $D T_{\mathbb{R}}(\mathcal{P})$. They do not need to be modified to compute $D T_{\mathbb{H}}(\mathcal{P})$, which is thus computed exactly and efficiently using filtered rational arithmetics. Our preliminary experiments show an extra cost of $9 \%$ to extract $D T_{\mathbb{H}}(\mathcal{P})$ from $D T_{\mathbb{R}}(\mathcal{P})$ (i.e., $D T_{\mathbb{H}}(\mathcal{P})$ is constructed in less than 1 sec for 1 million points, on a MacBookPro 2.6 GHz ). Only geometric embeddings need constructions, which must be replaced in GT by constructions presented in Section 3, if they are only used for drawing, they do not need to be exact, but some CGal, Core or LEDA exact algebraic numbers can be used if necessary.
One of our goals is to compute hyperbolic periodic Delaunay triangulations, which appears much more difficult than in the Euclidean setting [6], even for the simplest case of a group of four hyperbolic translations in $\mathbb{H}^{2}$ [5, Section 4.4], which would already be useful for various applications [14, 10].
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#### Abstract

We study a problem about shortest paths in Delaunay triangulations. Given two nodes $s, t$ in the Delaunay triangulation of a point set $P$, we look for a new point $p$ that can be added, such that the shortest path from $s$ to $t$ in the Delaunay triangulation of $P \cup\{p\}$ improves as much as possible. We study properties of the problem and give efficient algorithms to find such a point when the graph-distance used is Euclidean and for the link-distance. Several other variations of the problem are also discussed.


## 1 Introduction

There are many applications involving communication networks where the underlying physical network topology is not known, too expensive to compute, or there are reasons to prefer to use a logical network instead. An example of an area where this occurs is ad-hoc networks, where nodes can communicate with each other when their distance is below some threshold. Even though the routing is done locally, to avoid broadcasting to all neighbors every time a packet needs to be sent, some logical network topology and routing algorithm must be used.

The Delaunay triangulation is often used to model the overlay topology [4, 6] due to several advantages: it provides locality, scales well, and in general avoids high-degree vertices, which can create serious bottlenecks. In addition, several widely-used localized routing protocols guarantee to deliver the packets when the underlying network topology is the Delaunay triangulation [3]. Furthermore, there are localized routing protocols based on the Delaunay triangulation where the total distance traveled by any packet is never more than a small constant factor times the network distance between source and destination (e.g., [3). Since the Delaunay triangulation is known to be a spanner [5], in the case of geometric networks this guarantees that all packets travel at most a constant times the minimum travel time.

In this paper we consider the problem of improving a geometric network, with a Delaunay triangulation topology, by augmenting it with additional nodes. In particular, we aim at improving the shortest path on the Delaunay network between two given nodes $s$ and $t$. Adding new nodes to a Delaunay network produces changes in the network topology that can result in equal, shorter, or longer shortest paths between $s$ and $t$ (an example where adding a point shortens the path is shown in Figure 1 , left).


Figure 1. Left: shortest path between $s$ and $t$ before and after adding $p$; the latter is shorter. Right: any point inserted in the shaded region, like $p$, improves $S P(s, t)$, shown in green.

We restrict ourselves to the scenario where at most one node can be added to the network, which can be placed anywhere on the plane. The goal is to find a location for the new node that improves the shortest path between $s$ and $t$ as much as possible. We are not aware of any previous work on this problem.

Notation. The input to the problem is a set of $n$ points $P=\left\{p_{1}, \ldots, p_{n}\right\}$, and two distinguished points $s, t \in P$. The points represent the locations of the network nodes.

We will use $G$ to denote the Delaunay graph of $P$. Thus, $G$ has the points in $P$ as vertices, and an edge ( $p_{i}, p_{j}$ ) between two vertices if and only if there is a circle through $p_{i}, p_{j}$ that does not contain any point from $P$ in its interior. We assume that the points in $P$ are in general position: no three points are collinear and no four points are cocircular. Hence $G$ represents the Delaunay triangulation of $P$. Moreover, we also assume that the edge $(s, t) \notin G$, otherwise the distance between $s$ and $t$ in $G$ would be optimal. Note that we use $G$ to refer to both the graph and the triangulation.

The shortest path on $G$ between $s$ and $t$ will be denoted by $S P_{G}(s, t)$. The length of such path, defined as the sum of the Euclidean lengths of its edges, will be denoted by $\left|S P_{G}(s, t)\right|$, although we will omit $G$ if possible. The straight line segment between two points $x$ and $y$ will be denoted by $\overline{x y}$, and its Euclidean length by $|\overline{x y}|$.

Finally, we will use $G_{p}^{\prime}$ to denote the Delaunay graph of $P \cup\{p\}$, for some $p \notin P$ (we will omit $p$ when clear from the context).

## 2 Properties and observations

We begin the paper by analyzing some geometric properties of the problem.
When a new point $p$ is inserted in $P$, some edges of the Delaunay triangulation might disappear and new edges, all incident to $p$, appear. The edges of $G$ that are affected by the insertion of $p$ belong to Delaunay triangles whose circumcircles contain $p$. In particular, all triangles in $G$ whose circumcircle contains $p$ get new edges in $G^{\prime}$, connecting their vertices to $p$. If $p$ is outside the convex hull of $P$, some additional edges might appear.

A first question that one may ask is whether it is always possible to improve a shortest path by adding one point to $G$. There are situations in which it is easy to obtain some improvement:

Lemma 2.1. Let $e_{1}$ and $e_{2}$ be two consecutive edges of $S P_{G}(s, t)$. Let $C_{1}$ and $C_{2}$ be two Delaunay circles through the extremes of $e_{1}$ and $e_{2}$, respectively. If $C_{1}$ and $C_{2}$ are not tangent and $C_{1} \cap C_{2}$ is on the side in which the edges form the smallest angle, then the length of $S P_{G}(s, t)$ can always be reduced by inserting one point.


Figure 2. Left: example where $S P(s, t)$ cannot be improved by adding one point. Right: one of the situations described in Lemma 3.1 .

Even though we omit the proof of the previous lemma, the idea can be seen in Figure 1 (right). If we insert $p$ in the shaded region, then $(x, p)$ and $(p, y)$ will be Delaunay edges in $G^{\prime}$, shortening the portion of $S P(s, t)$ between $x$ and $y$. However, some shortest paths cannot be improved by adding one point, as shown in Figure 2 (left).
Lemma 2.2. It is sometimes impossible to improve $S P_{G}(s, t)$ by inserting only one point.
On the other hand, it is easy to see that two points always suffice to improve $S P(s, t)$ (details are given in [1).

## 3 Finding a point that gives the maximum improvement

Next we present an algorithm that computes a point $p$ such that $\left|S P_{G_{p}^{\prime}}(s, t)\right|$ is minimum. The correctness of the algorithm is based on the following lemmas, proved in [1]. We use the facts that we only need to look at $O(k)$ possible candidate points, where $k$ is the number of pairs of Delaunay circles that intersect ( $k \in \Theta\left(n^{2}\right)$ in the worst case) and that the shortest paths from $s$ and $t$ need to be computed only once.
Lemma 3.1. Let $p$ be a point that gives the maximum improvement, and let $x, y$ be the points in $G$ such that $S P_{G_{p}^{\prime}}(s, t)$ includes $(x, p)$ and $(p, y)$ as consecutive edges. Then $p$ lies on the segment $\overline{x y}$, or on the intersection of a Delaunay circumcircle through $x$, and another through $y$.
Lemma 3.2. Let $p$ be a point, and let $x \in P$ such that $(x, p) \in G_{p}^{\prime}$. If $S P_{G_{p}^{\prime}}(s, p)$ includes $(x, p)$, then $\left|S P_{G_{p}^{\prime}}(s, p)\right|=\left|S P_{G}(s, x)\right|+|\overline{x p}|$. Otherwise, $\left|S P_{G_{p}^{\prime}}(s, p)\right| \leq\left|S P_{G}(s, x)\right|+|\overline{x p}|$.
Algorithm. The previous lemmas imply that in order to find an optimal point $p$ it suffices to analyze each pair of intersecting Delaunay circles of $G$. We first precompute the shortest path trees from $s$ and from $t$. Then we use an output-sensitive algorithm to compute all pairs of intersecting circles.

For each pair of intersecting circles $\left(C_{1}, C_{2}\right)$, we proceed as follows. Each circle corresponds to a Delaunay triangle from $G$. Let the two triangles be $t_{1}, t_{2}$. For each pair of vertices $x \in t_{1}$ and $y \in t_{2}$, we first check if $\overline{x y}$ intersects $C_{1} \cap C_{2}$. If it does, we take $p$ as any point on ( $\overline{x y} \cap C_{1} \cap C_{2}$ ). Otherwise, we check the two points where $C_{1}$ and $C_{2}$ intersect, and use the one that gives the shortest path from $x$ to $y$. See Figure 2 (right).

If the length of $S P(s, t)$ improves by using $p$, we update this information. In the end we output the point that gave the shortest path, if it improves over $S P_{G}(s, t)$, or report that no point can improve it.

The running time of the algorithm is dominated by the time needed to find all pairs of intersecting circles. Using an algorithm like Balaban's [2], we obtain an $O(n \log n+k)$ running time, with $O(n)$ space.

Theorem 3.3. Given the Delaunay triangulation of $n$ points, and two vertices $s$ and $t$, a point whose insertion gives the maximum improvement in $S P(s, t)$ can be found in $O(n \log n+k)$ time, where $k$ is the number of pairs of intersecting Delaunay circles.
Related problems. We show in [1 that, based on the previous lemmas, some other related problems can also be solved efficiently. In addition, a different proximity graph can be used (e.g., Gabriel or nearest neighbor graph) by applying the general approach of partitioning the plane into regions such that inserting a point anywhere inside one region produces the same topological change to the structure.

## 4 Using the link-distance

An interesting variant of the problem arises when the metric used to measure distances on $G$ is the link-distance: the length of a path is defined by its number of edges. This metric is also interesting in networking applications, since it measures the number of hops. As before, we are interested in adding one new point to $G$ such that the linkdistance between $s$ and $t$ is minimized as much as possible. Using a data structure based on additively-weighted Voronoi diagrams of the circle centers, this problem can be solved more efficiently than the previous one. In [1 we prove:
Theorem 4.1. Given the Delaunay triangulation of $n$ points, and two vertices $s$ and $t$, a point whose insertion gives the maximum improvement in $S P(s, t)$, under the linkdistance, can be found in $O\left(n \log ^{2} n\right)$ time.

## 5 Discussion

We have studied the problem of adding a point to a Delaunay triangulation, such that it improves a shortest path as much as possible. In [1] we also show how to solve several other related problems. Perhaps the most intriguing question left open is whether the decision problem (Is there a point that improves $S P(s, t)$ ?) can be solved faster than the optimization problem.
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Abstract. A grid representation of a graph maps vertices to grid points and edges to line segments that avoid grid points but the extremes. We study how many lines of the plane are needed to give a grid representation of a given graph.

## Introduction

Graph drawing applies topology and geometry to derive suitable representations of graphs. Particularly, grid representations of graphs have attracted the attention of many researchers (see, for example [3, 5, 7]).

A grid point is a point of the plane having integer coordinates. A line segment $S$ joining two grid points is said to be primitive if the only grid points in $s$ are its extremes.

A graph $G$ is said to be grid locatable (or locatable for short) if each vertex is represented by a grid point and each edge by a primitive segment joining its extremes; in other words, $G$ is a subgrah of the visibility graph of the integer lattice (in the sense defined, for example, in $[\mathbf{9}]$ ). The graph $G$ is said to be properly embeddable in grid ( $p$-embeddable for short) if the segments representing edges do not cross each other.

Independently in [6, 8] the following characterization is shown
Theorem 0.1. 6, 8] A graph $G$ is locatable if and only if $G$ is 4-colorable.
In their proofs [6, 8], they show that only 4 lines are needed in order to represent any 4-colorable graph. However, of course, not always the four lines are needed. In this work, we deal with this problem, namely, how many lines are needed to locate or p-embed a given graph? In fact, as we just have mentioned, in both papers, an upper bound to the number of lines needed to locate a graph is given.

Corollary 0.2. [6, 8] A graph $G$ with chromatic number $\chi(G) \leq 4$ can be located in, at most, $\chi(G)$ lines.

We shall see here that the upper bound provided by Corollary 0.2 is not optimal in some cases.

A trivial but useful observation is that an edge joining $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ is primitive if and only if $\left|x_{1}-x_{2}\right|$ and $\left|y_{1}-y_{2}\right|$ are relatively prime to each other.

## 1 p-embedding a graph in the grid

Although it is not known whether any planar graph can be p-embedded in the plane (see [6]), some partial results are known. Thus, in 8 it is proven that any outerplanar graph can be p-embedded in the grid. Even more, we can prove the following result
Proposition 1.1. Any plane bipartite graph can be p-embedded in the grid.
Proof. In 1 it is given a method to embed a quadrangulation in the grid. That method is based on two 2 -book representations of any quadrangulation, and they assign to each vertex the coordinates as its relative positions in the spines of both 2-books. But we can choose the $x$-coordinate of each point verifying that all the differences of $x$-coordinates being relatively prime with the other ones. In this way, we guarantee the condition of primitiveness.

Additionally, a complete characterization can be given on the graphs that can be p-embedded into two lines.
Proposition 1.2. [4] $A$ graph $G$ is p-embeddable into two lines if and only if $G$ can be extended to a maximal outerplanar graph such that its dual is a path.

It is known that, if a graph is locatable in the plane, then it is locatable in at most four lines. However, it is hopeless to try to obtain a similar result regarding p-embeddability. This can be obtained since it is well known that some graphs need linear grids in both dimensions to be embedded in the plane. But if we deal with primitive segments, we can obtain a similar result even for trees.
Lemma 1.3. Given an integer number $n$, it is possible to find a tree that cannot be $p$-embedded in $n$ lines.

Proof (sketch). It is not difficult to see that the number of lines needed to p-embed any balanced $n$-ary tree tends to infinity as $n$ goes to infinity.

Thus the main question remaining open in this section is whether it is possible to p-embed any planar graph in the plane.

## 2 Locating a graph in the grid

Given that it is known that a graph is locatable if and only if it is 4 -colourable (see [6, 8]), in this section we consider minimizing the number of lines in such a representation. In other words, given a concrete 4 -colorable graph, how many lines are needed to represent it?

Although Theorem 0.1 gives an upper bound for the number of lines needed to represent a graph, that bound is of course not always optimal. For instance,

Proposition 2.1. Any outerplanar graph can be located in two lines.
Proof (sketch). The proof can be obtained by induction, taking into account that any maximal outerplanar graph has always an ear. Figure 1 shows how to add an ear to an edge that is in the outerface (the tiny triangles in the central image mean that one of those points is in the outerface; then we move -if needed - all the drawing in order to leave room for the new vertex).

In fact, we can describe the structure of any graph locatable in two or three lines.


Figure 1. How to add a vertex of degree 2.

Theorem 2.2. Let $G=(V, E)$ be a graph such that $\chi(G) \leq 4$. Then,
(1) $G$ is locatable in two lines if and only if $V$ can be partitioned into two subsets $V_{1}, V_{2}$, such that the subgraph of $G$ induced by $V_{i}$ is a disjoint union of paths.
(2) $G$ is locatable in three lines if and only if $V$ can be partitioned into three subsets $V_{1}, V_{2}, V_{3}$, such that the subgraph of $G$ induced by $V_{1}$ is a disjoint union of paths, and $V_{2}$ and $V_{3}$ are independent sets.

We can use Theorem 2.2 to obtain examples of planar graphs that need the four lines of Theorem 0.1 to be located in the plane. For instance, the graph depicted in Figure 2 Basically there is only one 4-coloring and there is no possible assignment of the colors avoiding vertices of degree 3 in the subgraph induced by two colors.


Figure 2. A planar graph that needs four lines to be located.

Additionally, Theorem 2.2 is one of the main tools used to prove the following results.
Theorem 2.3. If $\Delta(G) \leq 3$ (the maximum degree of $G$ ), then $G$ is locatable in two lines.
Proof (sketch). We have to obtain a partition of the vertices in $G$ verifying the hypothesis of Theorem 2.2 (1). In a first step, if $G$ is not $K_{4}$, that can be located trivially in two lines, we color $G$ with 3 colors. Then, if there are vertices of degree 3 in the subgraph of $G$ induced by colors 1 and 2 , this means that there is a vertex $v$ with the color 1 with three neighbors with the color 2 (or the other way around). In that case, we can change the color of $v$ to 3 .

So, if we assume that there is not vertex of degree 3 in the subgraph of $G$ induced by colors 1 and 2 , we have to check that there is no cycle in such a subgraph. If such a cycle exists, we can change the color of one of the vertices to a new color 4 . The only problem could be now to find a vertex of degree 3 in the subgraph of $G$ induced by colors 3 and 4,
but that case can be avoided again by changing the color of that vertex to 1 . After all this process, $V_{1}$ will have all the vertices with color 1 or 2 and $V_{2}$ the vertices with color 2 or 4 .

Observe that, in the previous theorem, $G$ could be non-planar. It is possible to relax the condition on the maximum degree of $G$, but adding the additional hypothesis of planarity.
Theorem 2.4. Let $G$ be a planar graph with $\Delta(G) \leq 4$. Then $G$ is locatable in three lines.

Proof (sketch). The proof is in some way similar to the proof of Theorem 2.3. Starting with an actual embedding of $G=(V, E)$, we complete it by adding extra dummy edges to the faces of even length. In this way, we are sure that in a 4 -coloring of $G$ we have no face with only two colors. We are going to change this initial coloring in order to obtain a partition of $V$ fulfilling the conditions of Theorem 2.2 (2). We assign vertices with colors 1 or 2 to $V_{1}$, vertices with color 3 to $V_{2}$ and vertices with color 4 to $V_{3}$. As in Theorem 2.3, with a simple change, we can avoid vertices of degree 3 or 4 in the subgraph $\left\langle V_{1}\right\rangle$ induced by $V_{1}$. In the case of a cycle, we can change the colors using Kempe's chains starting in the cycles containing the most points in their interior. Now, some other cycles can be obtained, but those cycles are going to have less points in their interior, so we can apply again the same method, if needed.
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#### Abstract

This paper describes algorithms for computing non-planar drawings of planar graphs in subquadratic area such that: (i) edge crossings are allowed only if they create big enough angles; (ii) the maximum number of bends per edge is bounded by a (small) constant.


## Introduction

Recent cognitive experiments in graph visualization show that the human understanding of a graph layout is negatively affected by edge crossings that form acute angles, while edge crossings that form angles from about $\pi / 3$ to $\pi / 2$ guarantee good readability properties [7, 8]. As a consequence, in the last two years a large body of papers has been devoted to the study of non-planar drawings where such "sharp angle crossings" are forbidden.

A Right Angle Crossing drawing (RAC drawing) is a drawing where edges cross only at right angles. RAC drawings have been introduced in [4, where it is shown that: (i) every graph admits a RAC drawing with curve complexity 3 , that is, with at most 3 bends per edge; (ii) straight-line RAC drawings have at most $4 n-10$ edges (and this bound is tight). Arikushi et al. [2] proved that even RAC drawings with curve complexity 1 or 2 have a linear number of edges. A Large Angle Crossing drawing ( $L A C_{\alpha}$ drawing) is a relaxation of a RAC drawing, in which crossing edges form angles of at least $\alpha$, where $\alpha$ is a given number in the interval $(0, \pi / 2) . \mathrm{LAC}_{\alpha}$ drawings have been independently introduced in [3] and 6.

In this paper we investigate RAC and $\mathrm{LAC}_{\alpha}$ drawings of planar graphs in subquadratic area and constant curve complexity, where the area of a drawing is the area of the smallest rectangle containing it. In [1] it is proved that straight-line RAC drawings of planar graphs may require $\Omega\left(n^{2}\right)$ area, and that every graph with vertex degree at most 6 (at most 3 ) admits a RAC drawing with curve complexity 2 (curve complexity 1, resp.) in

[^17]$O\left(n^{2}\right)$ area. In [4] a simple algorithm is given for computing a RAC drawing with curve complexity 3 in $O\left(n^{4}\right)$ area for every graph. In [3] it is proved that every graph admits a RAC drawing with curve complexity 4 in $O\left(n^{3}\right)$ area. Concerning LAC ${ }_{\alpha}$ drawings, in [3] it is also proved that every graph admits such a drawing with curve complexity 1 in $O\left(n^{2}\right)$ area, for any given $\alpha \in(0, \pi / 2)$.

We present new advances in the study of the trade-off between curve complexity and area requirement of RAC and $\mathrm{LAC}_{\alpha}$ drawings. Our main contributions are the following:

- We describe two different algorithms for constructing RAC drawings of $d$-degree planar graphs with curve complexity 4 in area $O\left(d n \log ^{2} n\right)$ and $O(n \sqrt{d n})$, respectively. Note that, if $d$ is bounded by a sublinear function, both the area bounds are subquadratic.
- We describe an algorithm for constructing $\mathrm{LAC}_{\alpha}$ drawings of every planar graph with curve complexity 2 in $O\left(n^{5 / 3}\right)$ area, hence providing the first subquadratic area bound for planar graphs in a model that is reasonable from the user perspective.


## 1 Preliminaries

An exact edge-separator in a graph $G(V, E)$ is a set of edges $E^{\prime} \subseteq E$ whose removal partitions $G$ into two subgraphs $G_{1}\left(V_{1}, E_{1}\right), G_{2}\left(V_{2}, E_{2}\right)$ with $\left|V_{1}\right| \leq\lfloor n / 2\rfloor,\left|V_{2}\right| \leq\lceil n / 2\rceil$.
Lemma 1.1 (Diks et al. [5]). Every n-vertex d-degree planar graph has an exact edge separator of size $2 \sqrt{2 d n}$.

The cut-width of $G$ is the smallest integer $k$ such that the vertices of $G$ can be arranged in a linear layout $v_{1}, \ldots, v_{n}$ so that, for every $i$, at most $k$ edges have one endpoint in $v_{1}, \ldots, v_{i}$ and the other in $v_{i+1}, \ldots, v_{n}$. The following is a consequence of Lemma 1.1.
Lemma $1.2([\mathbf{5})$. The cut-width of an n-vertex $d$-degree planar graph is $O(\sqrt{d n})$.

## 2 RAC Drawings

In this section we provide two different techniques for constructing RAC drawings of bounded-degree planar graphs with curve complexity 4. The first technique is adapted from the classical method of Leiserson [9] for orthogonal drawings of 4-degree graphs, enhanced by a careful choice of bend points close to each vertex.
Theorem 2.1. Every n-vertex d-degree planar graph admits a $R A C$ drawing with curve complexity 4 in $O\left(d n \log ^{2} n\right)$ area.
Proof sketch. The drawing is constructed recursively by computing an exact separator of the graph, by drawing the two subgraphs obtained when removing the separating edges, and by placing such drawings either horizontally or vertically next to each other.

For each vertex $v$, reserve two vertical lines $r(v)$ and $l(v)$, and two horizontal lines $t(v)$ and $b(v)$, to the right, to the left, above and below $v$, respectively. See Fig. 11(a). Suppose that the two drawings are placed horizontally, the other case being analogous. Reserve a vertical channel of size $2 \sqrt{2 d n}$ between the two drawings for the separating edges. Each edge $(v, w)$, with $v$ in the left subgraph and $w$ in the right subgraph, is routed by placing two bends on $r(v)$ and $l(w)$, connected through a sequence of a horizontal, a vertical, and a horizontal segment. See Fig. 1(b).

The curve complexity of the drawing is 4 and all the segments that are not axis-parallel are drawn between $r(v), l(v), t(v)$, and $b(v)$ without crossings. Hence, the drawing is RAC. As the edge separator has size $2 \sqrt{2 d n}$, the area bound follows.


Figure 1. (a) The routing of the edges around a vertex $v$. (b) The layout of Theorem 2.1. (c) The layout of Theorem 2.2 .

Note that, when $d$ is $o\left(n / \log ^{2} n\right)$, the area bound obtained in Theorem 2.1 is subquadratic, while it is superquadratic when $d$ is $O(n)$. In view of this, we present a second drawing technique achieving an area bound of $O(n \sqrt{d n})$, which is quadratic when $d$ is $O(n)$ and subquadratic when $d$ is $o(n)$, that works better for high-degree graphs. In particular, it outperforms the one in Theorem 2.1 whenever $d$ is greater than $O\left(n / \log ^{4} n\right)$.
Theorem 2.2. Every $n$-vertex d-degree planar graph $G$ admits a RAC drawing with curve complexity 4 in $O(n) \times O(\sqrt{d n})$ area.
Proof sketch. The drawing is constructed inside an axis-parallel rectangle $R(G)$, with the vertices lying on the left side of $R(G)$, the first and the last bend of each edge lying on the vertical line immediately to the right of the left side of $R(G)$, and the edges between such two bends being composed of one vertical and two horizontal segments. Refer to Fig. 1(c). As only axis-parallel segments might cross, the drawing is RAC. As each edge uses two horizontal lines, the height of $R(G)$ is $O(n)$, while the width is determined by the cut-width, which is $O(\sqrt{d n})$.

## 3 LAC Drawings

In this section we provide an algorithm for constructing $\mathrm{LAC}_{\alpha}$ drawings of planar graphs with curve complexity 2 in subquadratic area for any angle $\alpha<\pi / 2$.

First, we provide an algorithm to construct $\mathrm{LAC}_{\alpha}$ drawings of bounded-degree graphs with curve complexity 2 in subquadratic area. The construction, depicted in Fig. 2(a), is analogous to the one of Theorem 2.2. Namely, the vertices are placed on the left side of a rectangle according to the optimal cut-width order, so that any two consecutive of them are separated by a horizontal line. Each edge $(u, v)$ is routed by placing one bend on the line below $u$ and one on the line below $v$ joined by a vertical segment, so that at least $k$ vertical lines lie between the left side of $R(G)$ and the two bends, where $k=\frac{1}{\pi / 2-\alpha}$ is a constant. The bounded cut-width implies the subquadratic area bound, while the distance of at least $k$ implies large angle crossings.
Lemma 3.1. Every $n$-vertex $d$-degree planar graph $G$ admits a $L A C_{\alpha}$ drawing with curve complexity 2 in $O(n) \times O(\sqrt{d n})$ area, for any $0 \leq \alpha<\pi / 2$.

We now prove the subquadratic bound for $\mathrm{LAC}_{\alpha}$ drawings of planar graphs.
Theorem 3.2. Every n-vertex planar graph $G$ admits a $L A C_{\alpha}$ drawing with curve complexity 2 in $O\left(n^{1.667}\right)$ area for any $0 \leq \alpha<\pi / 2$.

Proof sketch. We say that a vertex is heavy if its degree is greater than or equal to $n^{1 / 3}$ and it is light otherwise. Let $H$ and $L$ denote the sets of heavy and light vertices, respectively.


Figure 2. (a) Layout of Lemma 3.1. (b) Layout of Theorem 3.2
Note that $|H|=O\left(n^{2 / 3}\right)$ and $|L|=O(n)$. Let $G_{H}$ and $G_{L}$ be the subgraphs induced by $H$ and $L$, respectively. By Lemma 3.1, they admit LAC ${ }_{\alpha}$ drawings with curve complexity 2 inside rectangles $R\left(G_{H}\right)$ and $R\left(G_{L}\right)$, where $R\left(G_{H}\right)$ has height $O(|H|)=O\left(n^{2 / 3}\right)$ and width $O\left(\sqrt{n^{2 / 3} n^{2 / 3}}\right)=O\left(n^{2 / 3}\right)$, as the maximum degree of $G_{H}$ is less than $n^{2 / 3}$ due to $|H|=O\left(n^{2 / 3}\right)$, while $R\left(G_{L}\right)$ has height $O(|L|)=O(n)$ and width $O\left(\sqrt{n^{1 / 3} n}\right)=O\left(n^{2 / 3}\right)$.

Refer to Fig. 2(b). Consider a horizontal line $h$ and a vertical line $v$. Rotate $R\left(G_{H}\right)$ in such a way that the vertices are on the upper side and place it with its upper side one unit below $h$ and its right side one unit to the left of $v$. Place $R\left(G_{L}\right)$ with its lower side $k$ units above $h$, where $k=\frac{1}{\pi / 2-\alpha}$, and its left side one unit to the right of $v$. Edges connecting a vertex $u$ in $L$ to a vertex $w$ in $H$ are routed inside the smallest rectangle $R(G)$ containing both $R\left(G_{L}\right)$ and $R\left(G_{H}\right)$ by placing first reaching from $u$ the topmost free point of line $v$, then by moving horizontally till intersecting the vertical line to the right of $w$, and by finally reaching $w$.

As crossing may only happen between a horizontal segment and a segment connecting two points with horizontal distance 1 and vertical distance at least $k$, the constructed drawing is a $\mathrm{LAC}_{\alpha}$ drawing with curve complexity 2. The height of $R(G)$ is $O(n)$, as it is equal to the height of $R\left(G_{L}\right)$, which is $O(n)$, plus the height of $R\left(G_{H}\right)$, which is $O\left(n^{2 / 3}\right)$, plus a constant number of $k+1$ lines, while the width of $R(G)$ is $O\left(n^{2 / 3}\right)$, as it is equal to the width of $R\left(G_{L}\right)$, which is $O\left(n^{2 / 3}\right)$, plus the width of $R\left(G_{H}\right)$, which is $O\left(n^{2 / 3}\right)$, and the statement follows.
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#### Abstract

In 4 it was proved that, if a simple Euclidean arrangement of pseudolines has no ( $\geq 5$ )-gons, then it is stretchable. In the opposite direction, it is known that not every simple Euclidean arrangement with three $(\geq 5)$-gons is stretchable; see $[8$. Thus the following question arises naturally: Are the simple Euclidean arrangements with one or two ( $\geq 5$ )-gons stretchable? In this paper we give a large class of stretchable simple Euclidean arrangements with one ( $\geq 5$ )-gon. More precisely, we prove that, if $\mathcal{L}$ is a Euclidean arrangement of $n$ pseudolines with one $n$-gon, then $\mathcal{L}$ is stretchable. We also prove that the number of such arrangements is $\Omega\left(2^{n / 2}\right)$.


## Introduction

A simple noncontractible closed curve in the projective plane $\mathbb{P}$ is a pseudoline, and an arrangement of pseudolines is a collection $\mathcal{B}=\left\{p_{0}, p_{1}, \ldots, p_{n}\right\}$ of pseudolines that intersect (necessarily cross) pairwise exactly once. Since $\mathbb{P} \backslash p_{0}$ is homeomorphic to the Euclidean plane $\mathbb{E}$, we may regard $\left\{p_{1}, \ldots, p_{n}\right\}$ as an arrangement of pseudolines in $\mathbb{E}$ (and regard $p_{1}, \ldots, p_{n}$ as $p$ seudolines in $\mathbb{E}$ ). An arrangement is simple if no point belongs to more than two pseudolines. The cell complex of an Euclidean arrangement in $\mathbb{P}$ has both bounded and unbounded cells. As in [4, we are only interested in bounded cells (whose interiors are the polygons or faces). Thus it is clear what is meant by a triangle, a quadrilateral, or, in general, an $n$-gon of the arrangement. Any $m$-gon with $m \geq n$ is called a ( $\geq n$ )-gon.

An arrangement of lines in $\mathbb{E}$ is a collection of straight lines, no two of them parallel. Thus, every arrangement of lines is an arrangement of pseudolines. On the other hand, not every arrangement of pseudolines is stretchable, that is, equivalent to an arrangement of lines, where two arrangements are equivalent if they generate isomorphic cell decompositions of $\mathbb{E}$. Every arrangement of eight pseudolines is stretchable [3], but there is a simple non-stretchable arrangement (Figure 1) of nine pseudolines [8], which is unique up to isomorphism [3]. Since the arrangement in Figure 1 is non-stretchable and has only three ( $\geq 5$ )-gons, it follows that not every simple Euclidean arrangement with three ( $\geq 5$ )-gons is stretchable. In the opposite direction, in [4] was proved that every simple Euclidean arrangement with no ( $\geq 5$ )-gons is strechable. With these facts in mind, it is natural to ask what is the role of the $(\geq 5)$-gons in the stretchability of simple Euclidean

[^18]arrangements. This work is a first effort in this direction. In particular, here we study the stretchability of certain class of Euclidean arrangements with one $(\geq 5)$-gon.

Stretchability questions are typically difficult: deciding stretchability is NP-hard $\mathbf{9}$ even for simple arrangements [10]. The concept of stretchability is particularly relevant because of the close connection between arrangements of pseudolines and rank 3 oriented matroids: on this ground, the problem of stretchability of arrangements is equivalent to the problem of realizability for oriented matroids (see [1, 7]).

Let $\Im$ denote the set of Euclidean arrangements of $n$ pseudolines with one $n$-gon. It follows from the definition of $\Im$ that every arrangement of $\Im$ must be simple. Our aim is to prove that every element of $\Im$ is stretchable and that the number of non-isomorphic arrangements of $\Im$ with $m$ pseudolines grows exponentially with $m$.


Figure 1. A simple non-stretchable arrangement with three ( $\geq 5$ )-gons.

## 1 Results

Our main results are the following:
Theorem 1.1. If $\mathcal{L}$ is an arrangement of $\Im$, then $\mathcal{L}$ is stretchable.
Theorem 1.2. The number of non-isomorphic Euclidean arrangements of $n$ pseudolines with one $n$-gon is $\Omega\left(2^{n / 2}\right)$.

To prove Theorem 1.1, we need two lemmas. Lemma 1.4 is a consequence of the proof of Proposition 1.2 in [2] and the definition of $\Im$. Lemma 1.5 establishes structural properties of the elements of $\Im$. Lemmas 1.3 and 1.5 are both easy to see.

Since Theorem 1.1 is trivial for $\mathcal{L} \in \Im$ with $|\mathcal{L}| \leq 4$, we may assume that $|\mathcal{L}| \geq 5$.
Lemma 1.3. If $\mathcal{L} \in \Im$, then the $|\mathcal{L}|$-gon of $\mathcal{L}$ is the unique $(\geq 5)$-gon of $\mathcal{L}$.
Lemma 1.4. If $\mathcal{L} \in \Im$, then the $|\mathcal{L}|$-gon of $\mathcal{L}$ has at most two edges that are adjacent to an unbounded cell of $\mathcal{L}$.

Lemma 1.5. Let $\mathcal{L} \in \Im$. If an edge e of the $|\mathcal{L}|$-gon of $\mathcal{L}$ is not adjacent to an unbounded cell of $\mathcal{L}$, then $e$ is also an edge of a triangle of $\mathcal{L}$.

We now give a sketch of the proof of Theorem 1.1. See [5] for further details.

### 1.1 Proof of Theorem 1.1

The proof is by induction on $|\mathcal{L}|$. In [3 it was shown that any Euclidean arrangement with 8 pseudolines is stretchable. So we may assume that $|\mathcal{L}|=n \geq 9$ and that every arrangement of $\Im$ with $j<n$ pseudolines is stretchable. Let $P$ be the $n$-gon of $\mathcal{L}$. By Lemma 1.4. $P$ has at most two edges that are adjacent to an unbounded cell of $\mathcal{L}$. Hence,
$P$ has three consecutive edges, say $a^{\prime}, b^{\prime}$ and $c^{\prime}$, which are not adjacent to an unbounded cell of $\mathcal{L}$. By Lemma 1.5, each of $a^{\prime}, b^{\prime}$ and $c^{\prime}$ is an edge of a triangle of $\mathcal{L}$. Let $A, B$ and $C$ be, respectively, the triangles of $\mathcal{L}$ that are adjacent to $a^{\prime}, b^{\prime}$ and $c^{\prime}$. Let $a, b$ and $c$ be the supporting pseudolines of $a^{\prime}, b^{\prime}$ and $c^{\prime}$, respectively. Assume without loss of generality that $a, b$ and $c$ are directed in such a way that $P$ lies to the left of each of them. See Figure 2.

For $x \in\{a, b, c\}$ and $\ell=1, \ldots, n-1$, let $x_{\ell}$ be the $\ell$-th pseudoline of $\mathcal{L} \backslash\{x\}$ that is crossed by $x$. Since $\mathcal{L}$ is simple, the labels $a_{1}, \ldots, a_{n-1} ; b_{1}, \ldots, b_{n-1} ;$ and $c_{1}, \ldots, c_{n-1}$ are well-defined. We assume from now on that $a_{k}=c, b_{t}=a$ and $c_{r}=a$.

Let $X, Y, W$ and $Z$ be the four unbounded regions defined by $a$ and $c$ (see the small drawing in Figure 22). Note that $P \subset X$. Since $P$ has an edge in every pseudoline of $\mathcal{L}$, then $Z$ (respectively, $Y$ ) contains no crossings between pseudolines of $\left\{a_{1}, \ldots, a_{k-2}\right\}$, (respectively, $\left\{c_{r+2}, \ldots, c_{n-1}\right\}$ ). Using these facts, we can obtain Equations (1) and (2) by a straightforward argument.

$$
\begin{align*}
b_{t-j} & = \begin{cases}a_{k-1-j}=c_{r-j} & \text { if } j=1,2, \ldots, r-1, \\
a_{k-1-j} & \text { if } j=r, r+1, \ldots, t-1 .\end{cases}  \tag{1}\\
b_{t+1+i} & = \begin{cases}c_{r+1+i}=a_{k+i} & \text { if } i=1,2, \ldots, n-k-1, \\
c_{r+1+i} & \text { if } i=n-k, n-k+1, \ldots, n-t-2 .\end{cases} \tag{2}
\end{align*}
$$

From Equations (1) and (2) it follows that $\mathcal{L}$ looks like in Figure 2 .


Figure 2. The structure of an arrangement of $\Im$.
Clearly, $\mathcal{L} \backslash\{b\}$ belongs to $\Im$ and, by induction, it is stretchable. Let $\mathcal{L}_{b}^{*}$ be an arrangement of straight lines, which is equivalent to $\mathcal{L} \backslash\{b\}$. If $\theta$ denotes an element of $\mathcal{L} \backslash\{b\}$, we denote by $\theta^{*}$ the corresponding element in $\mathcal{L}_{b}^{*}$. For $s=1, \ldots, k-r-1$, let $m_{s}$ be the slope of $a_{s}^{*}$. Let $H=\left\{a_{1}, \ldots, a_{k-r-1}\right\}$ (the thin pseudolines in Figure 2 are the elements of $H)$. Since any two lines of $\mathcal{L}_{b}^{*}$ intersect exactly once, $\mathcal{L}_{b}^{*}$ has no lines with equal slopes. Moreover, since the crossing of any two lines of $H^{*}$ is in $X^{*}$, $m_{0}<m_{1}<\cdots<m_{k-r-1}<m_{k-r}$, where $m_{0}$ and $m_{k-r}$ are, respectively, the slopes of $a^{*}$ and $c^{*}$. Let $d^{*}$ be the line with slope $\left(m_{k-t-1}+m_{k-t}\right) / 2$ through $v=a^{*} \cap c^{*}$. Since $\mathcal{L}_{b}^{*}$ and $\mathcal{L} \backslash\{b\}$ are equivalent and $m_{0}<m_{1}<\cdots<m_{k-r}, d^{*}$ crosses the lines of $\mathcal{L}_{b}^{*} \backslash\left\{a^{*}, c^{*}\right\}$ in the exact same order in which $b$ crosses the pseudolines of $\mathcal{L} \backslash\{a, b, c\}$. Also, note that $d^{*}$ can be perturbed in such a way that: (i) the order in which $d^{*}$ crosses the lines of $\mathcal{L}_{b}^{*} \backslash\left\{a^{*}, c^{*}\right\}$ is preserved, and (ii) $d^{*}$ intersects $X^{*}$. Finally, note that the arrangement of lines obtained by such a perturbation of $d^{*}$ is equivalent to $\mathcal{L}$, as desired.

### 1.2 Proof of Theorem 1.2

A 2-colored necklace with $2 m$ beads in which opposite beads have different colors is a selfdual necklace. An example of a self-dual necklace is shown in Figure 3 i). Two self-dual necklaces are isomorphic if one can be obtained from the other by rotation or reflection or both. In [6] it was proved that the number of non-isomorphic self-dual necklaces is $\Omega\left(2^{m / 2}\right)$. So, it is enough to exhibit a one-to-one correspondence between the set of self-dual necklaces and a subset of $\Im$. Let $C$ be a self-dual necklace with $2 m \geq 6$ beads colored 0 and 1 , and let $P$ be the regular polygon of $2 m$ sides. Now we extend every edge of $P$ to both sides in such a way that each pair of non-parallel segments intersect. See Figure 3 ii ). Finally, we intersect every pair of parallel segments according to color 1 of $C$ as shown in Figure 3iii). By construction, the resultant arrangement $P_{C}$ belongs to $\Im$. It is easy to see that distinct necklaces generate distinct arrangements.


Figure 3. How to associate an arrangement of $\Im$ to each self-dual necklace with $2 m$ beads.

Remark 1.6. An anonymous referee has observed that the elements of $\Im$ are nothing but the extensions of the cyclic arrangement by one new line that does not cross the $n$-gon and consequently the number of non-isomorphic Euclidean arrangements of $n$ pseudolines with one $n$-gon is $\Omega\left(2^{n-1} / n\right)$.
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#### Abstract

Let $P$ be a point set on the plane, and consider whether $P$ is quadrangulatable, that is, whether there exists a 2 -connected bipartite plane graph $G$ with each edge a straight segment such that $V(G)=P$, and the boundary of the unbounded face of $G$ coincides with $\operatorname{Conv}(P)$, and that each bounded face of $G$ is quadrilateral. It is easy to see that it can be done if an even number of vertices of $P$ appear on $\operatorname{Conv}(P)$. Hence we give a $k$-coloring of $P$ and consider the same problem so that no edge joins two vertices of $P$ with the same color. In this case, we always assume that the number of the points of $P$ lying on $\operatorname{Conv}(P)$ is even and that any two consecutive points on $\operatorname{Conv}(P)$ have distinct colors. However, there is a 2 -colored non-quadrangulatable point set $P$. So we introduce Steiner points, each of which can be put in any position of the interior of $\operatorname{Conv}(P)$ and may be colored by any of the $k$ colors. When $k=2$, Alvarez et al. proved that if a point set $P$ on the plane consists of $\frac{n}{2}$ red and $\frac{n}{2}$ blue points in general position, then adding Steiner points $Q$ with $|Q| \leq\left\lfloor\frac{n-2}{6}\right\rfloor+\left\lfloor\frac{n}{4}\right\rfloor+1, P \cup Q$ is quadrangulatable, but there exists a non-quadrangulatable 3 -colored point set no matter how many Steiner points are added. In this paper, we define the winding number for a 3 -colored point set $P$, and prove that a 3 -colored point set $P$ in general position with a finite number of Steiner points $Q$ added is quadrangulatable if and only if the winding number of $P$ is zero. When $P \cup Q$ is quadrangulatable, we prove that $|Q| \leq \frac{7 n+34 m-48}{18}$, where $|P|=n$ and the number of points of $P$ in $\operatorname{Conv}(P)$ is $2 m$.


## 1 Introduction

Let $P$ be a point set arranged on the plane in general position, that is, no three points of $P$ lie on a straight line. Let $\operatorname{Conv}(P)$ denote the convex hull of $P$. A quadrangulation on $P$ is a 2-connected bipartite plane graph $G$ with each edge a straight segment such that $V(G)=P$, and that the boundary of the unbounded face of $G$ coincides with $\operatorname{Conv}(P)$, and that each bounded face of $G$ is quadrilateral. We say that $P$ is quadrangulatable if there exists a quadrangulation on $P$. Figure 1 shows a point set $P$ and a quadrangulation on $P$.


Figure 1. A quadrangulatable point set $P$.
In this paper, we discuss whether a given point set $P$ is quadrangulatable or not. It is easy to see that not all point sets $P$ are quadrangulatable, and that a necessary
condition for $P$ to be quadrangulatable is that $|P| \geq 4$ and $\operatorname{Conv}(P)$ contains an even number of points. It was proved in [3, $\mathbf{9}]$ that these conditions are also sufficient for $P$ to be quadrangulatable. (Some papers focus on quadrangulations on point sets with all bounded faces convex [4, 6].) For those problems, we refer the reader to the survey [10].

A $k$-colored point set $P$ is one in which a $k$-coloring $c: P \rightarrow\{1,2, \ldots, k\}$ is fixed. Let us study whether $P$ is quadrangulatable so that no edge joins two points of $P$ with the same color. For this problem, we have to assume that $\operatorname{Conv}(P)$ contains an even number of points and that any two consecutive points on $\operatorname{Conv}(P)$ have distinct colors. It is easy to see that, for any $k \geq 2$, there exists a $k$-colored point set which is not quadrangulatable [5]. See the point set on the left side of Figure 2, in which each of the black inner vertices $b_{3}$ and $b_{4}$ must be joined to the white vertices $w_{1}$ and $w_{2}$, but they cannot be done simultaneously. Therefore, we introduce Steiner points for $P$, which are auxiliary points put in the interior of $\operatorname{Conv}(P)$ and each of which may be colored by any of $\{1,2, \ldots, k\}$. See the right side of Figure 2 .


Figure 2. A non-quadrangulatable 2-colored point set $P$ and a quadrangulation on $P \cup Q$ with Steiner points $Q$ added.

For 2-colored point sets, Alvarez et al. proved the following theorem.
Theorem 1 (Alvarez, Sakai and Urrutia [1]). Let $P$ be a 2-colored point set on the plane in general position with $|P|=n \geq 4$ in which $\frac{n}{2}$ points are red and $\frac{n}{2}$ points are blue. Then, adding a set $Q$ of at most $\left\lfloor\frac{n-2}{6}\right\rfloor+\left\lfloor\frac{n}{4}\right\rfloor+1$ Steiner points in the interior of $\operatorname{Conv}(P)$, $P \cup Q$ is quadrangulatable.

In the same paper, Alvarez et al. constructed a 2 -colored point set $P$ with $n$ points requiring at least $\frac{n}{3}$ Steiner points for its quadrangulation.

On the other hand, they claimed that such a theorem does not hold for 3-colored point set as in the following theorem.

Theorem 2 (Alvarez, Sakai and Urrutia [1]). Let $P$ be a 3 -colored point set with $\operatorname{Conv}(P)$ hexagon such that the six points on $\operatorname{Conv}(P)$ are colored by 1, 2, 3, 1, 2, 3 in this cyclic order (shown at left in Figure 3). Then, even if we add any set $Q$ of Steiner points in the interior of $\operatorname{Conv}(P), P \cup Q$ is not quadrangulatable.


Figure 3. Non-quadrangulatable 3 -colored point sets $P$, no matter how many Steiner points are added.

## 2 Winding number of 3 -colored point sets

In this section, we define the notion of "winding number" of a $k$-colored point set $P$ on the plane, which will describe a necessary condition for a 3 -colored point set $P$ to be quadrangulatable. The winding number is well known as an important tool for investigating 3 -colorability of quadrangulations on surfaces from a topological point of view [2, 8].

Let $P$ be a point set and a 3 -coloring $c$ of $P$ be given by $c: P \rightarrow\{1,2,3\}$. Suppose that two consecutive vertices $x$ and $y$ on $\operatorname{Conv}(P)$ are such that $c(x)<c(y)$. Then we give a direction to $x y$ from $x$ to $y$. In this way, we can give a direction to all edges on $\operatorname{Conv}(P)$. The winding number of $P$, denoted $w(P)$, is defined as the subtraction of the number of directed edges along clockwise orientation of $\operatorname{Conv}(P)$ and that along counterclockwise orientation. It is easy to see that the example on the left side of Figure 3 has four directed edges along clockwise orientation and two along counterclockwise orientation, and hence this example has winding number 2.
Proposition 3. If a 3 -colored point set $P$ with a set of Steiner points added is quadrangulatable, then $w(R)=0$.

Applying Proposition 3, we can see that the 3 -colored point set shown at right in Figure 3 is not quadrangulatable no matter how many number of Steiner points are added. By Proposition 3, we can construct an arbitrarily large example, although Alvarez et al. gave only one example.

## 3 Main theorem

In this section, we describe our main theorem for the quadrangulatability of 3-colored point set possibly with Steiner points. Our main theorem is as follows.
Theorem 4. Let $P$ be a 3 -colored point set in general position. Adding a finite set $Q$ of Steiner points to the interior of $\operatorname{Conv}(P)$, we can quadrangulate $P \cup Q$ if and only if $w(P)=0$. If $w(P)=0$, then there is a set $Q$ of Steiner points with $|Q| \leq \frac{7 n+34 m-48}{18}$ for which $P \cup Q$ is quadrangulatable, where $|P|=n$ and the number of points of $P$ in $\operatorname{Conv}(P)$ is $2 m$.

Similarly to the construction of a 2 -colored point set requiring many Steiner points in [1], we can construct a 3 -colored point set $P$ requiring at least $\frac{n}{3}$ Steiner points for its quadrangulation. Hence, if $n$ is sufficiently larger than $m$ in a 3 -colored point set $P$, then the estimation for $|Q|$ in Theorem 4 is reasonably good, since we have $|Q| \approx \frac{7 n}{18}$ in this case. However, if $n$ is close to $m$, it is very bad.

Our proof of Theorem 4 proceeds by showing the following two facts:
(1) Let $P$ be a point set with the points lying on $\operatorname{Conv}(P)=v_{1} \cdots v_{2 m}$ in this order. Suppose that one of the three colors appears only on some of $v_{1}, v_{3}, \ldots, v_{2 m-1}$. Then $P$ is quadrangulatable by adding a finite number of Steiner points.
(2) Let $P$ be a point set with winding number 0 . Then the convex set bounded by $\operatorname{Conv}(P)$ can be partitioned into several convex sets by cutting along some diagonals joining two points on $\operatorname{Conv}(P)$ so that each convex set partitioned satisfies the assumption in (1).
Note that the assumption for $P$ in (1) guarantees $w(P)=0$, and that (1) can be proved by a similar argument to the 2 -colored case in [1]. So, the argument in (2) proves that, if $P$ satisfies $w(P)=0$, then $P$ is partitioned into several point sets each of which has winding number 0 and is quadrangulatable with a finite number of Steiner points added. Thus, since the diagonals of $\operatorname{Conv}(P)$ are doubled in our argument, our estimation for the number of Steiner points added for $P$ depends on the number of those convex sets partitioned. Therefore, our estimation contains a term for the number $m$ of edges on $\operatorname{Conv}(P)$. If we have a new method for proving Theorem 4, we might have an estimation for the number of Steiner points which does not depend on $m$.
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Abstract. We show that every straight-line triangulation on $n$ vertices contains at least ( $n-4$ )/5 simultaneously flippable edges. This bound is the best possible, and resolves an open problem by Galtier et al.

## Introduction

A (geometric) triangulation of a point set $P$ is a planar straight line graph with vertex set $P$ such that every bounded face is a triangle and the outer face is the exterior of the convex hull of $P$. An edge $e$ of a triangulation is flippable if it is adjacent to two triangles whose union is a convex quadrilateral $Q(e)$. A set $E$ of edges in a triangulation are simultaneously flippable if each edge in $E$ is flippable and the quadrilaterals $Q(e)$, $e \in E$, are pairwise interior disjoint.

For a triangulation $T_{P}$ of a point set $P$, let $f_{\operatorname{sim}}(T)$ denote the maximum number of simultaneously flippable edges in $T_{P}$, and let $f_{\operatorname{sim}}(n)=\min _{\left(T_{P}:|P|=n\right)} f_{\operatorname{sim}}\left(T_{P}\right)$ be the minimum of $f_{\mathrm{sim}}(T)$ over all $n$-element point sets in general position in the plane. The value of $f_{\operatorname{sim}}(n)$ played a key role in recent results on the number of various classes of planar straight line graph embedded on given point sets [2, 4]. Hurtado et al. [5] proved that every triangulation on $n$ vertices admits at least $(n-4) / 2$ flippable edges, and this bound cannot be improved in general. Galtier et al. [3] proved that $f_{\operatorname{sim}}(n) \geq(n-4) / 6$, and that there are triangulations $T_{P}$ with $|P|=n$ such that $f_{\operatorname{sim}}\left(T_{P}\right) \leq(n-4) / 5$, which is the best possible. In this note we improve the lower bound to $f_{\operatorname{sim}}(n) \geq(n-4) / 5$. This resolves an open problem posed in [3] and restated in [1].

## 1 Lower bound

Fix a set $P$ of $n$ points in general position in the plane, $h$ of which lie on the boundary of the convex hull, and fix a triangulation $T=T_{P}$. Then $T$ has exactly $3 n-h-3$ edges and $2 n-h-2$ bounded faces.
Separable edges. Following the terminology in [4], we say that an edge $e=u v$ of the triangulation is separable at vertex $u$ if and only if there is a line $\ell_{u}$ through $u$ such that $u v$ is the only edge incident to $u$ on one side of $\ell_{u}$. We use the following observations from [5: An edge $u v$ of $T$ is flippable if and only if it is separable at neither endpoint. If $u$ is a hull vertex, then only the two incident hull edges are separable at $u$. Suppose now that $u$ is a vertex in the interior of the convex hull. If $u$ has degree 3 , then all three incident edges are separable at $u$. If $u$ has degree 4 or higher, then at most two edges are separable at $u$ and these edges must be consecutive in the rotation of $u$.

[^19]Similarly to [5], we assign every non-flippable edge $e$ to an incident vertex at which it is separable. If $e$ lies on the boundary of the convex hull, assign $e$ to its counterclockwise first hull vertex. If $e$ is incident to an interior vertex of degree 3, then assign $e$ to this vertex. Otherwise assign $e$ to one of its endpoints at which it is separable (breaking ties arbitrarily).

Based on the above observations, we can now distinguish five types of vertices. Let $h$ be the number of hull vertices (with $h \geq 3$ ) and let $n_{3}$ be the number of interior vertices of degree 3 . Denote by $n_{4,0}, n_{4,1}$, and $n_{4,2}$ the number of interior vertices of degree 4 or higher to which 0,1 , and 2 non-flippable edges, respectively are assigned. We have

$$
\begin{equation*}
n=h+n_{4,2}+n_{4,1}+n_{4,0}+n_{3} \tag{1}
\end{equation*}
$$

Using this notation, the number of non-flippable edges is exactly $h+3 n_{3}+2 n_{4,2}+n_{4,1}$. Denoting by $f$ the total number of flippable edges in $T$, we use the expression (1) to infer that $f=(3 n-h-3)-\left(h+3 n_{3}+2 n_{4,2}+n_{4,1}\right)$, or

$$
\begin{equation*}
f=h+n_{4,2}+2 n_{4,1}+3 n_{4,0}-3 . \tag{2}
\end{equation*}
$$

Coloring argument. Galtier et al. [3] proved that every set of flippable edges in a triangulation is 3-colorable in such a way that each color class is simultaneously flippable. This implies, in particular, that every set of $k$ flippable edges in a triangulation contains a subset of at least $k / 3$ simultaneously flippable edges. This result, combined with a lower bound of $(n-4) / 2$ on the total number of flippable edges, immediately gives $f_{\operatorname{sim}} \geq(n-4) / 6$. We improve this lower bound to $f_{\operatorname{sim}}(n) \geq(n-4) / 5$.

If $f \geq 3\lceil(n-4) / 5\rceil-2$, then the above 3 -coloring argument implies that the largest color class contains at least $\lceil(n-4) / 5\rceil$ simultaneously flippable edges, as required. In the remainder of the proof, we assume that

$$
\begin{equation*}
f \leq 3\left\lceil\frac{n-4}{5}\right\rceil-3 \leq \frac{3 n}{5}-3 \tag{3}
\end{equation*}
$$

Recall that we have $f \geq \frac{1}{2}(n-4)$ by the result of Hurtado et al. [5]. So the number of flippable edges must be in the range $0.5 n-2 \leq f<0.6 n-3$. Combining (2) and (3), we have

$$
\begin{equation*}
\frac{3}{5} n \geq h+n_{4,2}+2 n_{4,1}+3 n_{4,0} \tag{4}
\end{equation*}
$$

We apply the 3-coloring result by Galtier et al. [3] only for a subset of the flippable edges. We call a flippable edge $e$ isolated if the convex quadrilateral $Q(e)$ is bounded by 4 non-flippable edges. It is clear that an isolated flippable edge is simultaneously flippable with any other flippable edge. Let $f_{0}$ and $f_{1}$ denote the number of isolated and nonisolated flippable edges, respectively, with $f=f_{0}+f_{1}$. Applying the 3 -coloring argument for the non-isolated flippable edges only, the number of simultaneously flippable edges is bounded by

$$
\begin{equation*}
f_{\mathrm{sim}} \geq f_{0}+\frac{f_{1}}{3}=\left(f-f_{1}\right)+\frac{f_{1}}{3}=f-\frac{2}{3} f_{1} \tag{5}
\end{equation*}
$$

An auxiliary triangulation. Similarly to Hurtado et al. [5] and Hoffmann et al. 4], we use an auxiliary triangulation $\widehat{T}$. We construct $\widehat{T}$ from $T$ as follows:
(1) Add an auxiliary vertex $w$ in the exterior of the convex hull, and connect it to all hull vertices.
(2) Remove all interior vertices of degree 3 (and all incident edges).

Notice that only nonflippable edges have been deleted from $T$. In the triangulation $\widehat{T}$, the number of vertices is $n-n_{3}+1=h+n_{4,0}+n_{4,1}+n_{4,2}+1$ and all faces (including the unbounded face) are triangles. By Euler's formula, the number of faces in $\widehat{T}$ is

$$
\begin{equation*}
m=2\left(n-n_{3}+1\right)-4=2 h+2 n_{4,2}+2 n_{4,1}+2 n_{4,0}-2 . \tag{6}
\end{equation*}
$$

We 2-color the faces of $\widehat{T}$ as follows: Let all triangles incident to vertex $w$ be white; let all triangles obtained by deleting a vertex of degree 3 be white; for each of the $n_{4,2}$ vertices (which have degree 4 or higher in $T$ and two assigned consecutive separable edges), let the triangle adjacent to both nonflippable edges be white; finally, color all remaining triangles of $\widehat{T}$ gray. See Figure 1 for an example.


Figure 1. The 2-colored auxiliary triangulation $\widehat{T}$ of a triangulation $T$.
Under this coloring, the number of white faces is $m_{\text {white }}=h+n_{4,2}+n_{3}$. Using (6), the number of gray faces is

$$
\begin{align*}
m_{\text {gray }} & =m-m_{\text {white }} \\
& =\left(2 h+2 n_{4,2}+2 n_{4,1}+2 n_{4,0}-2\right)-\left(h+n_{4,2}+n_{3}\right) \\
& =h+n_{4,2}+2 n_{4,1}+2 n_{4,0}-n_{3}-2 . \tag{7}
\end{align*}
$$

Putting it all together. Observe that, if a flippable edge $e$ of $T$ lies on the common boundary of two white triangles in the auxiliary graph $\widehat{T}$, then $e$ is isolated. That is, if $e$ is a nonisolated flippable edge in $T$, then it is on the boundary of a gray triangle in $\widehat{T}$. Since every gray triangle has three edges, the number of nonisolated flippable edges in $T$ is at most $3 m_{\text {gray }}$. Substituting this into our bound (7) on the number of simultaneously flippable edges, we have

$$
\begin{align*}
f_{\text {sim }} & \geq f-\frac{2}{3} f_{1} \geq f-2 m_{\text {gray }} \\
& =\left(h+n_{4,2}+2 n_{4,1}+3 n_{4,0}-3\right)-2\left(h+n_{4,2}+2 n_{4,1}+2 n_{4,0}-2-n_{3}\right) \\
& =2 n_{3}-h-n_{4,2}-2 n_{4,1}-n_{4,0}+1 . \tag{8}
\end{align*}
$$

Finally, combining twice (1) minus three times (4), we obtain

$$
\begin{align*}
2 n-3 \cdot \frac{3 n}{5} \leq 2(h+ & \left.n_{4,2}+n_{4,1}+n_{4,0}+n_{3}\right)-3\left(h+n_{4,2}+2 n_{4,1}+3 n_{4,0}\right) \\
\frac{n}{5} & \leq 2 n_{3}-h-n_{4,2}-4 n_{4,1}-7 n_{4,0} \\
& <2 n_{3}-h-n_{4,2}-2 n_{4,1}-n_{4,0}+1 \\
& \leq f_{\text {sim }} . \tag{9}
\end{align*}
$$

Under the condition (3), we have proved a lower bound of $f_{\text {sim }}>n / 5$; otherwise we have $f_{\text {sim }} \geq(n-4) / 5$, as required.

## 2 Upper bound constructions

In this section we construct an infinite family of geometric triangulations with at most $(n-4) / 5$ simultaneously flippable edges. This family includes all triangulations constructed by Galtier et al. [3]. First observe that a straight line drawing of $K_{4}$ has no flippable edge. We introduce two operations that each increase the number of vertices by 5 , and the maximum number of simultaneously flippable edges by one.


Figure 2. The two operations applied successively to $K_{4}$.
One operation replaces an interior vertex of degree 3 by a configuration of 6 vertices as shown at left in Fig. 2. The other operation adds 5 vertices in a close neighborhood of a hull edge as shown at right in Fig. 22 Note that both operations maintain the property that the triangles adjacent to the convex hull have no flippable edges. Each operation creates three new flippable edges, which form a triangle, so no two of them are simultaneously flippable. Each operation increases $h+n_{4,2}$ by 3 and $n_{3}$ by 2 , as expected based on the previous section.

Let $\mathcal{F}_{\text {sim }}$ denote the family of all geometric triangulations obtained from $K_{4}$ via applying an arbitrary sequence of the two operations. Then every triangulation $T \in \mathcal{F}_{\text {sim }}$ on $n$ vertices has at most $(n-4) / 5$ simultaneously flippable edges, attaining our lower bound for $f_{\text {sim }}(n)$. We note that all upper bound constructions by Galtier et al. [3] can be obtained by applying our 2nd operation successively to all sides, starting from $K_{4}$.
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#### Abstract

Let $P$ be a set of $n$ points in the plane in general position. A subset $h_{k}$ of $k$ points of $P$ is called a $k$-hole if there is no element of $P$ contained in the interior of the convex hull of $h_{k}$. A set $B$ of points blocks the $k$-holes of $P$ if any $k$-hole of $P$ contains an element of $B$ in its interior. In this paper we establish upper and lower bounds on the sizes of $k$-hole blocking sets.


## Introduction

Let $P$ be a set of $n$ points on the plane in general position. We say that $P$ is in convex position if the elements of $P$ are the vertices of a convex polygon. A convex polygon $\mathcal{Q}$ with $k$ vertices is called a $k$-gon of $P$ if all of its vertices belong to $P$, and $\mathcal{Q}$ is a $k$-hole of $P$ if it contains no element of $P$ in its interior. A point $b$ blocks a $k$-hole $\mathcal{Q}$ of $P$ if it belongs to the interior of $\mathcal{Q}$. A set of points $B$ is a $k$-hole blocking set of $P$ (" $k$-blocking set of $P$ " for short) if every $k$-hole of $P$ is blocked by at least one element of $B$.

The problem of finding point sets that block all the 3 -holes of a point set has been studied for some time now. It is known that, if a point set $P$ with $n$ elements has $c$ points on its convex hull, then the 3 -holes of $P$ can be blocked with exactly $2 n-c+3$ points; see Katchalski and Meir 4], and Czyzowicz, Kranakis and Urrutia 1]. Recently, Sakai and Urrutia proved in [6] that there are point sets such that $2 n-o(n)$ points are necessary to block all their 4-holes. Surprisingly, the problem changes substantially for $k$-blocking sets, $k \geq 5$. We will show that there are point sets, both in general and in convex position, for which the number of points needed to block their 5 -holes is as low as a fifth of the number of triangles in a triangulation of the respective point set. In fact, the number of points needed to block the 5 -holes of a point set depends on the geometry of the specific point set, unlike the case of blocking its triangles. For example, not all sets $P$ of $n$ points in convex position require the same number of 5 -blockers. It is worth mentioning that the case $k=2$, i.e., blocking the visibility between pairs of points, has also received attention recently; see [5] and the references there.
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Figure 1. (a) Illustration of Theorem 1.1. (b) Point set $\mathcal{X}_{4}$.

## 1 Blocking the 5-holes of point sets

In this section we study the problem of blocking the 5 -holes of point sets on the plane. We consider first point sets in convex position, and then point sets in general position.

### 1.1 Point sets in convex position

Theorem 1.1. Let $P$ a set of $n$ points in convex position. Then any 5-blocking set for $P$ has at least $2\left\lceil\frac{n}{4}\right\rceil-3$ elements.

Proof. Let $B$ be a 5 -blocking set of $P$ with $r$ elements. Let $\mathcal{M}$ be a planar geometric matching of maximum cardinality of the elements of $B$; that is, a set of disjoint pairs of the elements of $B$ such that the line segments $\left\{\ell_{1}, \ldots, \ell_{\left\lfloor\frac{r}{2}\right\rfloor}\right\}$ joining them do not intersect. One at a time, extend them until they hit a line segment or a previously extended segment; some of them might be extended to semi-lines or lines. When $r$ is odd, take a line segment that passes through the unmatched element of $B$ and proceed as before; see Figure 1(a).

This will give us a decomposition of the plane into exactly $\left\lceil\frac{r}{2}\right\rceil+1$ convex regions. Each of these regions can contain at most 4 elements of $P$; otherwise we would have an unblocked 5-hole. Then $|B|=r \geq 2\left\lceil\frac{n}{4}\right\rceil-3$.

Károlyi, Pach and Tóth [3] constructed families of point sets which they called almost convex sets as follows: Let $\mathcal{R}_{1}$ be a set of two points in the plane. Assume that we already defined $\mathcal{R}_{1}, \ldots, \mathcal{R}_{j}$ such that
(1) $\mathcal{X}_{j}:=\mathcal{R}_{1} \cup \cdots \cup \mathcal{R}_{j}$ is in general position,
(2) the vertex set of the convex hull $\Gamma_{j}$ of $\mathcal{X}_{j}$ is $\mathcal{R}_{j}$, and
(3) any triangle determined by $\mathcal{R}_{j}$ contains precisely one point of $\mathcal{X}_{j}$ in its interior. Let $z_{1}, \ldots, z_{r}$ denote the vertices of $\Gamma_{j}$ in clockwise order around $\Gamma_{j}$, and let $\varepsilon_{j}, \delta_{j}>0$. For any $1 \leq i \leq r$, let $\ell_{i}$ denote the line through $z_{i}$ orthogonal to the bisector of the angle of $\Gamma_{j}$ at $z_{i}$. Let $z_{i}^{\prime}$ and $z_{i}^{\prime \prime}$ be the two points in $\ell_{i}$ at distance $\varepsilon_{j}$ from $z_{i}$. Now move $z_{i}^{\prime}$ and $z_{i}^{\prime \prime}$ away from $\Gamma_{j}$ by a distance $\delta_{j}$ in the direction orthogonal to $\ell_{i}$, and denote the resulting points by $u_{i}^{\prime}$ and $u_{i}^{\prime \prime}$, respectively.

We can choose $\varepsilon_{j}$ and $\delta_{j}$ to be sufficiently small such that $\mathcal{R}_{j+1}:=\left\{u_{i}^{\prime}, u_{i}^{\prime \prime} \mid i=1, \ldots, r\right\}$ also satisfies the above conditions. Conditions 1 and 2 are straightforward, so we will verify only the third.

If $a \in\left\{u_{i}^{\prime}, u_{i}^{\prime \prime}\right\}, b \in\left\{u_{m}^{\prime}, u_{m}^{\prime \prime}\right\}$ and $c \in\left\{u_{s}^{\prime}, u_{s}^{\prime}\right\}$ are three points of $\mathcal{R}_{j+1}$, for three distinct indices $i, m, s$, then any point of $\mathcal{X}_{j+1}:=R_{j+1} \cup \mathcal{X}_{j}$ which belongs to the interior of $\Delta a b c$ must coincide with the point of $\mathcal{X}_{j}$ in the interior of $\Delta z_{i} z_{m} z_{s}$. If we have $a=u_{i}^{\prime}$, $b=u_{i}^{\prime \prime}$ and $c \in\left\{u_{m}^{\prime}, u_{m}^{\prime \prime}\right\}$, with $i \neq m$, then the only point inside $\Delta a b c$ is $z_{i}$. Clearly $\left|\mathcal{X}_{m}\right|=2^{m+1}-2$ and $\left|\mathcal{R}_{m}\right|=2^{m}$, for $m \geq 1$. See Figure 1 (b). Now we prove:

Theorem 1.2. There is a point set $P$ in convex position with $n=2^{m}$ that has a 5 -blocking set with only $\frac{n}{2}-2$ elements.
Proof. Let $P=\mathcal{R}_{m}$ and $B=\mathcal{X}_{m-2}$. Then $|P|=n$ and $|B|=\frac{n}{2}-2$. We will show that $B$ is a 5 -hole blocking set for $P$. Suppose that $B$ is not a 5 -hole blocking set for $P$; then we have a 5 -hole of $P$ with no point of $B$ in its interior. Take a triangulation of such a 5 -hole -it will have 3 triangles of $P$. By construction, each of them contains exactly one element of $\mathcal{X}_{m-1}$, since $B=\mathcal{X}_{m-1} \backslash \mathcal{R}_{m-1}$. Then these three points have to be elements of $\mathcal{R}_{m-1}$ and they form a triangle contained in the 5 -hole. By construction, such a triangle contains precisely one element of $\mathcal{X}_{m-2}$. Now, since $B=\mathcal{X}_{m-2}$, the 5 -hole contains an element of $B$, which is a contradiction. Thus our result follows.

### 1.2 Points in general position

Observe that there are point sets in general position for which roughly $\frac{2 n}{3}$ points are necessary to block all their 5 -holes. Take a set of points $P$ that admits a convex pentagonization of its convex hull, and whose convex hull has five vertices. The number of pentagons in any pentagonization of the convex hull of $P$ is $\left\lfloor\frac{2 n-7}{3}\right\rfloor$; clearly any 5 -blocking set of $P$ has at least $\left\lfloor\frac{2 n-7}{3}\right\rfloor$ points. We show next that there exist, surprisingly, families of point sets for which all of their 5 -holes can be blocked with fewer than $\left\lfloor\frac{2 n-7}{3}\right\rfloor$ points.

(a) A point set in general position in which $\frac{n}{3}-2$ points are sufficient and necessary to block all of its convex 5 -holes.

(b) The general construction when $k=11$.

Figure 2

Theorem 1.3. For any $m$ there is a point set $P$ in general position with $n=3 m$ points such that $m-2$ points are sufficient and necessary to block all the 5 -holes of $P$.
Proof. Suppose that $m$ is odd. Take a circle $\mathcal{C}$ and $m$ sufficiently small disjoint chords $\left\{\mathcal{D}_{1}, \ldots, \mathcal{D}_{m}\right\}$ of $\mathcal{C}$ of equal length and evenly placed along $\mathcal{C}$. Each chord $\mathcal{D}_{i}$ determines a small arc $\mathcal{A}_{i}$ of $\mathcal{C}$, joining its endpoints. For each chord $\mathcal{D}_{i}$ select three points of the plane as follows: The first one is the midpoint of $\mathcal{A}_{i}$, and two points on $\mathcal{D}_{i}$ are equidistant and close enough to its mid-point so that the shaded region shown in Figure 2(a) is empty. We can think that these 3 points become one fat point of an $m$ point set $S_{m}$ in convex position.

Note that any convex 5 -hole of $P$ has at most two vertices in each fat point of $S_{m}$. Thus any 5 -hole of $P$ contains a point in at least three fat points of $S_{m}$. Let $P^{\prime}$ be the subset of $P$ containing the points in the middle of $\mathcal{A}_{i}, i=1, \ldots, m$. It is known [1, 4] that the set of triangles of $P^{\prime}$ can be blocked with a set $Q_{m}$ of $m-2$ points. It is now easy to see that these points can be chosen in such a way that they also block any triangle
containing a point in three different fat vertices of $S_{m}$. It is not hard to see that we need at least $m-2$ points to block all the 5 -holes of $P$. For $n$ even, we use a similar construction. Our result follows.

To finish this section, we prove:
Theorem 1.4. Let $P$ be a set of points in general position. Then any 5-blocking set of $P$ has at least $2\left\lceil\frac{n}{9}\right\rceil-3$ points.

As in the proof of Theorem 1.1, we match the points of a 5 -blocking set and subdivide the plane into convex regions. The main difference is that we now use a well known result of Harborth [2] which states that a point set with ten points always has a 5 -hole.

## 2 Blocking $k$-holes for larger $k$

Now we consider the problem of blocking convex $k$-holes, $k \geq 6$. Let $P$ be a set of $n$ points in convex position. By a similar argument as in the proof of Theorem 1.1, it can be verified that any $k$-blocking set for $P$ has at least $2\left\lceil\frac{n}{k-1}\right\rceil-3$ elements. This bound is essentially tight.

To see the tightness for odd $k$, construct a point set $P$ in the following way: First define integers $m$ and $r$ by $n=\frac{k-1}{2} m+r, 0<r<\frac{k-1}{2}$ (here we assume further that $r \neq 0)$. We have $m=\left\lfloor\frac{2 n}{k-1}\right\rfloor$. Let $Q=\left\{q_{1}, \ldots, q_{m+1}\right\}$ be the set of vertices of a regular $(m+1)$-gon, and let $C$ be the circumcircle of this polygon. We replace each $q_{i}$ by $\frac{k-1}{2}$ points lying on a sufficiently short arc of $C$ (Figure 2(b)), except $q_{m+1}$, which we replace by $r$ points. Denote by $P_{i}$ the set of these $\frac{k-1}{2}$ or $r$ points, and let $P=P_{1} \cup \cdots \cup P_{m+1}$.

Then any $k$-hole with vertices in $P$ has vertices in at least three $P_{i}$ 's. Thus the elements of a triangle blocking set for $Q$ (or the points obtained by shifting them slightly if necessary) can block all convex $k$-holes of $P$. As in the proof of Theorem 1.3, take a triangle blocking set for $Q$ with $(m+1)-2=\left\lfloor\frac{2 n}{k-1}\right\rfloor-1$ elements, which will also block all $k$-holes of $P$.
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#### Abstract

Two non-crossing geometric graphs on the same set of points are compatible if their union is also non-crossing. In this paper, we prove that every graph $G$ that has an outerplanar embedding admits a non-crossing perfect matching compatible with $G$. Moreover, for non-crossing geometric trees and simple polygons, we study bounds on the minimum number of edges that a compatible non-crossing perfect matching must share with the tree or the polygon. We also give bounds on the maximal size of a compatible matching (not necessarily perfect) that is disjoint from the tree or the polygon.


## Introduction

A geometric graph is a simple graph $G$ where the vertex set $V(G)$ is a finite set of points $S$ in the plane and each edge in $E(G)$ is a closed straight-line segment connecting two points in $S$. A geometric graph is non-crossing if no two edges cross except at a common vertex.

Throughout the paper, all the graphs considered will be geometric and non-crossing. For this reason, we will use the term "graph" ("tree", "matching"...) meaning that the graph (tree, matching...) is geometric and non-crossing. Moreover, we will assume that no three points are collinear.

Two graphs are said to be compatible if they have the same vertex set and their union is non-crossing. A graph that is compatible with a given graph $G$ will be called $G$-compatible. In addition, if they have no edge in common, we call them disjoint.

Given a set $S$ of $n$ points in the plane and a graph $G$ on $S$, in this paper we study the two following problems of compatibility. On one hand, to find a perfect matching $M$ such that it is $G$-compatible and the number of common edges between $M$ and $G$ is minimum. On the other hand, to find a matching $M$ such that it is $G$-compatible, disjoint from $G$, and the number of edges of $M$ is maximum. Similar problems on compatible graphs have been studied in [2, 3, 4] and some related augmentation problems for geometric graphs appear in [1, 5].

Since these numbers depend on the set of points $S$ and on the graph $G$, we have focused on bounding the values defined below. Given a set $S$ with an even number $n$ of points, a tree $T(S)$ on $S$, and a $T(S)$-compatible perfect matching $M$, let us define $m_{(T(S), M)}$ to be the number of edges of $M$ not contained in $T(S)$. Let us also define $m_{\text {Tree }}(n)=\min _{|S|=n}\left\{\min _{T(S)}\left\{\max _{M} m_{(T(S), M)}\right\}\right\}$ for $n$ even, i.e., the worst case of the

[^21]maximal number of non-shared edges. In the case of non necessarily perfect matchings, let $d_{(T(S), M)}$ be the number of edges of a $T(S)$-compatible matching $M$ that is disjoint from $T(S)$ and let $d_{\text {Tree }}(n)=\min _{|S|=n}\left\{\min _{T(S)}\left\{\max _{M} d_{(T(S), M)}\right\}\right\}$. Note that the definitions of $m_{\text {Tree }}(n)$ and $d_{\text {Tree }}(n)$ are identical, except that the maximum is taken over different families of matchings.

By defining in a similar way the values $m_{\text {Polygon }}(n)$ and $d_{\text {Polygon }}(n)$ for simple polygons, the main results that we have obtained are:

Theorem 0.1. For $n$ arbitrarily large,

$$
\begin{aligned}
0 & \leq m_{\text {Tree }}(n) \leq 13 ; \\
n / 10 & \leq d_{\text {Tree }}(n) \leq n / 4 ; \\
n / 20 & \leq m_{\text {Polygon }}(n) \leq n / 4 ; \\
(n-3) / 4 & \leq d_{\text {Polygon }}(n) \leq n / 3 .
\end{aligned}
$$

## 1 Compatible perfect matchings

As a first result, we give the following theorem characterizing a set of graphs for which a compatible perfect matching always exists.
Theorem 1.1. Given a set $S$ of $n$ (even) points and a graph $G$ on $S$ drawn as an outerplanar geometric graph on top of $S$, there is always a $G$-compatible perfect matching.


Figure 1. Obtaining a perfect matching for an outerplanar geometric graph.
Figure 1 shows an example of how to find this perfect matching. The method is similar to the one described in [1. First, we add a big convex polygon passing through the top most point on $S$ and containing all the points. Then, we join the non-trivial connected components of the graph by adding new edges (and consequently new vertices), until a (weakly) simple polygon is obtained. Given a component, the added edge (thick line in the figure) is part of the ray that emanates from the top most point of the component until it hits an edge. This ray bisects the reflex angle at the top most point. Note that the added vertices are convex in the polygon. Now, the (weakly) simple polygon is divided into convex regions by throwing rays (dashed lines in the figure) from the reflex vertices
of the polygon. Using the dual graph associated to this subdivision, we can guarantee an assignment of an even number of vertices to each region. Then, the perfect matching (gray edges in the figure) is obtained by matching the vertices of each convex region.

If we drop the condition of outerplanarity (all the vertices in the unbounded face), then a $G$-compatible perfect matching does not always exist. Figure 2(a) shows an example of a graph $G$ formed by a tree (which is outerplanar) plus an edge. The seven points $\{a, b, c, d, e, f, g\}$ can only be linked with one of the six points $\{1,2,3,4,5,6\}$, and hence there are no perfect matchings compatible with this graph $G$.


Figure 2. On the left, a graph $G$ without any $G$-compatible perfect matching. On the right, a tree $T$ for which any $T$-compatible perfect matching must share almost all its edges with the tree.

## 2 Compatible matchings for trees and simple polygons

In this section, we briefly explain how to obtain the bounds given in Theorem 0.1. The upper bounds are obtained by analyzing special cases of trees and simple polygons. Maybe, the most surprising bound is the upper bound for $m_{\text {Tree }}(n)$. This upper bound, which is a constant instead of a function of $n$, is based on the tree shown in Figure 2(b). For this tree, any compatible perfect matching must share almost all its edges with the tree (at least $n / 2-13$ edges). The five points $\{1,2,3,4,5\}$ can only be matched with the points $\{a, b, c, d, e\}$ and the same for the points $\{\overline{1}, \overline{2}, \overline{3}, \overline{4}, \overline{5}\}$ and $\{\bar{a}, \bar{b}, \bar{c}, \bar{d}, \bar{e}\}$. Then, necessarily point $1^{\prime}$ has to be matched to point $2^{\prime}$, point $3^{\prime}$ to point $4^{\prime}$ and so on. Only the 24 points not in the convex chain $1^{\prime}, 2^{\prime}, 3^{\prime} \ldots$ and the two last points of the chain, $m^{\prime}-1$ and $m^{\prime}$, can be matched with edges not in the tree.

Figure 3 shows the graphs used to obtain the upper bounds on $d_{\text {Tree }}(n)$ (Figure 3a), $m_{\text {Polygon }}(n)$ (Figure 3b) and $d_{\text {Polygon }}(n)$ (Figure 3k). In Figure 3a, to obtain a matching without sharing edges, we can link the points on the zig-zag path among them or link a point (or more) of an arrow with some point on the zig-zag path. Since the number of points on the zig-zag path is $n / 4$, the size of a matching compatible and disjoint from the tree is at most $n / 4$ edges. In Figure 3b be have a simple polygon $P$ formed by two convex chains, $C_{1}$ and $C_{2}$, with $3 k-1$ and $k+1$ points, respectively. Observe that, to obtain a perfect matching $M$, we cannot join two non-consecutive points of $C_{1}$. Hence, we need to use internal diagonals of $P$ joining a point of $C_{1}$ to a point of $C_{2}$ (except the first point), and then the number of this type of diagonals is at most $k$ in $M$. Figure $3 ;$ is analyzed in a similar way.


Figure 3. Graphs used to obtain the upper bounds on $d_{\text {Tree }}(n), m_{\text {Polygon }}(n)$ and $d_{\text {Polygon }}(n)$.

Regarding the lower bounds, we can obtain them by constructing specific (perfect) matchings for any tree or polygon. For instance, given a tree $T$, we construct three $T$ compatible matchings, disjoint from $T$, of sizes at least $\lfloor l / 4\rfloor,\lfloor(n-2 l) / 4\rfloor$ and $\lfloor(n-l) / 6\rfloor$, respectively, where $l$ is the number of leaves of $T$. So, if the number of leaves is for example 2, then we have a matching of size $\lfloor(n-4) / 4\rfloor$ (the maximum of the three previous sizes) and, if the number of leaves is $n-1$, then we have a matching of size $\lfloor(n-1) / 4\rfloor$. With this method, the worst case appears when the number of leaves is $2 n / 5$. In this case, we can only guarantee a matching of size $n / 10$.

The methods for obtaining the (perfect) matchings in the proof of Theorem 0.1 are based on several technical results on simple polygons. For example, let $P$ be a simple polygon on $S$ having $r$ reflex vertices and $c$ convex vertices, and let $S_{0} \subseteq S$ be a subset of vertices containing all the reflex vertices and $c_{0}$ convex vertices. Then, we can show that there is a $P$-compatible matching among the vertices of $S_{0}$ of size at least $\left\lfloor\left(c_{0}-1\right) / 2\right\rfloor$ edges with all its edges being internal diagonals of $P$. We can also prove that if $S_{0}$ has $h$ chains (a sequence $\left\{p_{k}, p_{k+1}, \ldots, p_{k+(l-1)}\right\}$ of consecutive vertices of $P$ is a chain if all these vertices belong to $S_{0}$ and neither $p_{k-1}$ nor $p_{k+l}$ belong to $S_{0}$ ), then there is a $P$-compatible matching among the vertices of $S_{0}$ that is disjoint from $P$, its size is at least $\lfloor h / 2\rfloor$ edges and each edge of the matching is an internal diagonal of $P$.

Finally, let us remark that, for $n$ points in convex position, we can prove tight bounds for trees and paths. In the case of trees, $m_{\text {Tree }}(n)=\lceil(n-2) / 6\rceil$ and $d_{\text {Tree }}(n)=\lceil n / 4\rceil$. For paths, $m_{\text {Path }}(n)=\lceil n / 4\rceil$ and $d_{\text {Path }}(n)=\lceil(2 n) / 5\rceil$, where $m_{\text {Path }}(n)$ and $d_{\text {Path }}(n)$ are defined in a similar way to $m_{\text {Tree }}(n)$ and $d_{\text {Tree }}(n)$.
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#### Abstract

We give estimates on the maximum number of touching pairs in a packing of $n$ congruent spheres in Euclidean 3 -space for all $n>1$.


## Introduction

Let $\mathbb{E}^{d}$ denote the $d$-dimensional Euclidean space. The contact graph of an arbitrary finite packing of unit balls (i.e., of an arbitrary finite family of non-overlapping unit balls) in $\mathbb{E}^{d}$ is the (simple) graph whose vertices correspond to the packing elements and whose two vertices are connected by an edge if and only if the corresponding two packing elements touch each other. One of the most basic questions on contact graphs is to find the maximum number of edges that a contact graph of a packing of $n$ unit balls can have in $\mathbb{E}^{d}$. In 1974 Harborth 4 proved the following optimal result in $\mathbb{E}^{2}$ : the maximum number $c(n)$ of touching pairs in a packing of $n$ congruent circular disks in $\mathbb{E}^{2}$ is precisely $\lfloor 3 n-\sqrt{12 n-3}\rfloor$, implying that

$$
\lim _{n \rightarrow+\infty} \frac{3 n-c(n)}{\sqrt{n}}=\sqrt{12}=3.464 \ldots
$$

Some years later, the author [1] proved that the number of touching pairs in an arbitrary packing of $n>1$ unit balls in $\mathbb{E}^{3}$ is less than

$$
6 n-\frac{1}{8}\left(\frac{\pi}{\sqrt{18}}\right)^{-\frac{2}{3}} n^{\frac{2}{3}}=6 n-0.152 \ldots n^{\frac{2}{3}}
$$

The main purpose of this extended abstract is to announce further improvements on the latter result. In order to state our theorem in a proper form, we need to introduce a bit of additional terminology. If $\mathcal{P}$ is a packing of $n$ unit balls in $\mathbb{E}^{3}$, then let $C(\mathcal{P})$ stand for the number of touching pairs in $\mathcal{P}$, that is, let $C(\mathcal{P})$ denote the number of edges of the contact graph of $\mathcal{P}$ and call it the contact number of $\mathcal{P}$. Moreover, let $C(n)$ be the largest $C(\mathcal{P})$ for packings $\mathcal{P}$ of $n$ unit balls in $\mathbb{E}^{3}$. Finally, let us imagine that we generate packings of $n$ unit balls in $\mathbb{E}^{3}$ in such a special way that each and every center of the $n$ unit balls chosen is a lattice point of the face-centered cubic lattice with minimal non-zero lattice vectors of length 2 . Then let $C_{\text {fcc }}(n)$ denote the largest possible contact number obtained in this way for packings of $n$ unit balls. (Recall that, according to [3], this lattice gives the largest possible density for unit ball packings in $\mathbb{E}^{3}$, namely $\frac{\pi}{\sqrt{18}}$ with each ball touched by 12 others.) Clearly,

$$
C_{\mathrm{fcc}}(2)=C(2)=1, \quad C_{\mathrm{fcc}}(3)=C(3)=3, \quad C_{\mathrm{fcc}}(4)=C(4)=6 .
$$

The following is our main theorem.

Theorem 0.1. (i) $C(n)<6 n-0.695 n^{\frac{2}{3}}$ for all $n \geq 2$.
(ii) $C_{\mathrm{fcc}}(n)<6 n-\frac{3 \sqrt[3]{18 \pi}}{\pi} n^{\frac{2}{3}}=6 n-3.665 \ldots n^{\frac{2}{3}}$ for all $n \geq 2$.
(iii) $6 n-\sqrt[3]{486} n^{\frac{2}{3}}<C_{\mathrm{fcc}}(n) \leq C(n)$ for all $n=\frac{k\left(2 k^{2}+1\right)}{3}$ with $k \geq 2$.
(iv) $C_{\mathrm{fcc}}(5)=C(5)=9, C_{\mathrm{fcc}}(6)=C(6)=12, C_{\mathrm{fcc}}(7)=C(7)=15, C_{\mathrm{fcc}}(8)=$ $C(8)=18, C_{\mathrm{fcc}}(9)=C(9)=21, C(10) \geq 25, C(11) \geq 29, C(12) \geq 33$, and $C(13) \geq 36$.
As an immediate result, we get

## Corollary 0.2.

$$
0.695<\frac{6 n-C(n)}{n^{\frac{2}{3}}}<\sqrt[3]{486}=7.862 \ldots
$$

for all $n=\frac{k\left(2 k^{2}+1\right)}{3}$ with $k \geq 2$.
The following was noted in [1]. Due to the Minkowski difference body method, the family $\mathcal{P}_{\mathbf{K}}=\left\{\mathbf{t}_{1}+\mathbf{K}, \mathbf{t}_{2}+\mathbf{K}, \ldots, \mathbf{t}_{n}+\mathbf{K}\right\}$ of $n$ translates of the convex body $\mathbf{K}$ in $\mathbb{E}^{d}$ is a packing if and only if the family $\mathcal{P}_{\mathbf{K}_{\mathbf{o}}}=\left\{\mathbf{t}_{1}+\mathbf{K}_{\mathbf{o}}, \mathbf{t}_{2}+\mathbf{K}_{\mathbf{o}}, \ldots, \mathbf{t}_{n}+\mathbf{K}_{\mathbf{o}}\right\}$ of $n$ translates of the symmetric difference body $\mathbf{K}_{\mathbf{o}}=\frac{1}{2}(\mathbf{K}+(-\mathbf{K}))$ of $\mathbf{K}$ is a packing in $\mathbb{E}^{d}$. Moreover, the number of touching pairs in the packing $\mathcal{P}_{\mathbf{K}}$ is equal to the number of touching pairs in the packing $\mathcal{P}_{\mathbf{K}_{\mathbf{o}}}$. Thus, for this reason and for the reason that if $\mathbf{K}$ is a convex body of constant width in $\mathbb{E}^{d}$, then $\mathbf{K}_{\mathbf{o}}$ is a ball of $\mathbb{E}^{d}$, and Theorem 0.1 extends in a straightforward way to translative packings of convex bodies of constant width in $\mathbb{E}^{3}$.

Also, we mention that the nature of contact numbers changes dramatically for noncongruent sphere packings. For more details on that, we refer the interested reader to the elegant paper [6] of Kuperberg and Schramm.

In the rest of this extended abstract we prove (ii) also because it motivates the more involved proof of (i), and then we give a short proof of (iii). Our proof of (iv) is based on a combinatorial and metric case analysis.

## 1 Proof of (ii)

First, recall that if $\Lambda_{\mathrm{fcc}}$ denotes the face-centered cubic lattice with minimal non-zero lattice vectors of length 2 in $\mathbb{E}^{3}$ and we place unit balls centered at each lattice point of $\Lambda_{\mathrm{fcc}}$, then we get the fcc lattice packing of unit balls, labelled by $\mathcal{P}_{\mathrm{fcc}}$, in which each unit ball is touched by 12 others such that their centers form the vertices of a cuboctahedron. (Recall that a cuboctahedron is a convex polyhedron with 8 triangular faces and 6 square faces having 12 identical vertices, with 2 triangles and 2 squares meeting at each vertex, and 24 identical edges, each separating a triangle from a square. As such, it is a quasiregular polyhedron, i.e., an Archimedean solid, being vertex-transitive and edge-transitive.) Second, it is well-known (see [2] for more details) that the Voronoi cell of each unit ball in $\mathcal{P}_{\text {fcc }}$ is a rhombic dodecahedron (the dual of a cuboctahedron) of volume $\sqrt{32}$ and thus, the density of $\mathcal{P}_{\mathrm{fcc}}$ is $\frac{\pi}{\sqrt{18}}$.

Now, let $\mathbf{B}$ denote the unit ball centered at the origin $\mathbf{o} \in \Lambda_{\mathrm{fcc}}$ of $\mathbb{E}^{3}$ and denote by $\mathcal{P}=\left\{\mathbf{c}_{1}+\mathbf{B}, \mathbf{c}_{2}+\mathbf{B}, \ldots, \mathbf{c}_{n}+\mathbf{B}\right\}$ the packing of $n$ unit balls with centers $\left\{\mathbf{c}_{1}, \mathbf{c}_{2}, \ldots, \mathbf{c}_{n}\right\} \subset$ $\Lambda_{\mathrm{fcc}}$ in $\mathbb{E}^{3}$ having the largest number $C_{\mathrm{fcc}}(n)$ of touching pairs among all packings of $n$ unit balls being a sub-packing of $\mathcal{P}_{\text {fcc }}$. ( $\mathcal{P}$ might not be uniquely determined up to congruence, in which case $\mathcal{P}$ stands for any of those extremal packings.)

The following two facts follow from the above description of $\mathcal{P}_{\text {fcc }}$ in a straightforward way. Let $\mathbf{B}_{1}, \mathbf{B}_{2}, \ldots, \mathbf{B}_{13}$ be 13 different members of $\mathcal{P}_{\text {fcc }}$ such that each ball of the family $\mathbf{B}_{2}, \mathbf{B}_{3}, \ldots, \mathbf{B}_{13}$ touches $\mathbf{B}_{1}$. Moreover, let $\overline{\mathbf{B}}_{i}$ be the closed ball concentric with $\mathbf{B}_{i}$ having radius $\bar{r}=\sqrt{2}, 1 \leq i \leq 13$. Then the boundary $\operatorname{bd}\left(\overline{\mathbf{B}}_{1}\right)$ of $\overline{\mathbf{B}}_{1}$ is covered by the balls $\overline{\mathbf{B}}_{2}, \overline{\mathbf{B}}_{3}, \ldots, \overline{\mathbf{B}}_{13}$, that is,

$$
\begin{equation*}
\operatorname{bd}\left(\overline{\mathbf{B}}_{1}\right) \subset \cup_{j=2}^{13} \overline{\mathbf{B}}_{j} . \tag{1}
\end{equation*}
$$

In fact, $\bar{r}$ is the smallest radius with the above property. Moreover,

$$
\begin{equation*}
\frac{n \operatorname{vol}_{3}(\mathbf{B})}{\operatorname{vol}_{3}\left(\bigcup_{i=1}^{n}\left(\mathbf{c}_{i}+\bar{r} \mathbf{B}\right)\right)}<\frac{\pi}{\sqrt{18}}=0.7404 \ldots \tag{2}
\end{equation*}
$$

As a next step, we apply the isoperimetric inequality to $\bigcup_{i=1}^{n}\left(\mathbf{c}_{i}+\bar{r} \mathbf{B}\right)$ :

$$
\begin{equation*}
36 \pi \operatorname{vol}_{3}^{2}\left(\bigcup_{i=1}^{n}\left(\mathbf{c}_{i}+\bar{r} \mathbf{B}\right)\right) \leq \operatorname{svol}_{2}^{3}\left(\operatorname{bd}\left(\bigcup_{i=1}^{n}\left(\mathbf{c}_{i}+\bar{r} \mathbf{B}\right)\right)\right) . \tag{3}
\end{equation*}
$$

Thus, (2) and (3) yield in a straightforward way that

$$
\begin{equation*}
15.3532 \ldots n^{\frac{2}{3}}=4 \sqrt[3]{18 \pi} n^{\frac{2}{3}}<\operatorname{svol}_{2}\left(\operatorname{bd}\left(\bigcup_{i=1}^{n}\left(\mathbf{c}_{i}+\bar{r} \mathbf{B}\right)\right)\right) . \tag{4}
\end{equation*}
$$

Now, assume that $\mathbf{c}_{i}+\mathbf{B} \in \mathcal{P}$ is tangent to $\mathbf{c}_{j}+\mathbf{B} \in \mathcal{P}$ for all $j \in T_{i}$, where $T_{i} \subset\{1,2, \ldots, n\}$ stands for the family of indices $1 \leq j \leq n$ for which $\operatorname{dist}\left(\mathbf{c}_{i}, \mathbf{c}_{j}\right)=2$. Then let $\bar{S}_{i}=\operatorname{bd}\left(\mathbf{c}_{i}+\bar{r} \mathbf{B}\right)$ and let $\overline{\mathbf{c}}_{i j}$ be the intersection of the line segment $\mathbf{c}_{i} \mathbf{c}_{j}$ with $\bar{S}_{i}$ for all $j \in T_{i}$. Moreover, let $C_{\bar{S}_{i}}\left(\overline{\mathbf{c}}_{i j}, \frac{\pi}{6}\right)$ (resp. $\left.C_{\bar{S}_{i}}\left(\overline{\mathbf{c}}_{i j}, \frac{\pi}{4}\right)\right)$ denote the open spherical cap of $\bar{S}_{i}$ centered at $\overline{\mathbf{c}}_{i j} \in \bar{S}_{i}$ having angular radius $\frac{\pi}{6}$ (resp. $\frac{\pi}{4}$ ). Clearly, the family $\left\{C_{\bar{S}_{i}}\left(\overline{\mathbf{c}}_{i j}, \frac{\pi}{6}\right), j \in T_{i}\right\}$ consists of pairwise disjoint open spherical caps of $\bar{S}_{i}$; moreover,

$$
\begin{equation*}
\frac{\sum_{j \in T_{i}} \operatorname{svol}_{2}\left(C_{\bar{S}_{i}}\left(\overline{\mathbf{c}}_{i j}, \frac{\pi}{6}\right)\right)}{\operatorname{svol}_{2}\left(\cup_{j \in T_{i}} C_{\bar{S}_{i}}\left(\overline{\mathbf{c}}_{i j}, \frac{\pi}{4}\right)\right)}=\frac{\sum_{j \in T_{i}} \operatorname{Sarea}\left(C\left(\mathbf{u}_{i j}, \frac{\pi}{6}\right)\right)}{\text { Sarea }\left(\cup_{j \in T_{i}} C\left(\mathbf{u}_{i j}, \frac{\pi}{4}\right)\right)} \tag{5}
\end{equation*}
$$

where $\mathbf{u}_{i j}=\frac{1}{2}\left(\mathbf{c}_{j}-\mathbf{c}_{i}\right) \in \mathbb{S}^{2}=\operatorname{bd}(\mathbf{B})$ and $C\left(\mathbf{u}_{i j}, \frac{\pi}{6}\right) \subset \mathbb{S}^{2}\left(\right.$ resp. $\left.C\left(\mathbf{u}_{i j}, \frac{\pi}{4}\right) \subset \mathbb{S}^{2}\right)$ denotes the open spherical cap of $\mathbb{S}^{2}$ centered at $\mathbf{u}_{i j}$ having angular radius $\frac{\pi}{6}$ (resp. $\frac{\pi}{4}$ ). Now, the geometry of the cuboctahedron representing the 12 touching neighbours of an arbitrary unit ball in $\mathcal{P}_{\text {fcc }}$ (see also (11) implies in a straightforward way that

$$
\begin{equation*}
\frac{\sum_{j \in T_{i}} \text { Sarea }\left(C\left(\mathbf{u}_{i j}, \frac{\pi}{6}\right)\right)}{\text { Sarea }\left(\cup_{j \in T_{i}} C\left(\mathbf{u}_{i j}, \frac{\pi}{4}\right)\right)} \leq 6\left(1-\frac{\sqrt{3}}{2}\right)=0.8038 \ldots, \tag{6}
\end{equation*}
$$

with equality when 12 spherical caps of angular radius $\frac{\pi}{6}$ are packed on $\mathbb{S}^{2}$.
Finally, as Sarea $\left(C\left(\mathbf{u}_{i j}, \frac{\pi}{6}\right)\right)=2 \pi\left(1-\cos \frac{\pi}{6}\right)$ and $\operatorname{svol}_{2}\left(C_{\bar{S}_{i}}\left(\overline{\mathbf{c}}_{i j}, \frac{\pi}{6}\right)\right)=2 \pi\left(1-\frac{\sqrt{3}}{2}\right) \bar{r}^{2}$, it follows that (5) and (6) yield that

$$
\begin{align*}
\operatorname{svol}_{2}\left(\operatorname{bd}\left(\bigcup_{i=1}^{n} \mathbf{c}_{i}+\bar{r} \mathbf{B}\right)\right) \leq & 4 \pi \bar{r}^{2} n-\frac{1}{6\left(1-\frac{\sqrt{3}}{2}\right)} 2\left(2 \pi\left(1-\frac{\sqrt{3}}{2}\right) \bar{r}^{2}\right) C_{\mathrm{fcc}}(n) \\
& =8 \pi n-\frac{4 \pi}{3} C_{\mathrm{fcc}}(n) . \tag{7}
\end{align*}
$$

Thus, (4) and (7) imply that

$$
\begin{equation*}
4 \sqrt[3]{18 \pi} n^{\frac{2}{3}}<8 \pi n-\frac{4 \pi}{3} C_{\mathrm{fcc}}(n) \tag{8}
\end{equation*}
$$

From (8), the inequality $C_{\mathrm{fcc}}(n)<6 n-\frac{3 \sqrt[3]{18 \pi}}{\pi} n^{\frac{2}{3}}=6 n-3.665 \ldots n^{\frac{2}{3}}$ follows in a straightforward way for all $n \geq 2$. This completes the proof of (ii) in Theorem 0.1.

## 2 Proof of (iii)

It is rather easy to show that for any positive integer $k \geq 2$ there are $n(k)=\frac{2 k^{3}+k}{3}=$ $\frac{k\left(2 k^{2}+1\right)}{3}$ lattice points of the face-centered cubic lattice $\Lambda_{\text {fcc }}$ such that their convex hull is a regular octahedron $\mathbf{K} \subset \mathbb{E}^{3}$ of edge length $2(k-1)$ having exactly $k$ lattice points along each of its edges. Now, draw a unit ball around each lattice point of $\Lambda_{\mathrm{fcc}} \cap \mathbf{K}$ and label the packing of the $n(k)$ unit balls obtained in this way by $\mathcal{P}_{\text {fcc }}(k)$. It is easy to check that if the center of a unit ball of $\mathcal{P}_{\mathrm{fcc}}(k)$ is a relative interior point of an edge (resp. of a face) of $\mathbf{K}$, then the unit ball in question has 7 (resp. 9) touching neighbours in $\mathcal{P}_{\mathrm{fcc}}(k)$. Last but not least, any unit ball of $\mathcal{P}_{\mathrm{fcc}}(k)$ whose center is an interior pont of $\mathbf{K}$ has 12 touching neighbours in $\mathcal{P}_{\mathrm{fcc}}(k)$. Thus, the contact number $C\left(\mathcal{P}_{\mathrm{fcc}}(k)\right)$ of the packing $\mathcal{P}_{\text {fcc }}(k)$ is equal to
$6 \frac{2(k-2)^{3}+(k-2)}{3}+36 \frac{(k-3)^{2}+(k-3)}{2}+42(k-2)+12=4 k^{3}-6 k^{2}+2 k$.
As a result, we get that

$$
\begin{equation*}
C\left(\mathcal{P}_{\mathrm{fcc}}(k)\right)=6 n(k)-6 k^{2} \tag{9}
\end{equation*}
$$

Finally, $\frac{2 k^{3}}{3}<n(k)$ implies that $6 k^{2}<\sqrt[3]{486} n^{\frac{2}{3}}(k)$, and so $\sqrt{9}$ implies (iii) in a straightforward way.
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#### Abstract

An $L$-line segment in the plane consists of a vertical line segment and a horizontal line segment having a common endpoint. In this talk, we consider some problems on geometric graphs in the plane lattice, whose vertices are points of the plane lattice and whose edges are $L$-line segments.


## Introduction

A geometric graph in the plane is a graph drawn in the plane whose edges are straight line segments. For a point $x$ in the plane, an $L$-shaped line consisting of a vertical ray and a horizontal ray emanating from $x$ is called an $L$-line. Similarly, an $L$-shaped line segment consisting of a vertical line segment and a horizontal line segment with common corner is called an L-line segment (see Fig. 1). We consider some problems on geometric graphs in the plane lattice whose edges are $L$-line segments. A set $X$ of points in the plane is in general position if no three points of $X$ lie on the same line. On the other hand, a set $S$ of points in the plane lattice is said to be in general position if every vertical line and horizontal line passes through at most one point of $S$. Some results related to this paper can be found in [1].

## 1 Geometric spanning trees on two sets of points

For a set $X$ of points in the plane, we can draw a non-crossing geometric spanning tree on $X$, each of whose edges is a line segment joining two points of $X$. This spanning tree is denoted by tree $(X)$. When a set $R$ of red points and a set $B$ of blue points are given in the plane in general position, the minimum number of crossings of $\operatorname{tree}(R)$ and $\operatorname{tree}(B)$ is given in the next theorem, in which $\operatorname{conv}(X)$ denotes the convex hull of $X$.

Theorem 1.1 (Tokunaga [3]). Let $R$ and $B$ be two disjoint sets of red points and blue points in the plane, respectively, such that $R \cup B$ is in general position. Let $\tau(R, B)$ denote the number of unordered pairs $\{x, y\}$ of vertices of $\operatorname{conv}(R \cup B)$ such that one of $\{x, y\}$ is red and the other is blue, and $x y$ is an edge of $\operatorname{conv}(R \cup B)$. Then $\tau(B, R)$ is an even number, and the minimum number of crossings in tree $(R) \cup$ tree $(B)$ among all

[^22]pairs $(\operatorname{tree}(R)$, tree $(B))$ is equal to
$$
\max \left\{\frac{\tau(R, B)-2}{2}, 0\right\}
$$

In particular, tree $(R)$ and tree $(B)$ can be drawn without crossings if and only if the inequality $\tau(B, R) \leq 2$ holds.

We first consider a similar problem in the plane lattice, and obtain a similar result, as shown in the following Theorem 1.2 . For a set $S$ of points in the plane lattice, the rectangular hull of $S$, denoted by $\operatorname{rect}(S)$, is the smallest closed rectilinear rectangular enclosing $S$, each of whose edges is a vertical or horizontal line segment ((2) in Fig. 1). In particular, every edge of $\operatorname{rect}(S)$ contains at least one point of $S$.

(1)

(2)

Figure 1. (1) Two $L$-line segments joining two points; and (2) A rectangular hull of a set of points in the plane lattice in general position.

For a set $X$ of points in the plane lattice in general position, a spanning tree on $X$ each of whose edges is an $L$-line segment connecting two points of $X$ is called a spanning tree on $X$ with $L$-line segments. A non-crossing spanning tree on $X$ with $L$-line segments and with maximum degree at most 3 is denoted by $\operatorname{L-tree}^{3}(X)$.


Figure 2. Two spanning trees $L$-tree ${ }^{3}(R)$ and $L$-tree $e_{3}(B)$ with minimum number of crossings, where $R$ and $B$ are disjoint sets of red and blue points in the plane lattice in general position.

Theorem 1.2. Let $R$ and $B$ be two disjoint sets of red points and blue points in the plane lattice, respectively, such that $R \cup B$ is in general position. Let $\tau^{*}(R, B)$ denote the number of unordered pairs $\{x, y\}$ of points of $R \cup B$ such that one of $\{x, y\}$ is red and the other is blue, and $x$ and $y$ are on the consecutive edges of $\operatorname{rect}(R \cup B)$. Then $\tau^{*}(R, B)$ is even and $0 \leq \tau^{*}(R, B) \leq 4$, and there exist two non-crossing spanning trees $L-$ tree $^{3}(R)$ and $L-$ tree $^{3}(B)$ on $R$ and $B$ respectively such that the crossing number in $L-$ tree $^{3}(R) \cup L$-tree ${ }^{3}(B)$ is equal to 0 if $\tau(R, B) \leq 2$, and 1 otherwise (see Fig. 2).

Theorem 1.2 can be proved by using Lemma 1.3 below and by considering the situation given in Fig. 4. However we omit their proofs.


Figure 3. A spanning tee $T$ on $P$ with $L$-line segments and maximum degree at most three given in Lemma 1.3

Lemma 1.3. Let $X_{i}, 1 \leq i \leq 4$, be disjoint rectangles in the plane such that $X_{i}$ and $X_{i+1}$ have a boundary edge in common for every $1 \leq i \leq 3$, as shown in Fig. 3, where $A=X_{1}$, $B=X_{2}, C=X_{3}$ and $D=X_{4}$. Let $P$ be a set of points in the plane lattice in general position contained in $X_{1} \cup X_{2} \cup X_{3} \cup X_{4}$. Then there exists a non-crossing spanning tree $T$ on $P$ with L-line segments and maximum degree at most three such that the leftmost point of $D$ has degree at most two in $T$.

## 2 Embedding trees in the plane lattice

We next consider the following conjecture and present some partial results on it. Let $T$ be a tree and $P$ a set of $|T|$ points in the plane lattice in general position, where $|T|$ denotes the order of $T$. If $T$ can be drawn on $P$ without crossing such that each edge of $T$ is an $L$-line segment connecting two points of $P$, then we say that $T$ can be drawn on $P$ with $L$-line segments (see Fig. 55).


Figure 4. Horizontal line segments and vertical line segments.

Conjecture 2.1. Let $T$ be a tree with maximum degree 3, and let $P$ a set of $|T|$ points in the plane lattice in general position. Then $T$ can be drawn on $P$ with L-line segments without crossing (see Fig. 5).


Figure 5. (1) A tree $T$ with maximum degree 3; (2) A set $P$ of $|T|$ points in the plane lattice in general position; (3) $T$ is drawn on $P$ with $L$-line segments without crossing.
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#### Abstract

Let $G$ and $F$ be maximal planar graphs that contain perfect matchings. If $G$ and $F$ have the same number of vertices, then there is a sequence $H_{0}, H_{1}, \ldots, H_{t}$ of maximal planar graphs, also containing perfect matchings, with the property that $G$ is isomorphic to $H_{0}, F$ is isomorphic to $H_{t}$ and, for $i=0,1, \ldots, t-1, H_{i+1}$ is obtained from $H_{i}$ by a diagonal transformation.


## Introduction

Let $x u v$ and $y u v$ be two adjacent faces of a maximal planar graph $G$ such that $x y$ is not an edge of $G$. A diagonal transformation or diagonal edge flip of $G$ consists of deleting the edge $u v$ and adding the edge $x y$. Wagner [4] proved that any two maximal planar graphs $G$ and $F$ with the same number of vertices are equivalent under diagonal transformations: There is a sequence $H_{0}, H_{1}, \ldots, H_{t}$ of maximal planar graphs such that $G$ is isomorphic to $H_{0}, F$ is isomorphic to $H_{t}$ and, for $i=0,1, \ldots, t-1, H_{i+1}$ is obtained from $H_{i}$ by a diagonal transformation.

Let $G$ be a maximal planar graph having a perfect matching. As shown in Fig. 1, a maximal planar graph $(G-u v)+x y$, obtained from $G$ by a diagonal transformation, may contain no perfect matchings. Here we show that if both graphs $G$ and $F$ admit perfect matchings, then the graphs $H_{0}, H_{1}, \ldots, H_{t}$ can be chosen within the set of maximal planar graphs having perfect matchings.

In the proof of our main result, we use a geometric version of diagonal transformations. Let $P$ be a set of points in general position in the plane. A geometric triangulation of $P$ is a set of triangles with vertices in $P$ and pairwise disjoint interiors such that their union is the convex hull $C H(P)$ of $P$ and no triangle in $T$ contains a point of $P$ in its interior.

If xuv and yuv are adjacent triangles of a triangulation $T$ of $P$ such that xuyv is a convex quadrilateral, then a new triangulation $(T-u v)+x y$ of $P$ is obtained by deleting the edge $u v$ and adding the edge $x y$. This operation is often referred to as a geometric edge flip.

The graph of triangulations $T(P)$ of $P$ is an abstract graph whose vertices are the triangulations of $P$ in which $T_{1}$ and $T_{2}$ are adjacent if one is obtained from the other by performing a geometric edge flip. Lawson [3] proved that $T(P)$ is always connected, and Houle et al. [2] proved that the subgraph $T_{M}(P)$ of $T(P)$, induced by the set of triangulations of $P$ that contain perfect matchings, is also connected.

[^23]

Figure 1. The graph $G$ on the left contains a perfect matching, while the graph $(G-u v)+x y$ on the right does not

## 1 Preliminary results

In his proof, Wagner showed that any maximal planar graph $G$ is equivalent under diagonal transformations to the graph $\triangle_{n}$ shown in Fig. 2. The following technical variation will be used in the proof of our main result.


Figure 2. Graph $\triangle_{n}$

Lemma 1.1. Let $G$ be a maximal plane graph with $n$ vertices. Denote by $u, v$ and $w$ the vertices in the outerface of $G$ and by $x_{1}, x_{2}, \ldots, x_{n-3}$ the remaining vertices of $G$. If $G$ contains the edges $u x_{1}, v x_{1}, x_{1} x_{2}, x_{2} x_{3}, \ldots, x_{n-4} x_{n-3}$ and $x_{n-3} w$, then there is a sequence $G=G_{0}, G_{1}, \ldots, G_{t}$ of maximal plane graphs, each with outerface uvw and containing all the edges $u x_{1}, v x_{1}, x_{1} x_{2}, x_{2} x_{3}, \ldots, x_{n-4} x_{n-3}$ and $x_{n-3} w$, such that $G_{t}$ is isomorphic to $\triangle_{n}$ and, for $i=0,1, \ldots, t-1, G_{i+1}$ is obtained from $G_{i}$ by a diagonal transformation.

Proof. Let $E_{u}=\left\{u x_{i}: i=1,2, \ldots, n-3\right\}, E_{v}=\left\{v x_{i}: i=1,2, \ldots, n-3\right\}$ and $k(G)=\left|\left(E_{u} \cup E_{v}\right) \backslash E(G)\right|$. If $k(G)=0$, then $E_{u} \cup E_{v} \subset E(G)$ and $G$ is isomorphic
to $\triangle_{n}$. We proceed by induction assuming $k(G) \geq 1$ and that the result holds for any maximal plane graph $G^{\prime}$ with $V\left(G^{\prime}\right)=V(G)$, with outerface $u v w$, containing all the edges $u x_{1}, v x_{1}, x_{1} x_{2}, x_{2} x_{3}, \ldots, x_{n-4} x_{n-3}, x_{n-3} w$ and such that $k\left(G^{\prime}\right)<k(G)$.

Without loss of generality, we also assume that $E_{u} \backslash E(G) \neq \emptyset$. Let $x_{n-2}=w$. Since $u x_{1}$ and $u x_{n-2}$ are edges of $G$, there are integers $k$ and $m$ with $k+1<m$ such that $u x_{k}$ and $u x_{m}$ are edges of $G$ but $u x_{k+1}, u x_{k+2}, \ldots, u x_{m-1}$ are not edges of $G$. Because $G$ is a maximal planar graph and $x_{k} x_{k+1}, x_{k+1} x_{k+2}, \ldots, x_{m-1} x_{m}$ are edges of $G, x_{k}, u, x_{m}$ must be a face of $G$. Let $x_{l} \in V(G)$ be such that $x_{k}, x_{l}, x_{m}$ is the other face of $G$ incident with the edge $x_{k} x_{m}$ (see Fig. 3). Notice that $k<l<m$ since $G$ is planar and contains all the edges $x_{k} x_{k+1}, x_{k+1} x_{k+2}, \ldots, x_{m-1} x_{m}$. Therefore $u x_{l} \notin E(G)$.


Figure 3. $x_{k}, u, x_{m}$ and $x_{k}, x_{l}, x_{m}$ are the faces of $G$ incident with the edge $x_{k} x_{m}$

The graph $G^{\prime}=\left(G-x_{k} x_{m}\right)+u x_{l}$ is obtained from $G$ by a diagonal flip and is such that $k\left(G^{\prime}\right)=k(G)-1$. The result follows by induction.

For any geometric triangulation $T$ of $P$, we denote by $G(T)$ the skeleton graph of $T$. That is, the abstract graph whose vertices and edges are the points in $P$ and the edges in $T$, respectively.

Remark 1.2. Let $T_{1}$ and $T_{2}$ be geometric triangulations of $P$. If $T_{2}$ is obtained from $T_{1}$ by a geometric edge flip, then $G\left(T_{2}\right)$ is obtained from $G\left(T_{1}\right)$ by a diagonal transformation.

## 2 Main result

For any positive even integer $n$, let $S_{n}$ denote the set of all maximal planar graphs with $n$ vertices that admit a perfect matching.

Theorem 2.1. Let $n \geq 4$ be an even integer. For every graph $G \in S_{n}$, there is a sequence $H_{0}, H_{1}, \ldots, H_{t}$ of graphs in $S_{n}$ such that $G$ is isomorphic to $H_{0}, \triangle_{n}$ is isomorphic to $H_{t}$ and, for $i=0,1, \ldots, t-1, H_{i+1}$ is obtained from $H_{i}$ by a diagonal transformation.

Proof. Let $G$ be a maximal planar graph with a perfect matching. By a well known result of Fary [1], there is an embedding $H$ of $G$ in the plane where all edges are straight line segments. Clearly $G$ is the skeleton graph of a geometric triangulation $T$ of the point set $P=V(H)$; without loss of generality we assume that $P$ is in general position.

Let $u, v$ and $w$ be the vertices in the outerface of $H$ and denote by $l_{u v}$ the line containing $u$ and $v$. Let $x_{1}, x_{2}, \ldots, x_{n-3}$ be the remaining vertices of $H$, labelled according to their distance to the line $l_{u v}$.

Let $T^{\prime}$ be any geometric triangulation of $P$ containing all the edges $u x_{1}, v x_{1}, x_{1} x_{2}$, $x_{2} x_{3}, \ldots, x_{n-4} x_{n-3}$ and $x_{n-3} w$. Notice that $T^{\prime}$ also contains a perfect matching. Since the graph $T_{M}(P)$ is connected, there is a sequence $T=T_{0}, T_{1}, \ldots, T_{s}=T^{\prime}$ of geometric triangulations of $P$ having perfect matchings such that for $i=0,1, \ldots, s-1, T_{i+1}$ is obtained from $T_{i}$ by performing a geometric edge flip. It follows from Remark 1.2 that, for $i=0,1, \ldots, s-1, G\left(T_{i+1}\right)$ is obtained from $G\left(T_{i}\right)$ by a diagonal transformation.

By Lemma 1.1, there is a sequence $G\left(T_{s}\right)=G_{s}, G_{s+1}, \ldots, G_{t}$ of maximal plane graphs, each containing the edges $u x_{1}, v x_{1}, x_{1} x_{2}, x_{2} x_{3}, \ldots, x_{n-4} x_{n-3}, x_{n-3} w$ (and therefore a perfect matching), such that $G_{t}$ is isomorphic to $\triangle_{n}$ and, for $i=0,1, \ldots, t-1, G_{s+i+1}$ is obtained from $G_{s+i}$ by a diagonal transformation. The theorem holds since $G$ is isomorphic to $H=G(T)$.
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#### Abstract

When is the Cartesian product of two graphs the graph of a polytope, of a cellular sphere, or even of a combinatorial manifold? In this note, we determine all 3-polytopal complexes whose graph is the Cartesian product of a 3 -cycle by a Petersen graph. Through this specific example, we showcase certain techniques which seem relevant to enumerate all polytopal complexes realizing a given product.


In this note, we investigate the question of finding polytopes (or more generally polytopal complexes) with a prescribed graph. This harks back to Steinitz's Theorem [1], which characterizes the graphs of 3 -polytopes as the 3 -connected planar graphs, and thus ensures that 3 -polytopality is polynomially decidable. In contrast, Richter-Gebert proved that deciding 4-polytopality is NP-hard, as a consequence of his work on realization spaces of 4 -polytopes [2]. Motivated by this computational threshold, we focus on deciding 4 -polytopality for the subclass of Cartesian products of graphs.

Polytopality of Cartesian products of graphs was initially studied in [3]. By definition, polytopality is preserved by taking products: the graph of a product of polytopes is the product of their graphs. We are interested in the reciprocal question: can a product of non-polytopal graphs be polytopal? The answer differs significantly according to whether we require the realizing polytope to be simple or not [3, Theo. 2.2 and Prop. 2.7]:
(1) A Cartesian product of regular graphs is the graph of a simple polytope if and only if its factors are.
(2) There exist (non-simple) polytopal products of non-polytopal regular graphs.

This note studies the 4 -polytopality of the product of a cycle by a (small) nonpolytopal 3 -regular graph, for which the above-mentioned results do not apply. Focusing on the product $K_{3} \times$ Pet of a 3-cycle by a Petersen graph, we illustrate several useful techniques to understand 4-polytopality of Cartesian products in general. Our approach consists in enumerating all 3-polytopal complexes whose graph is $K_{3} \times$ Pet, and requires two steps: we first compute all possible facets (3-dimensional faces) of all possible 3-polytopal complexes realizing $K_{3} \times$ Pet, and we then study all possible ways to glue these facets along ridges (2-dimensional faces) to form a complex with the desired graph.

[^24]
## Definitions

Cartesian products of graphs. The (Cartesian) product of two graphs $G$ and $H$ is the graph $G \times H$ whose vertex set is $V(G \times H):=V(G) \times V(H)$ and with edge set $E(G \times H):=(V(G) \times E(H)) \cup(E(G) \times V(H))$. We call $G$-edges (or blue edges) the edges of $G \times H$ that are products of an edge of $G$ by a vertex of $H$, and $H$-edges (or red edges) the ones obtained as the product of a vertex of $G$ by an edge of $H$. See Fig. 1(b).
Polytopal complexes. We consider a $d$-polytopal complex to be a closed regular combinatorial $d$-dimensional manifold, each of whose faces is (combinatorially) a convex polytope. In other words, a $d$-polytopal complex can be seen as a set of $d$-polytopes together with a combinatorial (i.e., not geometric) gluing rule of their facets such that:
(1) the link of any $k$-face is a combinatorial $(d-k-1)$-sphere, and
(2) any pair of faces meets in exactly one lower-dimensional (possibly empty) face. We say that a $d$-polytopal complex realizes a graph $G$ if its 1 -skeleton is isomorphic to $G$.

Example 1 (A 4-polytopal complex realizing $K_{3} \times$ Pet). Let $\triangle$ denote a 3-cycle, seen as a cellular decomposition of the circle $\mathbb{S}^{1}$. Let $\mathcal{C}$ denote the cellular decomposition induced by the embedding of the Petersen graph Pet in the projective plane $\mathbb{P}$ (see Figure 1(c)). Then the Cartesian product $\triangle \times \mathcal{C}$ induces a cellular decomposition of $\mathbb{S}^{1} \times \mathbb{P}$ consisting of six cycles of three pentagonal prisms, whose graph is $K_{3} \times$ Pet. In this note, we enumerate all other 3-polytopal complexes realizing $K_{3} \times$ Pet.


Figure 1. The Petersen graph (a), its product with a 3-cycle (b), and its embedding into the projective plane (c). The refinement of a missing triangle (d).

Refinement. When looking for a 3 -polytopal complex $\mathcal{K}$ realizing a graph, we can always assume that no facet of $\mathcal{K}$ contains a missing triangle, that is, a 3 -cycle that does not bound a triangular 2 -face. Otherwise, we can always refine any facet with a missing triangle $T$ into two polytopal cells that share the triangle $T$. See Figure 1 (d). Note that the complex $\mathcal{K}$ could still miss a triangle whose edges belong to three distinct facets of $\mathcal{K}$.

## Finding all possible facets

Our first step to enumerate all possible 3-polytopal complexes $\mathcal{K}$ realizing $K_{3} \times$ Pet is to understand the possible candidates for the facets of $\mathcal{K}$. As mentioned earlier, we can assume that the complex $\mathcal{K}$ is refinement minimal: no facet contains a missing triangle. Thus, the facet candidates are given by the induced 3 -connected planar subgraphs of $K_{3} \times$ Pet with no separating 3 -cycle. Assisted by a computer enumeration program, we obtain the graphs of the triangular, pentagonal and hexagonal prisms (as expected), plus the graphs of the four polytopes presented in Figure 2.


Figure 2. The four non-simple facet candidates for a realization of $K_{3} \times$ Pet.
It turns out that these seven polytopes all have red degree at most 2 . We use this property to discard the four candidates of Figure 2, by considering the vertex figures of $\mathcal{K}$. Remember that the vertex figure of a vertex $v$ in a $d$-polytopal complex $\mathcal{C}$ is the ( $d-1$ )-sphere bounding the faces of $\mathcal{C}$ incident to $v$ : it has a $k$-cell for each $(k+1)$-face of $\mathcal{C}$ incident to $v$. In our situation, each vertex figure bounds a 3 -polytope with 5 vertices, which can only be an Egyptian pyramid or a bipyramid over a triangle. Furthermore, the blue and red colors on the edges of the product $K_{3} \times$ Pet induce a coloring of the vertices of our vertex figures. Figure 3 depicts all possible configurations.


Figure 3. All 3-polytopes with 2 blue vertices (stars) and 3 red vertices (circles).
In fact, not all these configurations can appear as vertex figures of $\mathcal{K}$ :

- The first one has two opposite blue vertices on its square base. This would imply that the facet of $\mathcal{K}$ corresponding to this square has a missing 2 -face delimited by two blue edges, which is forbidden by refinement minimality of $\mathcal{K}$.
- The next three have 2 -faces with three red vertices, which is impossible since all facet candidates for $\mathcal{K}$ have red degree at most 2 .
Thus, only the last two configurations of Figure 3 can appear as vertex figures of $\mathcal{K}$, and all the facets of $\mathcal{K}$ are simple. This discards the candidates of Figure 2

Proposition 2. The only facet candidates for a refinement minimal 3-polytopal complex realizing $K_{3} \times$ Pet are the triangular, pentagonal and hexagonal prisms.

## Gluing facets together

In this second step, we study the possible ways of gluing the facet candidates for $\mathcal{K}$. Since only triangular (resp. pentagonal, resp. hexagonal) prisms contain triangles (resp. pentagons, resp. hexagons), we get the following structural result:

Lemma 3. The triangular prisms in $\mathcal{K}$ form disjoint cycles of triangular prisms, obtained as products of the 3 -cycle $K_{3}$ by disjoint cycles of Pet. Any pentagonal (resp. hexagonal) prism of $\mathcal{K}$ belongs to a cycle of three pentagonal (resp. hexagonal) prisms, obtained as the product of the 3 -cycle $K_{3}$ by a 5 -cycle (resp. 6-cycle) of Pet.




Figure 4. The projection representation of three possible 3-dimensional refinement minimal polytopal complexes whose graph is $K_{3} \times$ Pet.

Projecting the facets of $\mathcal{K}$ on the Petersen graph, we obtain a family of 5 -cycles (pentagonal prisms of $\mathcal{K}$ ), a family of 6 -cycles (hexagonal prisms of $\mathcal{K}$ ), and a family of isolated edges (triangular prisms of $\mathcal{K}$ ) such that:
(1) each edge of Pet is covered precisely twice by the elements of these families;
(2) any two elements of these families intersect in at most one edge;
(3) the family of edges form disjoint cycles in Pet.

We have represented three possibilities in Figure 4 . The leftmost one has six 5 -cycles and represents the 3-polytopal complex constructed in Example 1. The middle one has five 5 -cycles and five isolated edges (omitted in the picture). The rightmost one has three 5 -cycles, one 6 -cycle (blue in the picture) and nine isolated edges (omitted again).
Proposition 4. These three complexes are the only refinement minimal 3-polytopal complexes realizing $K_{3} \times$ Pet. None of them is a combinatorial sphere (even less the boundary complex of a 4-polytope).

Remark 5. From our description of refinement minimal complexes realizing $K_{3} \times$ Pet, we can now obtain all complexes realizing $K_{3} \times$ Pet by coarsening along triangular 2-faces. The realizations of Figure 4 give rise to one, four, and seven non-isomorphic realizations, respectively. Thus, we obtain in total twelve non-isomorphic realizations.

## Conclusion

The approach discussed in this note enables us to enumerate all 3-polytopal complexes realizing certain Cartesian products of graphs. As another example, we can prove in a similar way that there is a unique 3-polytopal complex realizing $K_{3} \times K_{3,3}$. Nevertheless, our method only applies to small products (less than 50 vertices, say) for obvious complexity reasons. It leaves open Ziegler's question [4] regarding the polytopality of the Cartesian product of two Petersen graphs, which initially motivated this research.
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#### Abstract

We present a novel method based on Delaunay triangulation for shape recognition. The method is able to represent invariant arcs in a topological context and use that representation for general sign recognition. We utilize Delaunay triangulation for optimal weight assignment and apply maximum bipartite algorithm for shape matching. Extensive runtime analysis indicates that the proposed Delaunay triangulation based method had a significantly better detection rate for the test images than other current methods.


## Introduction

Image understanding is a classical problem which originated several decades ago [5]. Application areas that have been extensively studied are military target recognition, image recognition, object class recognition, image processing and enhancement, face recognition, biometric recognition, Augmented Reality (AR), and motion capture. One defining characteristic of the Visual Sign Recognition problem is the presence of features that are virtually identical if scale and/or rotation are ignored. This property makes the task of shape matching difficult. Such inherent indistinctiveness cannot be properly addressed by a local matching algorithm that considers individual features. The relative locations of these features are important to perform recognition. Furthermore, the distinctiveness of features does not depend on the feature itself but rather on the class of objects being examined. Therefore, a group of training objects must be observed and learned to understand which features are more reliable. Thus, algorithms with simple correspondence techniques that solely rely on features are not sufficient to properly identify geometrically similar objects from a pool of similar shapes (such as traffic signs).

## Literature review

Considerable progress has been made in object recognition domain using feature based classification $[\mathbf{6}, \mathbf{7}]$. However, these methods often fail to detect objects manifested by geometric shapes that are often found in signs and landmarks [7]. Recent studies confirm that most state-of-the-art computer vision techniques struggle to detect geometric properties in objects, resulting in confusion and misclassification [7, 8]. Some authors proposed to discard rotation invariance and consider feature directionality to match the object. In such approaches, the template is rotated at regular intervals and inserted into the database $[4,7,8]$. The matching is performed against a single rotated (and/or scaled) instance of a template. The problem, however, is that this method only works when the shape contains enough distinctive features relative to other objects in the database. Also, the accuracy of the method is dependent on the frequency of the rotation

[^25]interval. To address the above problems, we propose an original method based on Delaunay triangulation (DT), which considers topological relationships among objects. DT has been proven highly beneficial in many applied problems pertaining to space decomposition, biometric processing, information systems, navigation, clustering, and pattern analysis $[\mathbf{3}, \mathbf{1 0}]$.

## Methodology based on Delaunay triangulation

To establish the uniqueness of an object class, we present an original method based on topological relationships to incorporate the relative positions of the geometric features. At first, we considered to establish a topology through a boundary-arc relational graph or clustering from the transitive closure of the relations graph and applying original Maximum Flow Bipartite Matching algorithm [10]. However, there were many issues with methods being computationally expensive and not practical. To provide an optimal topological representation of features, we propose training and matching algorithm to identify objects based on Delaunay triangulation. Each vertex representing a matched 2D object feature, called CART feature (introduced by the authors in [1]), has three directional vectors that define the orientation and characteristics of the edge, with DT constructed on these feature vectors as sites. Next, each graph-edge in the DT represents an augmented feature vector which is constructed using the edge and the CART feature vectors (Fig. 1). The entries are the two simpletones of the CART feature vectors that are joined by the DT edge, the angles of the directional vectors (three for each CART feature), and the length of the DT edge. Then, the characteristics vector of each CART feature is added, containing information such as sharpness, skew, scale, region influence and rotation histogram. The weights are assigned in a consistent manner which is dependent on the type of feature being compared. For Simpletone matching, three weights are needed. Two weights are for the matching priority of the RGB colors, and the third weight is for the dot product of the 2-Simpletone (rod-like patterns in color subspace) directions. In order to compute the distance between two feature vectors, we use the sum of weighted distances of all sub-components. Most distance computations are fairly simple, except the Simpletone distances. These are the "S-tone 1" and "S-tone 2" components of the feature vector. The distance between two 2 -simpletones (or 2.5 -simpletones) is computed as the area of the minimal surface (or the maximum tension surface) that contains both Simpletones. A good way to approximate this surface is by triangulating the four endpoints of the Simpletone [2]. There are four such triangulation possible. The triangulation with the minimum total surface area is chosen as the distance. The area of a triangle in three dimensional space is computed using the cross product of the two edge vectors. When computing distances between clusters in 2.5 -simpletones, the closest distance between $P_{i}$ and $Q_{j}$ is chosen as the edge length.

For training, we assume that we have a number of instances of the object that we call "the templates". Each of these templates contains a single instance of the object which occupies most of the area. A large number of templates should be collected for training in such a way that the background is randomized and the instances cover all aspects of small variations in perspective, lighting, etc. We devised a method based on Delaunay triangulation to adjust the weight matrix in such a way that the impact of the background and the unstable clutter of feature on the matching cost is attenuated. The weight is then assigned to be the inverse of the computed cumulative cost. After the training process is completed, we have a set of templates each consisting of a Delaunay


Figure 1. The feature vector for a Delaunay edge consists of elements from the vertices (green and red represents the two endpoints) and the edge (blue).
triangulation and feature vectors for all vertices and edges. In addition, each DT consists of a weight matrix that maps each edge to an array of weights $w_{k}(e, k)$, where $e$ belongs to $D T(t)$ for the given template $t$ and the subcomponent index $k$ for subcomponent $S_{k}$. For matching, we consider a test image against a given template. The test image is processed using the Simpletone analysis, followed by CART and the feature vector extraction. The template is rescaled in the range [0..1] with respect to the test image at regulag interval. For higher efficiency, we consider a correspondence matrix and examine scale at several levels. Initially, we consider a few evenly distributed scales and pick the best match. In the next level we reduce the range and further refine the scale (i.e., in our case 32 different scases, in 3 levels). For each scale, we find a matching cost is computed using the Maximum Bipartite Matching Algorithm [2] (Figure 3). One crucial optimization is to prune Delaunay edges using the connectivity graph and randomization.
Experimentation. We implemented the proposed method and performed exhaustive experimental studies on performance of the object recognition system.


Figure 2. The two cases describe the response of the training algorithm for two sets of training templates for a feature L .

First, training is carried out by providing positive and negative examples of the object class we are attempting to detect. After this, object recognition system takes as
input a test image and decides whether the image contains an instance of the object class. We analyzed the detection characteristic of the proposed DT based method and compare it with the result obtained from Haar Cascade [9] by creating a training database of 128 stop signs cropped from natural images. In trial with 20 signs and non signs, the detection rate at $80 \%$ had a $65 \%$ FAR, while our DT CART method showed much better performance. The runtime profile indicates that our method outperforms the Haar Cascade for the given set of test images. At $90 \%$ detection rate, the Haar method had a $28.67 \%$ error rate. In comparison, the false alarm rate for our CART based DT method was only $5.33 \%$ at $90 \%$ detection rate. The training time for the Haar method was very high (five day training). The training time for our method was 2 hours. The method achieves near real-time performance with an average 6.73 seconds per frame speed or 9 frames per minute.


Figure 3. Example of a template and corresponding DT.

## Conclusion

We presented a novel method based on DT for shape recognition. The method is able to represent invariant arcs in a topological context and use that representation for general sign recognition. Delaunay triangulation was utilized for optimal weight assignment and then maximum bipartite algorithm ws applied for shape matching. Extensive runtime analysis indicates that the proposed DT-based method has a significantly better detection rate for the test images than popular methods such as Haar transform.
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#### Abstract

In this paper we present an ongoing research work on Delaunay triangulations using GPUbased algorithms. The proposed algorithm is based on Lawson's incremental insertion, taking special care to avoid concurrent insertion of points in triangles and conflicts between edge swaps.


## Introduction

Graphics Processing Units (GPUs) are specialized processors which use a highly parallel structure that makes them perfect for solving problems that can be partitioned into independent and smaller parts. The development of CUDA (Compute Unified Device Architecture) and some programming languages such as OpenCL (Open Computing Language), makes GPUs attractive to solve problems in a parallel way.

Delaunay triangulation is one of the fundamental topics in Computational Geometry and it is used in many areas such as terrain modelling, finite element methods, pattern recognition, computer graphics, data interpolation, robotics, etc. Although the 2D Delaunay triangulation can be computed in $O(n \log n)$ time, where $n$ is the number of input points, it still consumes a lot of time, especially for current applications that often need to work with millions of points. In such cases, a parallel algorithm is necessary to accelerate its computation.

In Lawson's incremental algorithm, when a point is inserted, the triangle that contains it is found, and three new edges are inserted to attach the new vertex to the vertices of the containing triangle. Next, a recursive procedure tests whether the new vertex lies within the circumcircles of any neighbouring triangles. Each affirmative test triggers an edge flip that removes a locally not Delaunay edge. Each edge flip reveals two additional edges that must be tested. Thus, two points lying in the same triangle cannot be inserted at the same time, and two points lying in different triangles can not be processed independently if they share neighbours. In this paper we propose a GPU-based algorithm in OpenCL language that avoids concurrent insertion of points in triangles and conflicts between edge swaps.

## 1 Related work

Several methods [3, 4, $\mathbf{7}, \mathbf{9}$ for parallel Delaunay triangulation use the divide and conquer strategy to construct partial Delaunay triangulations in subregions, and finally merge these partial triangulations to get the result. However, this kind of algorithms have the following drawbacks. First, the merge phase is quite complex because it involves not only building the faces connecting the subregions but also correcting of existing faces in the

[^26]subregions to satisfy the Delaunay criterion. In the worst case, these corrections affect the whole triangulation. Second, the merge phase is done by just one processor and thus it limits the efficiency of the algorithm.

Parallel 2D Delaunay triangulation algorithms [1, 2, 5, 6] avoiding the divide and conquer strategy are inspired on Bowyer-Watson's algorithm that is based on incremental insertion with cavity retriangulation. Firstly, these algorithms create a coarse triangulation of a subset of points. Secondly, the triangles are partitioned into areas and assigned to processors and the parallel insertion begins. Synchronizations across area boundaries are necessary.

In [8], a randomized insertion is used as a base for the parallel algorithm. The triangulation is structured in a directed acyclic graph (DAG) that stores the history of its changes. This algorithm consists of three phases: location, subdivision and legalization where the circumcircle criterion is applied and, if necessary, the local part of the triangulation is modified. All three phases of the algorithm need to access the DAG structure. A node of the DAG can be accessed simultaneously by several threads. When any of these threads needs to modify it, synchronizations among the threads are implemented to avoid artifacts in the resulting triangulation.

Other methods 10, 11 are based on computing by GPU a discrete Voronoi diagram of the points, store it in a texture, and use it to derive the Delaunay triangulation. The drawback of these methods is that the accuracy of the triangulation strongly depends on the resolution of the texture.

## 2 Our approach

In CUDA, the parallelizable parts of an algorithm are executed by a collection of threads grouped into blocks of user defined size running in parallel. The code to be executed by each thread is written in a kernel where different types of memory can be used: registers (local memory of a thread), global (accessible to thread) and shared (accessible by every thread of a block). Atomic operations are used to operate on a memory position without allowing any other access to that memory position during the process.

After the initialization phase, we follow an iterative process that finishes when all input points are inserted into the Delaunay triangulation. In each iteration we insert as many points as possible with the condition that only one point can be inserted into one single triangle. Each iteration is divided into three steps: location, where the triangle containing every non inserted point is determined; insertion, where at most one point is inserted in a triangle; and swapping, where non Delaunay edges are swapped avoiding conflicts between them.

### 2.1 Initialization phase

In order to use as efficiently as possible the GPU's resources the following data structures are used. Let $n$ be the number of vertices. Vertices is an array of size $n+3$ where each element contains a position $(x, y)$ in 2D. Its first three positions corresponds to the three vertices of an auxiliary large triangle that contains all points. Triangles is a $2 n+1$ sized array of indices to Vertices where each three consecutive indices correspond to a triangle. Position zero of this array corresponds to the auxiliary triangle. The array Neighbours contains indices to neighbors and future neighbors triangles of each triangle. Each six consecutive indices are related to a triangle. The first three correspond to
neighbors of the triangle and the last three to future neighbors of the triangle before executing a swapping. Other arrays storing results of intermediate steps are needed to facilitate the general process. For each vertex, the Inserted array contains a flag to know whether the vertex has been inserted or not, and the ContainingTriangle array indicates which triangle contains the vertex. Initially, all the vertices are contained in the auxiliary triangle. For each triangle, the VertexToInsert and the EdgeToSwap arrays respectively record the vertex to be insert in the triangle and the edge of the triangle to be swapped. All arrays are allocated in the global memory.

### 2.2 Location step

This step updates ContainingTriangle and VertexToInsert by the use of a kernel. Each thread operates on a vertex of index $i$. If vertex $v=\operatorname{Vertices}[i]$ is not inserted yet into the triangulation (Inserted $[i]=0$ ) and it is not contained into its assigned triangle $t=$ ContainingTriangle[i], a walking process is launched along direction $c v$, where $c$ is the centroid of $t$, until the triangle $t^{\prime}$ containing $v$ is reached. If $v$ lies on an edge, it is assigned to the triangle with less index incident to the edge. Then, ContainingTriangle $[i]$ is updated with $t^{\prime}$ and VertexToInsert $\left[t^{\prime}\right]$ is updated with $v$ by the use of an atomic operation. In this manner, VertexToInsert $\left[t^{\prime}\right]$ contains the first vertex arriving to $t^{\prime}$.

### 2.3 Insertion step

This step inserts the vertices stored in VertexToInsert into the triangulation by the use of three kernels. Each thread of the kernels operates on a vertex of index $i$. Let triangle $t=$ ContainingTriangle $[i]$. If $i=$ VertexToInsert $[t]$, triangle $t$ will be subdivided in three triangles of indices $t, 2 i+1$ and $2 i+2$. The first kernel checks, for each neighbour $t^{\prime}$ of $t$, if neigbour $t$ of $t^{\prime}$ will be $2 i+1$ or $2 i+2$ after the subdivision of $t$. In that case, this information is stored in the future neighbours part of Neighbours $\left[t^{\prime}\right]$. The second kernel effectively inserts $i$ in $t$ by using its future neighbours.

### 2.4 Swapping step

This step swaps edges and is separated in three kernels that operate on a triangle of index $t$. The first kernel selects, if there exists, an edge of $t$ to be swapped and stores it in EdgeToSwap. An edge is candidate to be swapped if it does not fulfill the Delaunay criterion and it is the only one edge of the adjacent neighbour triangle candidate to be swapped. Then three cases arise: (1) Only one edge can be swapped -then it is selected to be swapped if $t$ is lower than the adjacent neighbour; (2) two edges are candidates to be swapped - then one of them is chosen for swapping; and (3) three edges are candidates to be swapped - then again one of them is chosen for swapping. If an edge has been selected, let $t^{\prime}$ be the neighbouring triangle of $t$ sharing the edge. Then, all triangles $t^{\prime \prime}$ adjacent to the quadrilateral determined by $t$ and $t^{\prime}$ are updated in the following way. If after the edge swapping, neighbour $t$ of $t^{\prime \prime}$ will be changed by $t^{\prime}$ or viceversa, this information is stored in the future neighbours part of Neighbours $\left[t^{\prime \prime}\right]$. The second kernel effectively swaps the selected edge, while the third kernel updates the neighbours with the information stored in future neighbours. These three kernels are executed sequentially until no edge can be selected.

## 3 Results

The algorithm has been executed ten times on each of five different sets of random points. Table 1 shows the mean running times (the input set of vertices is previously loaded in memory) and mean number of iterations for computing the Delaunay triangulations. These results have been carried out on a computer equipped with an $\operatorname{Intel}(R)$ Pentium (R) D CPU $3.00 \mathrm{GHz}, 3.5 \mathrm{~GB}$ RAM and a GPU NVidia GeForce GTX 580/PCI/SSE2 which has a cached global memory, reducing the access to global memory problems and time.

| $n$ | 25600 | 52100 | 256000 | 521000 | 1000000 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Mean time (s) | 0.088 | 0.146 | 0.665 | 1.283 | 2.373 |
| Mean iterations | 18 | 19 | 21 | 23 | 24 |

Table 1. Behaviour of the proposed algorithm.
As it has been pointed out in the abstract, in this paper we present an ongoing research. Future work will consist in studying the behaviour of our approach on different point distributions and comparing its performance with the current parallel implementations.
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#### Abstract

Let $S$ be a set of $n+m$ sites, of which $n$ are red and have weight $w_{R}$, and $m$ are blue and weigh $w_{B}$. The objective of this paper is to calculate the minimum value of $w_{R}$ such that the union of the red Voronoi cells in the weighted Voronoi diagram of $S$ is a connected set. The problem is solved for the multiplicatively-weighted Voronoi diagram in $\mathcal{O}\left((n+m)^{2} \log (n m)\right)$ time and for the additively-weighted Voronoi diagram in $\mathcal{O}(n m \log (n m))$ time.


## Introduction

Suppose that $S=R \cup B$ is a set of $n+m$ sites, $n$ of which are red and $m$ of which are blue; and let $\operatorname{VD}(S)$ denote the ordinary Voronoi diagram of $S$. A Voronoi cell of $\mathrm{VD}(S)$ is said to be red (resp. blue) if the corresponding generator site is red (blue). The goal of this paper is to connect the red cells in order to allow one to travel within red regions following paths that do not cross blue regions. If this is not possible for $\operatorname{VD}(S)$, then there are several options to make this happen; for instance, one can add red sites or delete some blue sites, or even move sites. The approach chosen in the following is to assign different weights to red and blue sites and therefore consider their weighted Voronoi diagram (using multiplicatively- and additively-weighted distances) [5]. All red sites are assigned the same weight $w_{R}$, as all blue sites are assigned $w_{B}$. Consequently, the main goal is to calculate the values of $w_{R}$ and $w_{B}$ for which the union of red cells is connected. As it is easy to realise, in these conditions the only relevant data is the relationship between $w_{R}$ and $w_{B}$. Therefore, and assuming $w_{B}$ constant, the problem can be restated as calculating the minimum weight $w_{R}^{*}$ of the red sites that connects all red cells under the appropriate diagram.

Let $\mathrm{VD}^{w}(S)$ denote the weighted Voronoi diagram of $S$. Bear in mind that $\mathrm{VD}^{w}(S)=$ $\mathrm{VD}(R)$ when the weight of $R$ tends to infinity, which assures the existence of a solution to our problem. It is clear that the structure of $\mathrm{VD}^{w}(S)$ depends on the weight of $R$

[^27]and if $w_{R}$ is small enough then $\mathrm{VD}^{w}(S)=\operatorname{VD}(B)$. Starting from this case, increasing $w_{R}$ will expand the red cells and eventually two of them will meet and form one red connected component of $\mathrm{VD}^{w}(S)$. The point where these two cells meet is called a critical point. As red cells keep expanding, more will connect at different weights and each of these weights will be defined by a sole critical point. The sought weight is the one that finally unites the last two disconnected red components of $\mathrm{VD}^{w}(S)$. Consequently, finding these critical points is the key to solve the problem. The remainder of this paper is divided in two sections that correspond to the two types of weighted distances in question: multiplicatively- and additively-weighted distance, respectively.

## 1 Multiplicatively-weighted distance

The weighted distance used in this section is called the multiplicatively-weighted distance. Given a point $p$ on the plane and $s_{i} \in S$, its distance is defined by $d_{M}\left(p, s_{i}\right)=\frac{1}{w} d_{E}\left(p, s_{i}\right)$, where $d_{E}$ is the Euclidean distance and $w$ should be replaced by the current weight of $R$ if $s_{i} \in R$ or $w_{B}$ if $s_{i} \in B$. The multiplicatively-weighted distance characterises the multiplicatively-weighted Voronoi diagram of $S$ [2]. As previously mentioned, critical points are the key to calculate $w_{R}^{*}$, and in order to find them we need to understand how red cells form clusters on this diagram. To this end, the following definition characterises the events where the red cells of $\operatorname{VD}^{w}(S)$ meet. Let $b\left(s_{i}, s_{j}\right)=\left\{p \in \mathbb{R}^{2}: d_{M}\left(p, s_{i}\right)=\right.$ $\left.d_{M}\left(p, s_{j}\right)\right\}$ denote the bisector between sites $s_{i}$ and $s_{j}$.
Definition 1.1. If $w_{R}$ is the exact weight of $R$ when two red cells of $\operatorname{VD}^{w}(S)$ meet for the first time at point $c$, then $c$ is a critical point of type $I$ if there exist red sites $r_{i}$ and $r_{j}$ and blue sites $b_{k}$ and $b_{l}$ such that $\{c\}=b\left(r_{i}, b_{k}\right) \cap b\left(r_{i}, b_{l}\right) \cap b\left(r_{j}, b_{k}\right) \cap b\left(r_{j}, b_{l}\right)$. Otherwise $c$ is a type II critical point: if $w_{R}<w_{B}$ and $c$ belongs to the blue cell of $\mathrm{VD}^{w}(S)$ defined by $b_{k}$ then $\{c\}=b\left(r_{i}, b_{k}\right) \cap b\left(r_{j}, b_{k}\right)$; if $w_{R}>w_{B}$ and $c$ belongs to the red cell of $\mathrm{VD}^{w}(S)$ defined by $r_{i}$ then $\{c\}=b\left(r_{i}, b_{k}\right) \cap b\left(r_{i}, b_{l}\right)$.


Figure 1. $\operatorname{VD}(R)$ is shown in a dashed red trace and $\operatorname{VD}(B)$ in dark blue. (a) Point $c$ is a type I critical point. (b) Point $c$ is a type II critical point for $w_{R}<w_{B}$. (c) Point $c$ is a type II critical point for $w_{R}>w_{B}$.

Figure 1(a) shows clearly that a type I critical can also be found as an intersection point between $\operatorname{VD}(R)$ and $\operatorname{VD}(B)$. As the weight of $R$ increases, the red cells defined by $r_{1}$ and $r_{2}$ will meet at $c$ and form one red connected component of $\mathrm{VD}^{w}(S)$. Figures 1(b) and 1(c) illustrate two examples of critical points of type II. Figure 1(c) also shows that the regions of the multiplicatively-weighted Voronoi diagram may be disconnected. Therefore, a critical point is also created when a region meets itself (in this case, point $c$ at the intersection of the two red cells defined by $r_{1}$ ).

Proposition 1.2. Red connected components of $\mathrm{VD}^{w}(S)$ can only meet at critical points of type I or II.
Proposition 1.3. Red connected components of $\mathrm{VD}^{w}(S)$ can only meet $\mathcal{O}(n+m)$ times.
A method to find candidates to critical points follows directly from Definition 1.1. As previously noted, candidates to type I critical points are easily found since they exist on the intersections of the edges of $\operatorname{VD}(R)$ with $\operatorname{VD}(B)$. If $\{c\}=b\left(r_{i}, r_{j}\right) \cap b\left(b_{k}, b_{l}\right)$, then the weight $w_{R}$ needed to reach $c$ with red sites is given by

$$
d_{M}\left(c, r_{i}\right)=w_{B} \frac{d_{E}\left(c, r_{i}\right)}{d_{E}\left(c, b_{k}\right)} .
$$

Candidates to type II critical points depend on the relationship between $w_{R}$ and $w_{B}$ to be found on edges of $\operatorname{VD}(R)$ or on edges of $\operatorname{VD}(B)$. However, the procedure to find them is similar and so only the first case will be described: candidates to critical points on edges of $\operatorname{VD}(R)$ that fall in the interior of cells of $\operatorname{VD}(B)$. Since an edge of $\operatorname{VD}(R)$ may cross several cells of $\operatorname{VD}(B)$ (see Figure 1(b)), one decides which is the blue site responsible for $c$ by computing all the intersection points between such edge of $\operatorname{VD}(R)$, $b\left(r_{i}, r_{j}\right)$, and $\operatorname{VD}(B)$. For each intersection point $p_{k}$ that corresponds to a blue site $b_{k}$, calculate $d_{M}\left(p_{k}, r_{i}\right)-d_{M}\left(p_{k}, b_{k}\right)$. This distance will be zero at $c$ and therefore studying how this value alternates along $b\left(r_{i}, r_{j}\right)$ is the solution to find the cell of $\operatorname{VD}(B)$ where $c$ is. Once blue site $b_{k}$ is found, one can work out the functions that describe $b\left(r_{i}, b_{k}\right)$ and $b\left(r_{j}, b_{k}\right)$, both depending on the unknown weight of $R$. Finally, $c$ is found at the minimum weight of $R$ for which these bisectors are tangent.
Proposition 1.4. There are $\mathcal{O}(n m)$ candidates to critical points.
This proposition shows that there is a gap between the actual number of critical points and the number of candidates to critical points. To conclude, a binary search will then locate $w_{R}^{*}$ amongst these candidates, as stated in the following theorem.
Theorem 1.5. Concerning the multiplicatively-weighted distance, weight $w_{R}^{*}$ can be found in $\mathcal{O}\left((n+m)^{2} \log (n m)\right)$ time.
Proof. The first task to find candidates to critical points is to construct and intersect $\mathrm{VD}(B)$ and $\operatorname{VD}(R)$, which takes $\mathcal{O}(n m \log (n+m))$ time (3). According to Proposition 1.4 , there are $\mathcal{O}(n m)$ of these candidates that correspond to $\mathcal{O}(n m)$ different weights. Afterwards, sort these weights into a list in ascending order, which takes $\mathcal{O}(n m \log (n m))$ time. A binary search will locate $w_{R}^{*}$ on this list: for each listed weight, construct $\mathrm{VD}^{w}(S)$ in $\mathcal{O}\left((n+m)^{2}\right)$ time [2]. Using this diagram, build a graph $G$ that has a node for each red cell and two nodes are connected if the respective cells are neighbours. To verify if $G$ is connected, traverse it using the Depth-First Search algorithm that runs in $\mathcal{O}\left((n+m)^{2}\right)$ time [4]. If $G$ is indeed connected, then the search proceeds to lower weights, otherwise it proceeds to higher weights. Finally, this step takes $\mathcal{O}\left((n+m)^{2}\right)$ time for each weight and so it is concluded in $\mathcal{O}\left((n+m)^{2} \log (n m)\right)$ time.

## 2 Additively-weighted distance

The weighted distance studied in this section is called the additively-weighted distance and is defined by $d_{A}\left(p, s_{i}\right)=d_{E}\left(p, s_{i}\right)-w$. Such distance characterises the additivelyweighted Voronoi diagram of $S$ [1]. The method to find critical points on this diagram is
similar to the one used in the last section - the main difference here is that the regions of the additively-weighted Voronoi diagram are always connected, if they exist. Let $b\left(s_{i}, s_{j}\right)=\left\{p \in \mathbb{R}^{2}: d_{A}\left(p, s_{i}\right)=d_{A}\left(p, s_{j}\right)\right\}$ represent the bisector between sites $s_{i}$ and $s_{j}$.
Definition 2.1. If $w_{R}$ is the exact weight of $R$ when two red cells of $\operatorname{VD}^{w}(S)$ meet for the first time at point $c$, then $c$ is a critical point of type $I$ if there exist red sites $r_{i}$ and $r_{j}$ and blue sites $b_{k}$ and $b_{l}$ such that $\{c\}=b\left(r_{i}, b_{k}\right) \cap b\left(r_{i}, b_{l}\right) \cap b\left(r_{j}, b_{k}\right) \cap b\left(r_{j}, b_{l}\right)$. Otherwise $c$ is a type II critical point if $\{c\}=\overrightarrow{b_{i} r_{i}} \cap b\left(r_{i}, r_{j}\right)$, where $\overrightarrow{b_{i} r_{i}}$ is a ray from $b_{i}$ to $r_{i}$.


Figure 2. $\operatorname{VD}(R)$ is shown in a dashed red trace and $\operatorname{VD}(B)$ in dark blue. Point $c$ is a critical point of type I in (a) and of type II in (b).

As before, type I critical points are found on the intersections of $\operatorname{VD}(R)$ and $\operatorname{VD}(B)$ (see Figure 2(a)). A type II critical point $\{c\}=\overrightarrow{b_{1} r_{1}} \cap b\left(r_{1}, r_{2}\right)$ is shown in Figure 2(b).
Proposition 2.2. Red connected components of $\mathrm{VD}^{w}(S)$ can only meet at critical points of type I or II, and they will meet $\mathcal{O}(n)$ times at most.
Proposition 2.3. There are $\mathcal{O}(n m)$ candidates to critical points.
Once again, there is a gap between the actual number of critical points and the number of candidates to critical points. As soon as the list of these candidates is found, $w_{R}^{*}$ can be located by means of a binary search. Since this is the same method as used in Theorem 1.5, the proof of the ensuing result is omitted.
Theorem 2.4. Concerning the additively-weighted distance, the weight $w_{R}^{*}$ can be found in $\mathcal{O}(n m \log (n m))$ time.

Observe that it is possible for a type II critical point to exist "in the infinity" and this is true for both weighted distances. Nonetheless, this solution is not interesting to our problem as a path visiting all red cells would be infinitely long. Therefore, we assume the existence of a bounding box or of a polygon containing all the sites of $S$. In both cases, this type of critical point can be found as the intersection between the respective bisector (between the red sites) and such bounding box.
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#### Abstract

In this paper we propose the use of Voronoi diagrams to automatically recalibrate sensors. Every sensor will compute some estimate of its own value that depends on the information measured by its Delaunay neighbors using Sibson's interpolation. Whenever this value is too different from its own measures, the sensor should recalibrate and assume the estimate to be its real measurement. We have implemented a software simulating the behaviour of this recalibration process. Our experiments show that, for perturbations higher than a $30 \%$ of their original values, a $99.62 \%$ of the sensors are recalibrated even for very degradated sensor networks. The total number of comunication rounds averages 6.33 , having $98.87 \%$ of the experiments required 9 rounds or less. On the other hand, for perturbations ranging from 10 to $100 \%$, we wrongly recalibrate on average a $20.0 \%$ of the sensors that had correct values, but the average translation of the wrong recalibrations is nearly one half of the correct ones.


## Introduction

Wireless sensor networks can provide dense monitoring of environments. Whenever factors like humidity, temperature, light or others have to be strictly controlled, sensor networks happen to be one of the best solutions [1. In these situations, redundant information is usually captured in order to successfully detect misfunctions in the sensors. A dense deployment of the sensors is therefore needed due to the error-prone nature of these little devices. In fact, environments such as nuclear plants or concrete factories among others have strict regulations on how often sensors have to be recalibrated in order to ensure the accuracy of the measured values. This calibration process is usually performed manually with a high cost on human resources. Moreover, the need to certify the correct behaviour of the sensors in the meantime increases their manufacturing cost.

In this paper we present a second step (see the first in [3) towards the study of the usefulness of Sibson's interpolation [4] in sensor networks, and evaluate its power in order to automatically detect and correct outliers in a densely deployed wireless sensor network (see [2] for a survey on other outlier detection methodologies). For each sensor, we compare its measured value with a weighted mean of the values measured by its Delaunay neighbors. Whenever these two values differ significantly, the sensor is recalibrated and the interpolated value is assumed to be the real measure.

## 1 Sibson's interpolation for a sensor network

Given a point $p$ and a set $S$ of sites $s_{i}$ in the plane with associated values $z_{i}$, the value at point $p$ is computed as a weighted mean as follows. Let $s_{1}, \ldots, s_{k}$ be the Delaunay neighbors of $p$ when we insert it in the Voronoi $V D(S)$ diagram of $S$. The weight of neighbor $s_{j}$ for $j \in\{1, k\}$ is the proportion of the area of the Voronoi region of $p$ in $V D(S \cup p)$ that intersects the Voronoi region of $s_{j}$ in $V D(S)$; see Figure 1 .

[^28]

Figure 1. Sibson's interpolation assigns weights to the Delaunay neighbors according to the proportion of their area in the shaded Voronoi region.

In [3] we explored the effect of different synchronization schemes for this technique since circular references arise in the process. We simulated both synchronous and asynchronous processes. In the first, recalibrations happen after communication rounds, while in the latter, values are updated independently. We concluded that the synchronous process needs less rounds to reach stability and shows better correction levels. Another interesting result therein is that whether the simulated input shape was a circle or a square did not significantly affect the measured values. The results in the present work are thus performed with a synchronous scheme for simulated disc-shaped sensor networks.

## 2 Experimental results

The sensor network has been simulated following a uniform distribution on a disc. We have set the values of the sensors according to a normal distribution centered at the origin (see Figure 2). We have changed the values of some of the sensors by some proportion and marked which of the sensors were recalibrated afterwards. We call the proportion of corrected values the success ratio. On the other hand, the non-correct ratio is the proportion of the sensors that have been wrongly recalibrated.


Figure 2. Input sensor network and assigned data (left). 3D view of a degradated network with a $20 \%$ of faulty sensors that need recalibration (center). 3 D view of a recalibrated network (right).

We have performed 1500 simulations using a latin hypercube scheme, where the following four parameters have been studied:

- Size: The number of sensors is a value between 100 and 1000 .
- Resistance: A sensor accepts its neighbour's value when it differs from its measured value from 0.005 to 0.05 .
- Errors: The proportion of sensors with wrong values varies between $10 \%$ and $50 \%$.
- Strength: The measures of the sensors with errors are between $10 \%$ and $100 \%$ of their original values.
Since wrongly calibrated sensors are chosen randomly, for each combination of these four parameters, 5 runs have been performed.

Our experiments show that the most significant parameter is strength, being the other three of little to none effect. Figure 3 shows the performance ratios and the translation for the measured values with respect to the strength. We can see that, for small perturbations (a strength value of less than $30 \%$ ), the success ratio sometimes does not even reach $50 \%$, but the miscalculated recalibrations are also very low. On the other hand, for values bigger than $30 \%, 99.62 \%$ of the wrongly working sensors are correctly detected and recalibrated.

With respect to the average translation of the measured values, we can say that, as expected, the higher the value of the strength parameter, the bigger the translation performed. Nevertheless, the translation of the successful recalibrations for those high values nearly doubles the one of the wrongly recalibrated sensors.


Figure 3. On the left, success ratio (dark) and non-correct calibrations ratio (light). On the right, average translation of correct calibrations (dark) and noncorrect ones (light).

The number of communication rounds is less sensitive to the strength but tends to increase both with high strength values and bigger input sizes. Anyway, the average number of rounds is as low as 6.33 , and $98.87 \%$ of the experiments have required 9 rounds or less. Figure 4 shows the histogram of the number of comunication rounds for all experiments performed.


Figure 4. Histogram of the number of comunication rounds.

## 3 Conclusions

We have implemented a software that simulates a recalibration process based on Sibson's interpolation. Among the four parameters used in order to launch the experiments using Latin hypercube sampling, the variation on the original values (strength) is the most important one. In fact, all measured values have a high dependence on this parameter and it affects from the success ratio to the number of comunication rounds. On the other hand, the threshold value that marks when a sensor has to be recalibrated (resistance) seemed to be of importance a priori, but the experimental results show that its effect is negligible. Similarly, the amount of wrong data (errors) was not important, at least with the reasonable assumption that it had to be less than $50 \%$.

This is an ongoing work and we still seem to have more questions than answers. In particular, it would be very useful to address the same problem in a non-random setting, where sensors do not simply misfunction, but are attacked in a strategical way. Two interesting approaches appear: how to defend a sensor network from such an attack, and how to attack such a sensor network.
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#### Abstract

We introduce a simple algorithm for constructing a spiral serpentine polygonization of a set $S$ of $n \geq 3$ points in the plane. Our algorithm simultaneously gives a triangulation of the constructed polygon at no extra cost, runs in $O(n \log n)$ time and uses $O(n)$ space.


## Introduction

A polygonization of a planar point set $S$ is a simple polygon having $S$ as the set of its vertices. Different types of polygonizations have been investigated in settings where objects are being constructed from limited data, such as pattern recognition and image reconstruction [3, 5, 6]. The number of polygonizations for a given point set can be exponential in $n$, even when restricted to monotone or star-shaped polygonizations [7].

Agarwal et al. have discussed the attractiveness of the subset of polygonizations that admit thin triangulations, which minimize the number of nodes of degree three in the dual, and in particular, serpentine triangulations, whose dual graph is a path. In [2], the authors gave an $O(n \log n)$ algorithm for computing a serpentine polygonization of a point set $S$.

We show that any point set $S$ has a spiral serpentine polygonization. A spiral serpentine polygon is a simple polygon possessing at most one chain of reflex vertices and exactly one chain of convex vertices (see Figure 1) and admitting a serpentine triangulation. We present a simple algorithm in Section 1 for constructing such a polygonization in $O(n \log n)$ time, requiring $O(n)$ space and explicitly giving a serpentine triangulation at no extra cost. In Section 2, a series of claims are presented (many without proof due to space constraints) establishing the correctness of the algorithm.

(a.)

(b.)

Figure 1. A spiral polygon is shown in (a.) and a serpentine triangulation of this polygon is shown in (b.), where the dual of the triangulation is the path depicted.

[^29]
## 1 The algorithm

Here we introduce the algorithm SpiralSerpentinePolygonize, which produces a spiral serpentine polygonization of a planar set $S$ of $n \geq 3$ points. During the first step of the algorithm's execution, we compute the convex layers of all points in $S$. The points of a convex layer $L$ have depth $d_{L}$, the number of times one would have to iteratively remove the convex hull of $S$ until the points of $L$ are removed [1, 4]. After identifying the rightmost point with minimum $y$-coordinate, the algorithm processes one unvisited point of $S$ at a time. Each point becomes a vertex of a new triangle that is attached to a visible edge of the triangulation constructed so far. The spiral and serpentine invariants are maintained throughout as we discuss in Section 2.

Algorithm: SpiralSerpentinePolygonize $(S)$
.) Compute the convex layers of $S$.
2.) Determine $p_{1} \in S$, the point with smallest $y$-coordinate (breaking ties by maximizing the $x$-coordinate). Mark $p_{1}$ as visited.
3.) Set $p^{*}=p_{1}$ as the pivot point. Let $p_{2}$ be the first point encountered by rotating counterclockwise the rightwards ray emanating from $p_{1}$ (breaking ties by picking the point closest to $p^{*}$ ); mark $p_{2}$ as visited. Set $p^{* *}=p_{2}$; we call $p^{* *}$ the pass through point. Set $\widehat{p^{*}}=$ null; $\widehat{p^{*}}$ is the previous pivot point. Draw the segment $\overline{p^{*} p^{* *}}$.
4.) while all points have not been visited

Find the next unvisited point $q$ encountered by rotating ccw the ray $\overrightarrow{p^{*} p^{* *}}$ about the pivot point $p^{*}$. ( $q$ is found in time $O(\log n)$ using binary search on points of depth within 1 of the depth of $p^{*}$. Ties are broken by picking the point closest to $p^{*}$.)
if $p^{* *} p^{*} q$ forms a right turn
Mark $q$ as visited
Draw segments $\overline{p^{*} q}$ and $\overline{p^{* *} q}$
Set $\widehat{p^{*}}=p^{*}$
Set $p^{*}=q$
else
Set $p^{* *}=p^{*}$
Set $\hat{p}^{*}=\widehat{p^{*}}$
Set $\widehat{p^{*}}=$ null
end while


Figure 2. The states of the algorithm at iterations $i$ and $i+1$, respectively, during the execution of SpiralSerpentinePolygonize on an example point set. The gray region indicates where unvisited points may lie. No point will be marked as visited during the $(i+1)^{\text {th }}$ iteration in this example.

In Figure 2 we illustrate a typical state of the algorithm at iteration $i$. The region of points yet to be visited is depicted in gray. In this example, the point with the maximum $y$-coordinate among the unvisited points in the gray region will be marked as visited during the $i^{\text {th }}$ iteration. After updating the labels of the points according to the if clause, we obtain the state shown on the right. Clearly, the next point $q$ encountered by rotating $\overrightarrow{p^{*} p^{* *}}$ will not be such that $p^{* *} p^{*} q$ forms a right turn. Thus, the else clause is executed, causing a "back-up" relabeling of the pivot point and reassignment of the pass through point.

## 2 Correctness

Lemma 2.1. The while loop of SpiralSerpentinePolygonize terminates within $2 n$ iterations.

The reasoning behind this claim is that execution of the else clause of the while loop, during which no point is marked as visited, can only happen at most on every other iteration of the loop. We now show that the algorithm's output is a spiral polygon:
Lemma 2.2. SpiralSerpentinePolygonize constructs a spiral polygon $P$.
Proof. The proof is by induction on the iteration count. After the first iteration, we have just one triangle, which is trivially spiral. Assume the claim holds after $k<n$ iterations and consider the state after the $(k+1)^{\text {th }}$ iteration. We remove the point $q_{k+1}$ that was most recently appended along with the two edges incident to this point (if no point was appended on the $(k+1)^{t h}$ iteration, then the triangulation is unchanged and we are done). Use labels $\widehat{p^{*}}, p^{*}, p^{* *}$ as assigned at the end of the $k^{t h}$ iteration. The resulting polygon is spiral by the induction hypothesis. We need to show that, when $q_{k+1}$ is processed, (a) $p^{* *}$ remains a convex vertex, and (b) $p^{*}$ becomes a reflex vertex (unless $p^{*}=p_{1}$ ).

We consider $p^{* *}$ first. When this vertex was originally marked as visited during iteration $j<k$, it took on the label $p^{*}$ during iteration $j$. On the subsequent iteration, no unvisited point $q$ was discovered such that $p^{* *} p^{*} q$ formed a right turn; otherwise, $p^{*}$ would have been given the label $\widehat{p^{*}}$ and could never become a pass through point during some future iteration. It follows that any unvisited point $q$ (including $q_{k+1}$ ) encountered in a subsequent iteration must be to the left of the oriented line $p^{* *} p^{*}$. Hence, $p^{* *}$ remains a convex vertex.

We now look at $p^{*}$. If $p^{*}=p_{1}$, then it is on the convex hull and will necessarily be a convex vertex.

Now, let $i$ be the first iteration for which $p^{*} \neq p_{1}$ and $p^{* *} p^{*} q$ forms a right turn. If no such $i$ exists, we argue as before. Since $p^{*}$ necessarily has a depth of 2 at iteration $i$, there must be a point to the left of the oriented line $p_{1} p^{*}$ with an edge to $p^{*}$ in the polygonization, ensuring that $p^{*}$ is reflex. This establishes the base case.

Suppose the claim holds after $k>i$ iterations. Then we wish to show that the current pivot point $p^{*}$ becomes a reflex vertex upon the appendage of $q_{k+1}$. If no point is marked as visited on the $(k+1)^{t h}$ iteration, then we simply relabel the pivot and pass through points, and the polygonization remains the same. Otherwise, we observe that $q_{k+1}$ cannot be to the right of the oriented lined $v p^{*}$, where $v$ is the reflex vertex previous to $p^{*}$ along the reflex polygonal chain ( $v=\widehat{p^{*}}$ if $\widehat{p^{*}} \neq$ null $)$; otherwise, $q_{k+1}$ would have been discovered previously according to the behavior of the algorithm. In other words, as in the left image of Figure $2\left(v=\widehat{p^{*}}\right.$ in this example), the remaining unvisited points
are to the left of the oriented line $v p^{*}$. It follows that $v p^{*} q_{k+1}$ forms a left turn, making $p^{*}$ a reflex vertex. We conclude that $Q$ is spiral.

The subsequent two lemmas establish that, at the completion of the algorithm, a serpentine triangulation of the polygon is constructed. Although the proofs are omitted here, they are based on the observation that the algorithm constructs the polygon by simply attaching triangles iteratively. The serpentine property follows from each triangle being attached to a visible edge of the most recently formed triangle.
Lemma 2.3. SpiralSerpentinePolygonize constructs a triangulation $T$ of $P$.
Lemma 2.4. The triangulation $T$ constructed by SpiralSerpentinePolygonize is serpentine.

The previous four lemmas yield the desired result, stated in the following theorem:
Theorem 2.5. SpiralSerpentinePolygonize constructs a spiral serpentine polygon.
We see below that we need only consider a subset of all unvisited points during an iteration of the algorithm's while loop. Finally, we examine the algorithm's runtime and space usage:
Lemma 2.6. When searching for the next unvisited point during the execution of SpiralSerpentinePolygonize, we need only consider points having depth within one of the depth of the current pivot point.

Theorem 2.7. SpiralSerpentinePolygonize runs in $O(n \log n)$ time and requires $O(n)$ space.

Proof. The convex layers of $S$ can be computed in $O(n \log n)$ time using $O(n)$ space [4]. Each subsequent point marked as visited during the execution of the while loop has depth within one of the depth of the current pivot point by Lemma 2.6. Hence, we may perform binary type searches on unvisited points of candidate convex layers in $O(\log n)$ time per iteration. There are at most $2 n$ iterations by Lemma 2.1 arriving us at the desired $O(n \log n)$ run time. Since the convex layers, input points, and outputted segments can be stored in arrays of linear size, we require just $O(n)$ space.
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#### Abstract

Let $P$ be a set of $n$ points in the plane. We solve the problem of computing the orientations


 for which the rectilinear convex hull of $P$ has minimum area in optimal $\Theta(n \log n)$ time and $O(n)$ space.
## Introduction

The interest in the rectilinear convex hull of planar point sets arises from the study of ortho-convexity [10], a relaxation of traditional convexity. Unlike convex regions, an ortho-convex region might be disconnected, which makes the study of the ortho-convex closure for a point set [5, 8] harder. Several definitions have been presented by different authors. We will use a definition stated by Ottman et al. 8 ] as the $m r$-convex hull, see also Matousěk et al. [5, 7]. The study of rectilinear convex hulls has gained attention partly because of some applications in digital image processing [3] and VLSI circuit layout design [11].

The rectilinear convex hull of point sets is an orientation-dependent region, i.e., it changes as the orientation of the plane changes. In this paper we are interested in computing an orientation for which the rectilinear convex hull of $P$ has minimum area. We show that the set of orientations $\theta \in[0,2 \pi)$ can be divided into a set of linear intervals such that, within each interval $I$, the angle $\theta \in I$ which minimizes the area of the rectilinear convex hull of a point set (save the first one we process) can be calculated in constant time. These intervals can be computed in $O(n \log n)$ time and $O(n)$ space. Using this result and based on techniques from Avis et al. [1], Bae et al. [2], and DíazBáñez et al. [4], we present an optimal $\Theta(n \log n)$ time and $O(n)$ space algorithm for this problem. Our result improves the $O\left(n^{2}\right)$ time complexity presented by Bae et al. [2].

## 1 Terminology and notation

An orthogonal wedge is the intersection of two open half-planes whose supporting lines are orthogonal. The apex of the wedge is the intersection point of these supporting lines. An orthogonal wedge is $P$-free if it does not contain points of $P$ in its interior. An orthogonal wedge is called a $\theta$-wedge if its supporting lines can be obtained by first rotating the $X$ -

[^30]and $Y$-axis $\theta$ degrees, and then translating the origin to the apex of our wedge. The rectilinear convex hull of $P$ with orientation $\theta$ is the region
$$
\mathcal{R} \mathcal{H}_{\theta}(P)=\mathbb{R}^{2}-\bigcup_{w \in \mathcal{W}_{\theta}} w
$$
where $\mathcal{W}_{\theta}$ is the set of all $P$-free orthogonal $\theta$-wedges $[\mathbf{2}, \mathbf{4}, \mathbf{8}$.
As $\theta$ changes, the set of orthogonal $P$-free $\theta$-wedges change, and, thus, $\mathcal{R} \mathcal{H}_{\theta}(P)$ changes (see Figure 1). A $\theta$-orientation of the plane, $\theta \in[0,2 \pi$ ), is the coordinate system obtained by rotating the axes of $\mathbb{R}^{2}$ by $\theta$ degrees with respect to the origin. For a fixed $\theta$, $\mathcal{R} \mathcal{H}_{\theta}(P)$ has a close relation to the maxima problem [6, $\mathbf{9}$. A vertex of $\mathcal{R} \mathcal{H}_{\theta}(P)$ is a point in $P$ that lies on the boundary of $\mathcal{R} \mathcal{H}_{\theta}(P)$. Let $X_{\theta}(P)$ be the set of maximal points of $P$ with respect to vector dominance in the $\theta$-orientation of the plane. The set of vertices of $\mathcal{R} \mathcal{H}_{\theta}(P)$ is equal to the set $X_{\theta}(P) \cup X_{\theta+\frac{\pi}{2}}(P) \cup X_{\theta+\pi}(P) \cup X_{\theta+\frac{3}{2} \pi}(P)$ [2, 8. Given a fixed $\theta, \mathcal{R} \mathcal{H}_{\theta}(P)$ can be computed in optimal $\Theta(n \log n)$ time and $O(n)$ space [6, 9].

We say that a point $p \in P$ is $\theta$-maximal with respect to $P$ if there is an orthogonal $P$-free wedge with apex at $p$ in a $\theta$-orientation of the plane. The set of orientations for which $p$ is $\theta$-maximal forms at most three intervals. The endpoints of each interval mark the $i n$ - and an out- events of $p$, i.e., the $\theta$-orientations when $p$ becomes and stops being $\theta$-maximal. The set of intervals corresponding to the elements of $P$ and the set of angles at which these points of $P$ start and stop being $\theta$-maximal can be computed in optimal $\Theta(n \log n)$ time and $O(n)$ space [4].


Figure 1. The rectilinear convex hull of $P$ changes with the orientation.

Let $X_{\theta}$-axis and $Y_{\theta}$-axis denote the coordinate axes rotated $\theta$ degrees. For a $\theta$ orientation, consider the coordinates of the points of $P$ in terms of the $X_{\theta^{-}}$and $Y_{\theta^{-}}$-axes. Since $\mathcal{R} \mathcal{H}_{\theta}(P)$ is monotone with respect to the $X_{\theta}$-axis [8], the points of $P$ can be re-labelled as $v_{1}, \ldots, v_{m}$ in increasing order according to $X_{\theta}$. Two consecutive points $v_{i}, v_{i+1} \in P$ with respect to $X_{\theta}$ define the step $s_{\theta}\left(v_{i}, v_{i+1}\right)$. Given two orientations $\alpha$ and $\beta$, we say that two steps $s_{\alpha}\left(v_{i}, v_{i+1}\right)$ and $s_{\beta}\left(v_{j}, v_{j+1}\right)$ are opposite to each other if $|\alpha-\beta|=\pi$; see Figure $1(\mathrm{~b})$. Every step $s_{\theta}\left(v_{i}, v_{i+1}\right)$ supports a $P$-free $\theta$-wedge. Let $W_{1}$ and $W_{2}$ be the wedges supported by two opposite steps $s_{\theta}\left(v_{i}, v_{i+1}\right)$ and $s_{\theta+\pi}\left(v_{j}, v_{j+1}\right)$, respectively. If $W_{1}$ and $W_{2}$ intersect, $\mathcal{R} \mathcal{H}_{\theta}(P)$ is disconnected. In such case, we say that $s_{\theta}\left(v_{i}, v_{i+1}\right)$ and $s_{\theta+\pi}\left(v_{j}, v_{j+1}\right)$ overlap, and denote $W_{1} \cap W_{2}=t_{\theta}(i, j)$; see Figure 1(f).

Consider four points $v_{i}, v_{i+1}$ and $v_{j}, v_{j+1}$ and let $I$ be the the interval of orientations $\theta$ for which $s_{\theta}\left(v_{i}, v_{i+1}\right)$ and $s_{\theta+\pi}\left(v_{j}, v_{j+1}\right)$ overlap. As before, we call the ends of $I$ the start- and stop-events of $t_{\theta}(i, j)$; see Figures 1(e) and 1(f). We wish to compute a counterclockwise ordered start- and stop-event list that resembles the one we computed for in- and out-events of the elements of $P$. Overlap events are not necessarily vertex events and thus, they have to be computed independently.

## 2 Computing the start- and stop-overlap events list

The apex of a step is the apex of the wedge that it supports. As $\theta$ changes from 0 to $2 \pi$, the $\theta$-orientation of the plane rotates counterclockwise, and the apex of every step traces a circular arc. We orient the arcs traced by the elements of $P$ as shown in Figures 1(a)1(c). The arc-chain $\mathcal{A}(P)$ of $P$ is the closed curve formed by the union of the set of arcs traced by the elements of $P$ which, at some point in time are $\theta$-maximal for some $\theta \in[0,2 \pi)$, let $\mathcal{A}(P)=\left\langle a_{1}, \ldots, a_{l}\right\rangle$ (Figure 2(a)). Since there is a linear number of steps in a complete rotation, $l=O(n)$. Observe that the endpoints of the arcs in $\mathcal{A}(P)$ include the points in $P$ that are $\theta$-maximal for some $\theta \in[0,2 \pi)$.

Let $\left\{e_{1}, \ldots, e_{h}\right\}$, be the set of edges of the convex hull $\mathcal{C H}(P)$ of $P$ in counterclockwise order. A sub-chain $A_{i}(P)$ of $\mathcal{A}(P)$ is a subsequence of consecutive elements of $\mathcal{A}(P)$, whose endpoints are the endpoints of $e_{i}$. It is easy to see that $A_{i}(P)$ is monotone in the direction determined by $e_{i}$. Thus the orthogonal projection of $A_{i}(P)$ on $e_{i}$ defines a total order $\left(\prec_{i}\right)$ on the set of endpoints of its arcs. Moreover, using the fact that every point in $A_{i}(P)$ is an apex of a $P$-free wedge, the next lemma follows easily.

Lemma 2.1. Let $a, b, c$ be three points in $A_{i}(P)$ such that $a \prec_{i} b \prec_{i} c$. Then, the angle $\angle a b c$ is such that $\frac{\pi}{2} \leq \angle a b c<\pi$.

Suppose that we relabel the endpoints of the arcs in $A_{i}(P)$ as $p_{1}, \ldots, p_{m}$ so that, if $r<s$, then $p_{r} \prec_{i} p_{s}$. Let $\ell_{r, s}$ be a subsequence $p_{r}, \ldots, p_{s}$ of $A_{i}(P)$ such that for $r<t<s, p_{t} \notin P$ and $p_{r}, p_{s} \in P$. We call any such $\ell_{r, s}$ a link. Observe that, if two opposite steps overlap, then the arcs traced by their apices belong to links that intersect; see Figure 2(a) The open area bounded by $A_{i}(P)$ and $e_{i}$ is $P$-free, since it is covered by $P$-free wedges. Thus, two intersecting links have at least two intersection points. By Lemma 2.1, this number is tight, as none of the intersecting links can cross a line segment joining its intersection points; see Figure 2(b). Thus we have the following result, that is a central tool for computing the start- and stop-overlap event list in $O(n \log n)$ time.


Figure 2. The arc-chain $\mathcal{A}(P)$ of $P$.

Theorem 2.2. There are $O(n)$ intersections between links in $\mathcal{A}(P)$.

## 3 Computing the orientation of $\mathcal{R} \mathcal{H}_{\theta}(P)$ with minimum area

The event points obtained in the previous section generate a set of intervals of orientations, in which the set of vertices of $\mathcal{R H}_{\theta}(P)$ remain unchanged, and the set of overlaps among the steps of $\mathcal{R H}_{\theta}(P)$ does not change. Let $I_{\left(\theta_{1}, \theta_{2}\right)}$ be one such interval. Then, for any $\theta \in\left(\theta_{1}, \theta_{2}\right)$, the area of $\mathcal{R} \mathcal{H}_{\theta}(P)$ is given by the following formula [2]:

$$
\operatorname{area}\left(\mathcal{R H} H_{\theta}(P)\right)=\operatorname{area}(\mathcal{P})-\sum \operatorname{area}\left(s_{\theta}\left(v_{i}, v_{i+1}\right)\right)+\sum \operatorname{area}\left(t_{\theta}(i, j)\right) .
$$

It is easy to see that the areas of the steps $s_{\theta}\left(v_{i}, v_{i+1}\right)$ and overlaps $t_{\theta}(i, j)$ of $\mathcal{R} \mathcal{H}_{\theta}(P)$ can be expressed as a function of $\sin 2 \theta$ and $\cos 2 \theta$. Doing the derivative, we obtain:

$$
\begin{gather*}
\sum \operatorname{area}^{\prime}\left(s_{\theta}\left(v_{i}, v_{i+1}\right)\right)=-\left[\sum A_{i}\right] \sin 2 \theta+\left[\sum B_{i}\right] \cos 2 \theta,  \tag{1}\\
\sum \operatorname{area}^{\prime}\left(t_{\theta}(i, j)\right)=\left[\sum C_{i}\right] \cos 2 \theta-\left[\sum D_{i}\right] \sin 2 \theta, \tag{2}
\end{gather*}
$$

and thus the value $\theta \in\left(\theta_{1}, \theta_{2}\right)$ for which the area of $\mathcal{R} \mathcal{H}_{\theta}(P)$ is minimized can be computed in linear time. For each new event interval, we update these values in constant time by subtracting or adding new constant values. There can be more than one $\theta$-orientation in which $\mathcal{R H}_{\theta}(P)$ has minimum area, but our algorithm is able to report all of them. From the discussion above and from the fact that the convex hull of $P$ can be computed from the rectilinear convex hull of $P$ in $O(n)$ time, we obtain the following:
Theorem 3.1. Computing the set of orientations for which the rectilinear convex hull of $P$ has minimum area can be done in optimal $\Theta(n \log n)$ time and $O(n)$ space.
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#### Abstract

In this paper we study a facility location problem in the plane in which a single point (facility) and a rapid transit line (highway) are simultaneously located in order to minimize the total travel time from the clients to the facility, using the $L_{1}$ or Manhattan metric. The rapid transit line is given by a segment with fixed length and it is an alternative transportation line that can be used by the clients to reduce their travel time to the facility. This problem was introduced by Espejo and Chía in 4 . They gave both a characterization of the optimal solutions and an algorithm running in $O\left(n^{3} \log n\right)$ time, where $n$ represents the number of clients. In this paper it is shown that the Espejo and Chía's algorithm does not always work correctly. At the same time, we provide a proper characterization of the solutions with a simpler proof and give an algorithm solving the problem in $O\left(n^{3}\right)$ time.


## 1 Introduction

In computational geometry, geometric problems related to transportation networks have been recently considered. Abellanas et al. introduced the time metric model in 1]: Given an underlying metric, the user can travel at speed $\nu(h)$ when moving along a highway $h$ or unit speed elsewhere. The particular case in which the underlying metric is the $L_{1}$ metric and all highways are axis-parallel segments of the same speed, is called the city metric [2]. The optimal positioning of transportation devices that minimize the maximum travel time among a set of points has been deeply treated recently [5]. In the variant introduced by Espejo and Chía [4], the objective is to minimize the sum of the travel times from the demand points to the new facility service that has to be located simultaneously with a highway. The highway is used by a demand point whenever it saves time to reach the facility. Díaz-Báñez et al. [3] study a variation of this problem in which they want to minimize the largest travel time between the clients and the facility.

We introduce some notation. Let $S$ be the set of $n$ client points, $f$ be the service facility point, $h$ be the highway, $\ell$ be the length of $h, t$ and $t^{\prime}$ be the endpoints of $h$, and $v>1$ be the speed in which the points move along $h$. Let $w_{p}>0$ be the weight (or demand) of a client point $p$. Given a point $u$ of the plane, let $x(u)$ and $y(u)$ denote the $x$ - and $y$-coordinates of $u$ respectively. The travel time between a point $p$ and the service facility $f$ is denoted by

$$
d_{t, t^{\prime}}(p, f)=\min \left\{\|p-f\|_{1},\|p-t\|_{1}+\frac{\ell}{v}+\left\|t^{\prime}-f\right\|_{1},\left\|p-t^{\prime}\right\|_{1}+\frac{\ell}{v}+\|t-f\|_{1}\right\}
$$

where $\|\cdot\|_{1}$ denotes the $L_{1}$ norm. The problem is formulated as follows:

[^31]Facility and Highway Location Problem (FHL-problem). Given a set $S$ of $n$ points, a weight $w_{p}>0$ associated with each point $p$ of $S$, a fixed highway length $\ell>0$, and a fixed speed $v>1$, locate a point (facility) $f$ and a line segment (highway) $h$ of length $\ell$ with endpoints $t$ and $t^{\prime}$ such that the function $\sum_{p \in S} w_{p} \cdot d_{t, t^{\prime}}(p, f)$ is minimized.

In Section 2 we first provide a proper characterization of the solutions. Our proof uses geometric observations and is simpler than the proof given in 44. After that, we show that Espejo and Chía's characterization is not true in general. In Section 3 we present an improved algorithm running in $O\left(n^{3}\right)$ time that correctly solves the FHL-problem. Due to space constraints, some of the proofs are omitted.

## 2 Properties of an optimal solution

A straightforward observation (also stated in [4) is that the service facility can be located at one of the endpoints of the rapid transit line. Therefore, we assume throughout the paper that $f=t^{\prime}$, thus the distance from a point $p \in S$ to the facility $f$ is now $d_{t}(p, f)=\min \left\{\|p-f\|_{1},\|p-t\|_{1}+\frac{\ell}{v}\right\}$.

We say that a point $p$ uses the highway if $\|p-t\|_{1}+\frac{\ell}{v}<\|p-f\|_{1}$, and that $p$ does not use it (or goes directly to the facility) otherwise. Given $f$ and $t$, we say that the bisector of $f$ and $t$ is the set of points $z$ such that $\|z-f\|_{1}=\|z-t\|_{1}+\frac{\ell}{v}$; see Figure 1


Figure 1. The bisector of $f$ and $t$.
Consider the grid $G$ defined by the set of all axis-parallel lines passing through the elements of $S$.

Lemma 2.1. There exists an optimal solution to the FHL-problem satisfying one of the next conditions: (a) One of the endpoints of the highway is a vertex of $G$; (b) one endpoint of the highway is on a horizontal line of $G$, and the other endpoint is on a vertical line of $G$.

Proof. Let $f$ and $t$ be the endpoints of an optimal highway $h$ and assume that none of the two conditions is satisfied. Using local perturbation, we will transform this solution into one that satisfies one of the two conditions. Assume that neither $f$ nor $t$ is on vertical lines of $G$. Let $\delta_{1}>0\left(\right.$ resp. $\left.\delta_{2}>0\right)$ be the smallest value such that if we translate $h$ with vector $\left(-\delta_{1}, 0\right)$ (resp. $\left.\left(\delta_{2}, 0\right)\right)$ then one endpoint of $h$ touches a vertical line of $G$. Given $\varepsilon \in\left[-\delta_{1}, \delta_{2}\right]$, let $f_{\varepsilon}, t_{\varepsilon}$, and $h_{\varepsilon}$ be $f, t$, and $h$ translated with vector ( $\varepsilon, 0$ ), respectively. We partition $S$ into three sets $B, L$ and $R$ as follows:

- $s \in B$ if $s$ is in the bisector between $f$ and $t$;
- $s \in L$ if $s$ walks to $f$ and $x(s)>x(f)$ or if $s$ uses the highway and $x(s)>x(t)$;
- $s \in R$ if $s$ walks to $f$ and $x(s)<x(f)$ or if $s$ uses the highway and $x(s)<x(t)$.

That is, the set $L$ contains the demand points that travel leftwards to reach $f$ (analogously $R$ contains the points that travel rightwards). Let $w_{B}=\sum_{p \in B} w_{p}$ be the sum of weights of the points in set $B$ (we define $w_{L}$ and $w_{R}$ analogously ). By linearity of the $L_{1}$ metric, for any $\varepsilon \in\left[-\delta_{1}, \delta_{2}\right]$ the change in the objective function is as follows:

$$
\sum_{p \in S} w_{p} d_{t_{\varepsilon}}\left(p, f_{\varepsilon}\right)=\sum_{p \in S} w_{p} \cdot d_{t}(p, f)+\varepsilon\left(w_{R}-w_{L}\right)-|\varepsilon| w_{B} .
$$

By optimality of $f$ and $t$, we must have $w_{R}-w_{L}=0$ and $w_{B}=0$. In particular, this implies that $B=\emptyset$ and that we can translate $h$ either rightwards or leftwards until one of the highway endpoints reaches a vertical line of $G$. We repeat the same operation on the $y$ coordinates and also obtain that one of the two endpoints must be on a horizontal line of $G$, hence satisfing one of the two conditions of the Lemma.

In (4) the authors stated that there always exists an optimal solution satisfying Lemma 2.1 (a). Unfortunately, the above claim is false and their algorithm may miss some highway locations; indeed, it may miss the optimal location and thus fail. We provide here one counterexample - see Figure 2 and the following result.
Lemma 2.2. There exists a set of unweighted points in which no optimal solution to the FHL-problem satisfies Lemma 2.1 (a).


Figure 2. A counterexample to the algorithm of Espejo and Chía.

## 3 The algorithm

We will discuss the solution of the FHL-problem for the case in which Lemma 2.1 (a) holds. The case in which Lemma 2.1 (b) holds can be treated similarly. For each vertex $u$ of the grid $G$ we can solve the problem subject to $f=u$ or $t=u$. We show how to obtain a solution if $f=u$. The case where $t=u$ can be solved analogously.

We will assume without loss of generality that $\theta \in\left[0, \frac{\pi}{4}\right]$. Given a point $u$ and an angle $\theta$, let $u(\theta)$ be the point with coordinates $(x(u)+\cos \theta, y(u)+\sin \theta)$. There exists an angle $\phi \in\left[0, \frac{\pi}{4}\right]$ such that the bisector of the endpoints $u$ and $u(\theta)$ has the shape in Figure $1(a)$ for all $\theta \in[0, \phi)$, and has the shape in Figure $1(b)$ for all $\theta \in\left(\phi, \frac{\pi}{4}\right]$.

The distance between a point $p \in S$ and the facility $u$ has the expression $c_{1}+c_{2} \cos \theta+$ $c_{3} \sin \theta$, where $c_{1}>0$ and either $c_{2}, c_{3}= \pm w_{p}$ ( $p$ uses the highway) or $c_{2}=c_{3}=0$ ( $p$ does not use the highway). When $\theta$ goes from 0 to $\frac{\pi}{4}$ this expression changes at the values of $\theta$ such that one of the following conditions is satisfied: a) The point $p$ switches from using the highway to going directly to the facility (or vice versa). We call these changes bisector events; b) the highway endpoint $u(\theta)$ crosses the vertical or horizontal line passing through $p$-we call this event a grid event; c) $\theta=\phi$. This event is called a $\phi$-event.
Lemma 3.1. After an $O(n \log n)$-time preprocessing, the angular order of all the events associated with a given vertex of $G$ can be obtained in linear time.
Proof (sketch). Let $\Pi_{x}, \Pi_{y}$, and $\Pi_{x+y}$ denote the point set $S$ sorted according to the $x$-, $y$-, and $(x+y)$-order, respectively, and let $u$ be a vertex of $G$. It is straightforward to see that they are $O(n)$ grid events and that we can obtain their angular order in linear time by using both $\Pi_{x}$ and $\Pi_{y}$. The calculation of the bisector events in linear time needs more elaboration. The bisector of $u$ and $u(\theta)$ consists of two axis-aligned half-lines and a line segment with slope -1 connecting their endpoints. Given a point $p \in S$, if $p$ belongs to the line segment of the bisector then the event is denoted by $\alpha_{p}$. If $p$ belongs to the leftmost half-line of the bisector, which is always vertical, we denote that event by $\beta_{p}$. Otherwise, if $p$ belongs to the rightmost half-line, which can be either vertical or horizontal, we denote that event by $\gamma_{p}$.

Let $\Pi_{1}$ be the subsequence of $\Pi_{x+y}$ containing all elements $p$ such that $\alpha_{p} \in\left[0, \frac{\pi}{4}\right]$, $\Pi_{2}$ be the subsequence of $\Pi_{x}$ containing all elements $p$ such that $\beta_{p} \in\left[0, \frac{\pi}{4}\right]$, and $\Pi_{3}$ be the subsequence of $\Pi_{x}$ that contains all elements $p$ such that $y(p)<y(u)$ and $\gamma_{p} \in\left[0, \frac{\pi}{4}\right]$, concatenated with the subsequence of $\Pi_{y}$ that contains all elements $p$ such that $x(p)>$ $x(u)$ and $\gamma_{p} \in\left[0, \frac{\pi}{4}\right]$. Given a point $p \in S$, the corresponding events of $p$ in $\left[0, \frac{\pi}{4}\right]$ can be found in constant time, thus $\Pi_{1}, \Pi_{2}$, and $\Pi_{3}$ can be built in linear time.

Let $\Gamma_{1}$ (resp. $\Gamma_{2}, \Gamma_{3}$ ) be the sequence obtained by replacing each element $p$ in $\Pi_{1}$ (resp. $\Pi_{2}, \Pi_{3}$ ) by $\alpha_{p}$ (resp. $\beta_{p}, \gamma_{p}$ ). Then $\Gamma_{1}, \Gamma_{2}$, and $\Gamma_{3}$ are sorted sequences. We now merge in linear time $\Gamma_{1}, \Gamma_{2}, \Gamma_{3}$, the grid events, and the $\phi$-event. Thus, the angular order of all events associated with a vertex $u$ can be obtained in $O(n)$ time.
Lemma 3.2. After an $O(n \log n)$-time preprocessing, the angular order of all the events associated with a pair of perpendicular lines of $G$ (case Lemma 2.1 (b)) can be obtained in linear time.
Theorem 3.3. The FHL-problem can be solved in $O\left(n^{3}\right)$ time.
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#### Abstract

We study a variation of the 1 -center problem, in which, in addition to a single supply facility, we are allowed to locate a highway. This highway increases the transportation speed between any demand point and the facility. That is, given a set $S$ of points and $v>1$, we are interested in locating the facility point $f$ and the highway $h$ that minimize the expression $\max _{p \in S} d_{h}(p, f)$, where $d_{h}$ is the time distance between $p$ and $f$. We show that we can find the optimal location of both the facility and the highway in $O\left(n^{2}\right)$ or $O(n \log n)$ time, depending on whether or not the highway's length is fixed.


## 1 Introduction

Geometric optimization related to urban transportation systems is an important topic in computational geometry. Although the metric given by a real urban transportation system is often quite complicated, simplified mathematical models have been widely studied in order to investigate basic geometric properties of urban transportation systems. Abellanas et al. [1] considered a geometric modeling of this environment: represent highways as polygonal chains consisting of line segments in the plane, giving each line segment an associated speed. Then, the travel time between two points gives a metric called the time distance.

Recently, there has been an interest in problems derived from urban modeling. In many cases we are interested in locating a highway that optimizes some given function that depends on the distance between elements of a given point set (see for example [2, 4, [7]). Espejo and Chía [6] introduced a variant of the problem in which we are given a set of clients (represented by a set of points $S$ ) located in a city. Then, one is interested in locating a service facility and a highway simultaneously in a way that the average supply time between the clients and the supply point is minimized. Unfortunately, it was shown that their algorithm could give an incorrect solution in some cases [5]. In this paper we study a variation of this problem in which we want to minimize the largest travel time between the clients and the facility.

## 2 Definitions and notation

Let $S$ be the set of $n$ client points, $f$ be the service facility point, $h$ be the highway, $\ell$ be the length of $h, t$ and $t^{\prime}$ be the endpoints of $h$, and $v>1$ be the speed. We assume that

[^32]the highway to locate can have any orientation. Given a point $u$ of the plane, let $x(u)$ and $y(u)$ denote respectively the $x$ and $y$ coordinates of $u$.


Figure 1. The distance model; in the example, $s_{1}$ uses the highway from $t$ to $t^{\prime}$ in order to reach $f$ faster. The highway does not speed up transportation between $s_{2}$ and $f$, hence is not used by $s_{2}$. Demand point $s_{3}$ however, can either walk or use the highway to reach $f$, and will need the same time in both cases. Observe that, since we are interested in paths that reach $f$, the highway will only be used in one direction.

Fixed the location of the facility and the endpoints of the highway, the distance from a demand point $p \in S$ to $f$ is defined as

$$
d_{h}(p, f)=\min \left\{\|p-f\|_{1},\|p-t\|_{1}+\frac{\ell}{v}+\left\|t^{\prime}-f\right\|_{1},\left\|p-t^{\prime}\right\|_{1}+\frac{\ell}{v}+\|t-f\|_{1}\right\}
$$

where $\|\cdot\|_{1}$ represents the $L_{1}$ distance between two points; see Figure 1. Whenever $d_{h}(p, f)<\|f-p\|_{1}$, we say that $p$ uses the highway to reach $f$. Otherwise, we say that $p$ walks (or does not use $h$ ) to reach the facility.

The problem that we study can be formulated as follows:
The 1-center and 1-highway problem (1C1H-problem). Given a set $S$ of $n$ points and a fixed speed $v>1$, locate a point (facility) $f$ and a line segment (highway) $h$ with endpoints $t$ and $t^{\prime}$ such that the function $\max _{p \in S} d_{h}(p, f)$ is minimized. The case in which the highway's length $\ell=\left\|t-t^{\prime}\right\|_{2}$ is fixed is called the fixed length 1-Center and 1-Highway problem (FL-1C1H for short). The case in which the highway can have any length is called the variable length (or VL-1C1H) problem.

It is easy to see that, in either variant of the 1 C 1 H problem, the highway will only be used in one direction. In particular, there always exists an optimal location in which one of the rapid transit line endpoints coincides with the facility. This result was also observed in [6, Lemma 2.1]. Therefore, we assume throughout the paper that $f=t^{\prime}$; thus the distance from a demand point $p \in S$ to $f$ is now $d_{h}(p, f)=\min \left\{\|p-f\|_{1},\|p-t\|_{1}+\frac{\ell}{v}\right\}$.

## 3 Solving the 1C1H Problem

In this section we give a general algorithm for solving the 1C1H problem. Unless otherwise stated, all results of this section hold for both variants of the problem. Due to space constraints, some of the proofs of this paper have been omitted. Using the standard transformation from $L_{1}$ to $L_{\infty}$, we solve the problem using $L_{\infty}$ instead. Let $f^{*}$ and $h^{*}$
be an optimal solution of a given problem instance. Let $t^{*}$ be the endpoint of $h^{*}$ other than $f^{*}$, and let $R^{*}=\max _{p \in S} d_{h^{*}}\left(p, f^{*}\right)$.

Let $B(u, r)$ denote the axis-parallel square of radius $r$ centered at $u$, and consider the balls $B\left(f^{*}, R^{*}\right)$ and $B\left(t^{*}, R^{*}-\ell / v\right)$. By definition of $R^{*}$, all points of $S$ must be included in the union of both balls. We partition the pointset $S$ into two sets $W^{*}$ and $H^{*}$ as follows: the set $W^{*}$ contains the points whose $L_{\infty}$ distance to $f^{*}$ is at most $R^{*}$, while the set $H^{*}=S \backslash W^{*}$ contains the points that must use the highway to reach $f^{*}$ in $R^{*}$ or less units of time.

Observe that we cannot have $W^{*}=\emptyset$, since by reversing the positions of $f^{*}$ and $t^{*}$ we would obtain a better solution. By definition, the set $H^{*}$ is empty if and only if all points of $S$ can walk to $f^{*}$ in $R^{*}$ or less units of time. This case can be easily handled, since $f^{*}$ is the solution of the rectilinear 1-center problem (which can be computed in linear time). Hence, from now on we assume that neither $W^{*}$ nor $H^{*}$ is empty.

We consider the next problem, called the basic problem: Given a partition $\{W, H\}$ of $S$, find the smallest value $R$ (called the radius of the partition) and the coordinates of $f$ and $t$ such that $W \subseteq B(f, R)$ and $H \subseteq B(t, R-\ell / v)$. When we consider the fixedlength variation of the problem, we also add the constraint that $f$ and $t$ must satisfy $\|f-t\|_{2}=\ell$. Since $f^{*}$ and $t^{*}$ are optimal, it is easy to see that they are the solution of the basic problem for the partition $\left\{W^{*}, R^{*}\right\}$. Moreover, the radius of any other partition of $S$ will have equal or higher radius than $R^{*}$.

Our algorithm works as follows: we consider different partitions of $S$ and solve the basic problem associated to each partition. We identify $\left\{W^{*}, R^{*}\right\}$ as the partition whose radius is smallest. A naive method would be to guess the partition $\left\{W^{*}, R^{*}\right\}$ among the $O\left(2^{n}\right)$ candidates. In the following we reduce the search space to one of polynomial size:


Figure 2. Relative positions of the balls $B\left(f^{*}, R^{*}\right)$ and $B\left(t^{*}, R^{*}-\ell / v\right)$. For each of the cases, the sets $W^{*}$ (marked in grey) can be split from $H^{*}$ with either an axis-aligned line or an upper-left quadrant.

Lemma 3.1. For any set $S$, the partition $\left\{W^{*}, R^{*}\right\}$ can be found among $O\left(n^{2}\right)$ candidates.

Proof. Without loss of generality we can assume that $f^{*}$ is above and to the left of $t^{*}$. It is then easy to see that there are three possible relative positions of the two balls (see Figure 2 2. In each of these cases the two sets can be split by either an axis-aligned line or an upper left quadrant (see dashed lines in Figure 2). Each possible partition is uniquely determined by the number of points above and/or to the left of the splitting line/quadrant. In particular, there are $O\left(n^{2}\right)$ different cases, hence the Lemma is shown.

Given a set $T$ of points, let $X(T) \subseteq T$ be the set containing the points with highest and lowest $x$ and $y$ coordinate of $T$ (this set is called the set of extreme points of $T$ ).

Lemma 3.2. Let $\{W, H\}$ be a partition of $S$. If we are given the extreme sets $X(W)$ and $X(H)$, then the basic problem can be solved in constant time (for both fixed-length and variable-length cases).
Theorem 3.3. Both variants of the $1 C 1 H$ problem can be solved in $O\left(n^{2}\right)$ time and $O(n)$ space.

The bottleneck of the algorithm is case (c) of Lemma 3.1. In the following we show how to treat this case more efficiently for the variable-length case.
Lemma 3.4. If in every optimal solution of the VL-1C1H problem each ball contains a corner of the other one, then there exists an optimal solution $\left(f^{*}, t^{*}\right)$ of radius $R^{*}$ of the $V L-1 C 1 H$ problem in which the extreme points $X(S)$ are in the boundary of $B\left(f^{*}, R^{*}\right) \cup$ $B\left(t^{*}, R^{*}-\ell / v\right)$.
Theorem 3.5. The VL-1C1H problem can be solved in $O(n \log n)$ time.

## 4 Concluding remarks

In our model we only allow entering and leaving the highway at its endpoints (in other literature, this kind of highway is called walkway [4] or turnpike [3]). We note that there exists another model of highway (called freeway [3] or simply highway [1]) in which one is allowed to enter and leave at any point. A natural extension of the problems studied in this paper is considering the location of a freeway instead.

The faster algorithm for the variable length variant of the problem is based on Lemma 3.4. Unfortunately, we have examples in which this result does not hold whenever the highway's length is fixed. Thus it remains open to show whether or not the fixed-length problem can also be solved in $O(n \log n)$ time (or showing that it is 3-SUM hard).
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#### Abstract

In this paper we present an implementation of longest edge refinement algorithms for application in real-time terrain operations. The proposed refinement schemes are suitable tools for the subdivision of underlying mesh triangles. They pose quite acceptable properties as quality ratio, linear time operation and algorithm simplicity. We provide a comparison of the performance of the algorithms when applied to virtual fracture terrains in Gran Canaria island.


## Introduction

Local refinement can be useful when modeling hierarchical terrain meshes, in order to have a better representation of problems where the initial discretization is not the best, especially when more resolution is needed or there are non linear regions in the terrain [1, 2, 3. The refinement problem can be defined as any technique that involves the insertion of at least one additional vertex in a mesh in order to produce more accurated meshes. Frequently, representations of the real world are not static because they change over time or depend on a prescribed observed terrain distance or a numerical solution within the mesh. This can be viewed as real-time terrain triangulations. If there is an alteration of the terrain, the mesh which represents it must consequently change and local refinement will be needed in order to have a resulting mesh which represents the area in a precise way.

A well-known triangle partition which has received much attention is the four triangles longest-edge subdivision (4T-LE); see [1] and the references therein. This partition scheme bisects a triangle into four subtriangles: the original triangle is first subdivided by its longest edge and then the two resulting triangles are bisected by joining the new midpoint of the longest edge to the midpoints of the remaining two edges of the original triangle. In this work, for the sake of comparison, we provided an implementation of 4T-LE following [1.

The longest-edge trisection algorithm (3T-LE), recently presentend in 4], offers a valid strategy to refine triangular meshes, but it has not been applied for the refinement of real terrain representations before. In this work, we provide a MATLAB implementation of the algorithm, in order to find out how it behaves when applied to real-time terrain triangulations in comparison to other refinement algorithms like 4T-LE and algorithms based on Delaunay triangulations. This will confirm that longest edge algorithms provide suitable representation tools for real-time terrain triangulations.

This work is organized as follows: first, the longest-edge trisection (3T-LE) refinement algorithm is described and implemented in MATLAB. Afterwards 3T-LE and 4T-LE algorithms are applied to a real-time terrain triangulation in order to compare their
performance. A further comparison of their performance and accuracy is made with a Delaunay triangulation.

## 1 3T-LE refinement algorithm

The longest-edge trisection of a triangle $T$ (3T-LE) is obtained by connecting two equally spaced points, which trisect the longest edge of $T$, with the opposite vertex (4). The trisection of a triangle has been used recently for the introduction of a new partition called the seven triangle longest-edge partition (7T-LE); see [5. To assure that any adjacent elements share an entire edge or a common vertex (mesh conformity), the refinement is propagated after the subdivision of the target triangles. Once the longest edge of the triangle $T$ is divided, the refinement is extended to the adjacent non conforming triangle, which is the neighbor of $T$ by its longest edge. The process is repeated for all non conforming triangles. We refer to the set of these additional triangles as the propagation zone. The algorithm finishes once all triangles in the mesh are conforming.

The longest edge propagation path of a triangle is the ordered finite list of all adjacent triangles such that $T_{n}$ is the longest edge neighbor triangle of $T_{n+1}$. Although it is possible to implement the algorithm by first dividing the target triangles and then propagating the refinement, in this work we will first find the longest edge propagation path and, after that, the triangles in this path will be trisected. Given a mesh of triangles $M(T)$, which contains a list of triangles to be refined, named $S$, the algorithm preforms as follows:

Require: a mesh of triangle $M(T)$, a list $S$ of triangles of $M(T)$ to be refined
for each triangle $T_{n}$ of the list $S$ do
$P=$ propagation path
store $T_{n}$ in $P$
while $P$ is not empty do
extract $T_{n}$ from $P$
find longest edge of $T_{n}$ find $T_{n+1}=$ neighbor of $T_{n}$ by LE
if LE of $T_{n}$ is LE of $T_{n+1}$ or $T_{n}$ is a boundary then equally divide LE in three by inserting points $v_{1}$ and $v_{2}$ if LE of $T_{n}$ is a boundary edge then
join $v_{1}$ and $v_{2}$ with the opposite vertex of $T_{n}$ else join $v_{1}$ and $v_{2}$ with the opposite vertex of $T_{n}$ and $T_{n+1}$ end if
else
store $T_{n}$ in $P$
store $T_{n+1}$ in $P$
end if
end while
end for
The algorithm starts by analyzing the first triangle $T_{n}$ of the list $S$ and finding its neighbor $T_{n+1}$ by its longest edge. If the shared edge of both triangles is also the longest edge of $T_{n+1}$, both triangles are trisected by inserting points in the longest edge and joining them with the opposite vertex. Otherwise, $T_{n}$ is stored in $P$, which is a LIFO
(last in, first out) queue, and the process is repeated for $T_{n+1}$. Only in case a couple of triangles which share their longest edge is found, or a boundary edge is reached, triangles are trisected. After that, the next triangle is extracted from $P$ and the process is repeated for the extracted triangle. Once the LIFO stack $P$ is empty, the refinement of $T_{n}$ and its propagation path is finished, so that all triangles are conforming, thus we can repeat the refinement algorithm for the next triangle of the list $S$. Notice that, if a triangle is in the list $S$ and it is also part of the propagation path of a triangle which occupies a previous position on that list, it will not be necessary to refine it, because its propagation path is part of the path of the previous triangle to be refined.

## 2 Real-time terrain application and conclusions

MATLAB implementations of 3T-LE and 4T-LE algorithms were applied to an example real-time triangulation of Gran Canaria island. Given a right tringulated irregular network (RTIN) terrain mesh sample, the refinement experiment is simulated by supposing there is an unexpected linear fracture in the terrain of Gran Canaria island. The algorithms were applied for local refinement on the triangles which represented areas of the terrain affected as the fracture was moving forward. Those triangles conform the list $S$ of triangles to be refined. Results of the local refinement performed by 3T-LE can be observed in Figure 1.


Figure 1. Refinement of a fracture with the 3T-LE algorithm. (a) 3D view of the refined fracture with one level of refinement. (b) 3D view with two levels of refinement.

A comparison of the performance of the algorithms is shown in Table 1. We applied the algorithms to the sample mesh and measured: the number of vertex of the resulting mesh $(V)$, the execution time $(T(s))$ in an Intel Core 2 Duo 2.53 GHz processor with 4 GB RAM and the quality of the generated triangles $(q)$, evaluated with the MATLAB function $\operatorname{pdetriq}()$, which states that a triangle is of acceptable quality if $q>0.6$. Furthermore, we present the results observed when we simply insert points ir order to section the longest edge as prescribed by 3T-LE and 4T-LE and then make a Delaunay triangulation of the original and inserted points. In Tables 2 and 3 we show results of the consecutive application of the algorithms for two and three levels of refinement. It can be observed

| Algorithm | $V$ | $T(s)$ | mean $(q)$ |
| :--- | :--- | :--- | :--- |
| 3T-LE | 1466 | 1.4060 | 0.7728 |
| 3T-LE with Delaunay | 1506 | 2.8120 | 0.8085 |
| 4T-LE | 1209 | 2.4690 | 0.8591 |
| 4T-LE with Delaunay | 1775 | 2.9690 | 0,8158 |

Table 1. Performance comparison with 1 level of refinement

| Algorithm | $V$ | $T(s)$ | mean $(q)$ |
| :--- | :--- | :--- | :--- |
| 3T-LE | 2300 | 5.0930 | 0.6876 |
| 3T-LE with Delaunay | 2112 | 7.6720 | 0.7654 |
| 4T-LE | 1563 | 6.3910 | 0.8382 |
| 4T-LE with Delaunay | 2573 | 9.8130 | 0,7906 |

Table 2. Performance comparison with 2 levels of refinement

| Algorithm | $V$ | $T(s)$ | mean $(q)$ |
| :--- | :--- | :--- | :--- |
| 3T-LE | 3169 | 10.5480 | 0.6159 |
| 3T-LE with Delaunay | 2744 | 14.7500 | 0.7380 |
| 4T-LE | 1927 | 12.5630 | 0.8183 |
| 4T-LE with Delaunay | 3389 | 13.2650 | 0,7659 |

Table 3. Performance comparison with 3 levels of refinement
that the application of 3T-LE and 4T-LE algorithms implemented in this work provides good results in terms of execution time and quality of the mesh when compared with 3T-LE and 4T-LE performed with a Delaunay triangulation. Other tests were executed on different terrain meshes leading to similar results as those presented in Tables 1-3.
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#### Abstract

The longest-edge (LE) trisection of a triangle $\Delta$ is obtained by joining the two equally spaced points of its longest-edge with the opposite vertex. Let $\alpha>0$ be the smallest interior angle of $\Delta$ and $\alpha^{\prime}$ the smallest angle of any triangle obtained after iteration of the LE-trisection. In this paper we prove that $\alpha^{\prime} \geq \alpha / c$, where $c=(\pi / 3) /\left(\arctan \left(\frac{\sqrt{3}}{11}\right)\right)$.


## Introduction

Mesh refinement has been an important research area in applied mathematics and engineering applications. For example, longest-edge bisection guarantees the construction of good-quality irregular and nested triangulations. The main reason is the lower bound condition on the small angles of the triangles so generated: It has proven to be critical to numerical convergence, for example in finite element method. So non-degeneracy of the involved mesh partitions has received much interest: from early works in the seventies [1] to last studies [2, 3, 4].

The longest-edge (LE) trisection of a triangle $t=t(A, B, C)$ is obtained by joining the two equally spaced points of the longest-edge of ABC with the opposite vertex. Figure 1(a) shows the LE-trisection of triangle $t$. The three new triangles generated will be named $t_{L}=t_{L}\left(A, D_{1}, C\right), t_{M}=t_{M}\left(C, D_{1}, D_{2}\right)$ and $t_{R}=t_{R}\left(D_{2}, B, C\right)$, where the subscripts $L, M, R$ stand for left, medium and right respectively. Repeated application of the partition generates a triangular mesh (Figure 1(b)).


Figure 1. (a) LE-trisection of the triangle ABC. (b) 2nd iteration with hanging nodes.

We have proved in [2] that, for a given initial triangle with smallest interior angle $\alpha>0$, the LE-trisection produces three new triangles such that any of their interior angles

[^33]$\alpha_{1}$ satisfies $\alpha_{1} \geq \alpha / c_{1}$, where $c_{1}=\frac{\pi / 3}{\arctan (\sqrt{3} / 5)} \approx 3.1403$. Besides, empirical evidence has been given of the non-degeneracy of the meshes or partitions obtained by iteration of the LE-trisection. In fact, if $\alpha$ is the minimum interior angle of the initial triangle, and $\alpha^{\prime}$ is the minimum interior angle of any triangle in a mesh after iterated applications of LE-trisection, then $\alpha^{\prime} \geq \alpha / 6.7052025350$.

We have proved more recently in [5] a sharp upper bound of the diameters of triangles generated in LE-trisection method. It follows implicitly the non-degeneracy property of LE-trisection from our proof of this result. In this work we prove mathematically that $\alpha^{\prime} \geq \alpha / c$, where $c=\frac{\pi / 3}{\arctan \left(\frac{\sqrt{3}}{11}\right)}$. It confirms our previous numerical research in [2].

## 1 LE-trisection and hyperbolic geometry

A method used in the literature of triangular mesh refinement is to normalize triangles [6, 7]. The normalization process consists in applying, possibly, several isometries and dilations to a triangle, matching its longest edge with the segment whose endpoints are $(0,0)$ and ( 1,0 ), leaving its shortest edge to the left. In this way, all the similar triangles are represented by a complex number $z$ in the normalized region $\{0 \leq \operatorname{Re} z \leq 1 / 2, \operatorname{Im} z \geq 0,|z-1| \leq 1\}$, being $z$ the opposite vertex to the longest edge of the triangle, once it has been normalized.


Figure 2. Transformations to obtain the expression of $w_{L}(z)$ for $z$ in the gray zone.
Let $z$ be a complex number in the normalized region which satisfies $\operatorname{Re} z \geq 1 / 6$ and $|z-1 / 3| \geq 1 / 3$; see Figure 2(a). The LE-trisection is applied to the triangle 0,1 and $z$ (we name a triangle with its vertices). Three triangles are performed joining $z$ with $1 / 3$ and $2 / 3$. The normalization of the triangle $0,1 / 3$ and $z$ (resp. $1 / 3,2 / 3$ and $z$ or $2 / 3,1$ and $z$ ) defines the point $w_{L}(z)$ (resp. $w_{M}(z)$ or $w_{R}(z)$ ) in the normalized region. The geometric transformations used in the normalization of the triangle $0,1 / 3$ and $z$ are showed in Figure 2. For this case it is obtained $w_{L}(z)=\frac{1}{3 \bar{z}}$.

In the same way we obtain the expressions which are given in Figure 3. Therefore, the normalization reduces the LE-trisection method to the complex dynamic in the normalized region associated to three complex functions $w_{L}, w_{M}$ and $w_{R}$.

We use results of hyperbolic geometry and particularly the Poincaré half plane model [8]. The circumferences and the straight line which appear in the description of $w_{L}, w_{M}$ and $w_{R}$ are geodesics in the Poincaré half plane. The expressions which appear in $w_{L}$, $w_{M}$ and $w_{R}$ are isometries in the half plane hyperbolic model too. These functions have the additional following property.


Figure 3. Left: function $w_{L}$. Middle: function $w_{M}$. Right: function $w_{R}$.

Lemma 1.1. Let $W$ be any of the functions $w_{L}, w_{M}$ and $w_{R}$. If $z_{1}$ and $z_{2}$ are in the normalized region, then $d\left(W\left(z_{1}\right), W\left(z_{2}\right)\right) \leq d\left(z_{1}, z_{2}\right)$, where $d(\cdot, \cdot)$ denotes the hyperbolic distance in the half plane.

Proof. First we mention that $W$ is invariant under inversion with respect to the circumferences (or symmetry with respect the straight line) which appear in its description. For example, let $W=w_{L}$. The symmetry with respect to Re $z=1 / 6$ is given by $z \mapsto \frac{1}{3}-\bar{z}$. This symmetry composed with $\frac{-1}{3 z-1}$ (resp. $\left.\frac{3 \bar{z}}{3 \bar{z}-1}, 3 z\right)$ is $\frac{1}{3 \bar{z}}$ (resp. $\frac{3 z-1}{3 z}, 1-3 \bar{z}$ ).

Now, if $z_{1}$ and $z_{2}$ are in a zone with same expression of $W$, then $d\left(W\left(z_{1}\right), W\left(z_{2}\right)\right)=$ $d\left(z_{1}, z_{2}\right)$, because $W$ is isometric in the half plane hyperbolic model. In any case, by the symmetries of $W$, there exist $z_{1}^{\prime}$ and $z_{2}^{\prime}$ in the normalized region with $W\left(z_{1}\right)=W\left(z_{1}^{\prime}\right)$ and $W\left(z_{2}\right)=W\left(z_{2}^{\prime}\right), z_{1}^{\prime}$ and $z_{2}^{\prime}$ in a zone with same expression of $W$ and, finally, with $d\left(z_{1}^{\prime}, z_{2}^{\prime}\right) \leq d\left(z_{1}, z_{2}\right)$. Thus the lemma follows.

## 2 Closed for trisection and non-degeneracy property

A set $\Omega$ in the normalized region is closed for trisection (or closed) if, for all $z \in \Omega$, $w_{L}(z), w_{M}(z)$ and $w_{R}(z)$ are in $\Omega$. The union of the three hyperbolic circles $C_{1}, C_{2}$ and $C_{3}$ with radius $\ln \sqrt{2}$ and centers $\frac{1}{3}+\frac{\sqrt{2}}{3} i, \frac{1}{3}+\frac{\sqrt{2}}{6} i$ and $\frac{4}{9}+\frac{\sqrt{2}}{9} i$, respectively, form a closed region; see Figure 4 (a). In fact, the set $\left\{\frac{1}{3}+\frac{\sqrt{2}}{3} i, \frac{1}{3}+\frac{\sqrt{2}}{6} i, \frac{4}{9}+\frac{\sqrt{2}}{9} i\right\}$ is closed; therefore the union of $C_{1}, C_{2}$ and $C_{3}$ is closed too by Lemma 1.1.

Let $z$ be a complex number in the normalized region. We define $\Gamma_{z}$ as the set of successive images of $z$ by the functions $w_{L}, w_{M}$ and $w_{R}$. If $z$ is the complex associated to a triangle in the normalization process, the minimum angle $\alpha$ of the triangle is equal to the argument of $1-\bar{z}$. We denote by $\alpha^{\prime}$ the argument of $1-\bar{z}^{\prime}$ with $z^{\prime} \in \Gamma_{z}$. We have to prove that $\alpha^{\prime} / \alpha$ has a lower bound. In our proof we split the normalized region in other closed regions where it is possible obtain a lower bound.

Let $z_{\mathrm{eq}}=\frac{1}{2}+\frac{\sqrt{3}}{2} i$. Let $\Gamma$ be the complex numbers in $\Gamma_{z_{\text {eq }}}$ exterior to $C_{1}, C_{2}$ and $C_{3}$. We consider the union of the circles $C_{1}, C_{2}, C_{3}$ and the circles with centers in $\Gamma$ and radius $\ln \sqrt{3}$. The intersection of this union with the normalized region is a closed region $\Sigma$ (see Figure 4 (a)) with the following nice property.
Proposition 2.1. If $z \in \Sigma$ and $z^{\prime} \in \Gamma_{z}$, then $\alpha^{\prime} \geq \alpha / c$, where $c=\frac{\pi / 3}{\arctan \left(\frac{\sqrt{3}}{11}\right)} \approx 6.7052$.


Figure 4. (a) The region $\Sigma$ is shadowed. (b) The region $\Sigma^{*}$ is shadowed.
Let $\Sigma^{*}$ be the set of complex numbers in the normalized region under circumferences with centers $\frac{1}{3}+\frac{\sqrt{2}}{3} i, \frac{1}{3}+\frac{\sqrt{2}}{6} i$ y $\frac{4}{9}+\frac{\sqrt{2}}{9} i$ and radius $\ln \left(\frac{\sqrt{2}+\sqrt{6}}{2}\right)$ in the hyperbolic sense (see Figure 4 (b)). The following proposition concludes our research.

Proposition 2.2. If $z \in \Sigma^{*}$ and $z^{\prime} \in \Gamma_{z}$, then $\alpha^{\prime} \geq \alpha / c$, where $c=\frac{\arctan \left(\frac{3 \sqrt{3}}{13}\right)}{\arctan \left(\frac{\sqrt{3}}{12}\right)} \approx 2.6527$.

## 3 Conclusions

In this paper the non-degeneracy property of the LE-trisection method has been settled, as well as a sharp lower bound of the angles of triangles constructed by trisecting the longest-side. Hyperbolic geometry has been applied successfully to study the quality of the triangular mesh refinement based on LE-trisection.
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#### Abstract

The minimum feature size of a planar straight-line graph is the minimum distance between a vertex and a nonincident edge. When a polygon is partitioned into a mesh, the degradation is the ratio of original to final minimum feature size. We show that some planar straight-line graphs cannot be triangulated with constant degradation, even with an unbounded number of Steiner points and triangles. This result answers a 14 -year-old open problem by Bern, Dobkin, and Eppstein. For an $n$-vertex input, we obtain matching worst-case lower and upper bounds on degradation of $\Theta(\lg n)$. Our upper bound comes from a new meshing algorithm that uses $\mathcal{O}(n)$ triangles and $\mathcal{O}(n)$ Steiner points. If we allow triangles to have Steiner points along their sides, a construction is presented that achieves $\mathcal{O}(1)$ degradation.


## Introduction

In this paper ${ }^{5}$, we study the problem of polygon triangulation, with the possible aid of Steiner vertices. Our goal is to not introduce small distances between vertices and nonincident edges, compared to distances already existing in the shape. To compare the input and output, we use the minimum feature size of a planar straight-line graph $G$, denoted by $\operatorname{mfs}(G)$. This is the minimum distance between a vertex and a nonincident edge. We are interested in decomposing a polygon $P$ into a planar straight-line graph (more specifically, a triangulation) $G$ such that the minimum feature size of $G$ is as close as possible to that of $P$. We call the ratio $\mathrm{mfs}(P) / \mathrm{mfs}(G)$ the degradation of the decomposition of $P$ into $G$. Note that mfs does not distinguish between the interior and exterior of $P$ when measuring distances.

Minimum feature size is a parameter well suited for describing the resolution needed to visually distinguish elements in a mesh. For example, it measures the maximum thickness that the edges in a mesh can be drawn. Also, mfs measures the amount of error allowed in the placement of vertices, so that a drawing preserves its topology. This could be useful in manufacturing, as well as in finite element simulation.

One important issue here is the type of desired triangulation. This choice has a large effect on the results that can be achieved; see Figure 1. The most common decomposition

[^34]of a polygon is the classic triangulation, where noncrossing chords are added between vertices of $P$, until the interior of $P$ is partitioned into triangles. If we allow Steiner points, a proper triangulation is such that any two edges that lie on the same interior face and are incident to a common vertex are not collinear. A non-proper triangulation simply partitions $P$ into triangles, with no restrictions.


Figure 1. Triangulation types: classic, proper, non-proper. Steiner points are blue.
Bern, Dobkin, and Eppstein BDE95 studied this problem, using the notion of internal feature size ifs $(P)$, which is the minimum distance inside $P$ between a vertex and a nonincident edge. (Note that "internal feature size" is called "minimum feature size" in BDE95.) They proved that every polygon $P$ (possibly with holes) has a non-proper triangulation in which every triangle has height $\Omega(\operatorname{ifs}(P))$.

For a planar straight-line graph, triangulating all of its faces with triangles that have height at least $h$ is equivalent to guaranteeing that the triangulation itself has minimum internal feature size at least $h$. Notice that the internal feature size of a triangle equals its height. Thus ifs $(P)$ is an upper bound on the smallest height of a triangle in any triangulation of $P$, so this bound is the best possible up to constant factors. However the method does not guarantee that the minimum feature size of the resulting triangulation is bounded by a function of $\mathrm{mfs}(P)$. Thus, partitioning both the inside and the outside of a polygon into triangles whose height is bounded by a function of $\mathrm{mfs}(P)$ is not guaranteed either. Consequently, the first open problem the authors list is whether their result can be generalized to planar straight-line graphs, that is, whether such graphs can be triangulated while preserving their minimum feature size.

We answer this open problem negatively. Specifically, we provide a simple polygon $G$ such that every proper triangulation of $G$ has degradation $\Omega(\lg n)$, independent of the number of Steiner points and triangles. We match this lower bound by providing an algorithm for properly triangulating any given planar straight-line graph $G$ so that degradation is $\mathcal{O}(\lg n)$. Our algorithm uses $\mathcal{O}(n)$ Steiner points and hence $\mathcal{O}(n)$ triangles. Steiner points are necessary to obtain a degradation smaller than a linear factor; Bern and Eppstein [BE95] showed that all classic triangulations of a regular $n$-gon have a minimum feature size degradation of $\Omega(n)$. This can be extended trivially to quadrangles or any decomposition with constant size faces.

Until now, no meshing algorithm with a constant degradation was known. Ruppert's Delaunay mesh refinement algorithm claims such a bound Rup93. Theorem 1], but the constant actually depends on the minimum angle of the input graph (as well as the minimum triangle angle guaranteed by the algorithm).

What causes the need for logarithmic degradation in proper triangulations of planar straight-line graphs? We show that the essential issue is forbidding Steiner points along
the sides of a triangle. However, by allowing Steiner points along the sides of triangular elements (what we call non-proper triangulation), $\mathcal{O}(1)$ degradation is actually possible.

## 1 Non-proper triangulations can preserve minimum feature size

In this section we show how to construct a non-proper triangulation for any polygon $P$, such that the minimum feature size degradation is $\Theta(1)$. We use $\Theta(n)$ Steiner points, and the construction can be computed in linear time.

We provide a brief overview of our construction. There are two distinct regions of $P$ which will be triangulated separately. The two regions will be separated by a polygon $Q$ interior to $P$ whose boundary remains at distance $\Theta(\mathrm{mfs})$ to that of $P$. The region between $P$ and $Q$ is called the tube. The algorithm places all Steiner points on or interior to $Q$; none are placed on $P$.

The polygon $Q$ is constructed to have the following properties with respect to absolute constants $c_{1}, c_{2}, c_{3}$ : (1) All points on $Q$ are at most $c_{1}$ away from the closest point on $P$, and at least $c_{2}$ away from the nearest point on $P$. (2) All vertices on $Q$ have $y$-coordinates which are multiples of $c_{3}$ (i.e., they are on a $c_{3}$ horizontal grid). (3) There are $\mathcal{O}(n)$ vertices (initially) on $Q$. The details of how to find such a $Q$ are omitted, but we note that the grassfire transformation plays a vital part in the construction.

Next, an edge from each vertex of $Q$ is added to the closest vertex on $P$; now the region between the $P$ and $Q$ is subdivided into triangles and quadrangles. The interior of $Q$ is then quadrangulated by performing a trapezoidal decomposition of the interior of the tube; this will introduce new Steiner vertices on $Q$. However, since all vertices on $Q$ are at least $c_{3}$ separated, this does not cause any issues with respect to minimum feature size. The decomposition at this point contains triangles and quadrangles; the quadrangles need to be triangulated. The most difficult cases are the quadrangles in the tube; these will have one edge from $P$ and one edge from $Q$. The edge from $Q$ may have many Steiner vertices introduced by the trapezoidal decomposition, separated by a distance of at least $c_{3}$. The edge from $P$ does not have any Steiner vertices, and it cannot be assumed that it is safe to put any Steiner vertices on $P$ because there could be another edge of $P$ arbitrary close. For example, see Figure 2 (D), where a constant fraction of the boundary of $P$ is off-limits to the introduction of Steiner points). The other two edges connecting $P$ and $Q$ do not have Steiner points. Figure 2(A) shows how to triangulate a rectangle subject to these restrictions while maintaining constant minimum feature size; this construction can be slightly modified to decompose any of the needed quadrangles and complete the construction, yielding the following theorem.

Theorem 1.1. Every polygon has a non-proper triangulation with constant minimum feature size degradation.

## 2 Degradation upper bound for proper triangulations

The decomposition method is the same as for non-proper triangulations, with the exception that the decomposition of quadrangles shown in Figure 2(A) can not be used as it is a non-proper triangulation. Instead the construction of Figure 2 (C) is used; this yields $\mathcal{O}(\log n)$ degradation.

Theorem 2.1. Every $n$-vertex polygon has a proper triangulation with $\mathcal{O}(\log n)$ minimum feature size degradation.

## 3 Lower bounds

Due to lack of space and complexity of proofs, we only state our main results of this section.

Let $P_{n}$ be the generalized version of the $n+6$ vertex polygon illustrated in Figure $2(\mathrm{D})$. This polygon has width 2 , height $n+1$, and minimum feature size of 1 . Let $\mathrm{R}_{n}$ be the rectangular region of $\mathrm{P}_{n}$ shaded in Figure 2 (D). A $\tau$-grid is a set of $\tau$ vertical lines. Let a $\tau$-grid triangulation of $\mathrm{P}_{n}$ be a non-proper triangulation of $\mathrm{P}_{n}$ where all Steiner vertices are on a $\tau$-grid.
Theorem 3.1. For every $\tau$ and $n$, every $\tau$-grid (nonproper) triangulation $G$ of $\mathrm{P}_{n}$ has degradation

$$
\Omega\left(\min \left\{\frac{\lg n}{\lg \lg n}, \frac{\lg n}{\lg \tau}\right\}\right)
$$

When considering proper triangulations, our (omitted) proof for Theorem 3.1 simplifies to a $\Omega\left(\frac{\lg n}{\lg \lg n}\right)$ bound on degradation. However, we are able to improve as follows.
Theorem 3.2. For every n, every proper triangulation $G$ of $\mathrm{P}_{n}$ has degradation $\Omega(\lg n)$.

This can be shown to extend to a bound of $\Omega\left(\lg _{r} n\right)$ for proper $r$-rangulations.
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Figure 2. (A)-(C) are triangulations of the same rectangle with 129 vertices on the right edge. (A) is a non-proper triangulation, with $\mathcal{O}(1)$ degradation. For comparison, (B) is a simple proper fan triangulation with $\mathcal{O}(n)$ degradation. (C) is a proper triangulation with $\mathcal{O}(\log n)$ degradation. Observe how for $(\mathrm{A})$ the interiors of all the triangles are clearly visible; in (C) it is more difficult to discern the individual triangles, and in (B) it is impossible. (D) is a polygon that shows Steiner vertices cannot be placed on a significant fraction of the boundary close to the reflex vertex.
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#### Abstract

Let $S$ be a permutation of $I_{n}=\{1, \ldots, n\}$. The weight of a subsequence of $S$ is the sum of its elements. We prove that any permutation $S$ of $I_{n}$ always contains an increasing or a decreasing subsequence of weight greater than $n \sqrt{n / 3}$; our bound is asymptotically tight. We also show that $S$ contains a unimodal subsequence of weight at least $n \sqrt{2 n / 3}-O(n)$. Our problem arises in the following geometric setting: Let $P$ be a set of $n$ points whose elements are labelled with the integers in $I_{n}$. A simple path of $P$ is an increasing path if when we traverse it starting at one of its endpoints, the labels of its elements always increase. The weight of a path is the sum of the labels of its elements. We study the problem of finding simple increasing paths with large weight. We also study the problem of finding non-crossing matchings of $P$ with large weight, where the weight of an edge with endpoints $i, j \in P$ is $\min \{i, j\}$, and the weight of a matching is the sum of the weights of its edges.


## Introduction

Consider any permutation $S$ of $I_{n}=\{1, \ldots, n\}$. A well-known result of Erdôs and Szekeres [3] asserts that any permutation of $I_{n}$ always contains an increasing or a decreasing subsequence with at least $\lceil\sqrt{n}\rceil$ elements. The weight of a subsequence of $S$ is the sum of its elements. If we consider the permutation $S=\{5,2,8,1,7,4,3,6\}$, the weight of the increasing subsequence $\{2,4,6\}$ is equal to 12 . Among all the increasing or decreasing subsequences of $S$, the one with maximum weight is $\{8,7,6\}$, with weight 21 . In this paper we study the problem of finding the increasing or decreasing subsequence of a permutation with maximum weight. We prove that any permutation of $I_{n}$ always contains an increasing or a decreasing subsequence with weight greater than $n \sqrt{n / 3}$; our bound is asymptotically tight. The permutations obtained to solve this problem produce efficient packings of squares with areas $1,2^{2}, \ldots, n^{2}$. We also study the problem of finding unimodal subsequences of large weight of permutations of $I_{n}$. We show that any permutation of $I_{n}$ always has a unimodal subsequence of weight at least $n \sqrt{2 n / 3}-O(n)$.

Our results are motivated by the following problem: Let $P$ be a set of $n$ points on the plane in general position such that its elements are labelled with the integers of $I_{n}$. Different elements of $P$ receive different labels (we call this point set a labelled point set, or simply a point set). A path $\mathcal{W}$ whose vertices are elements of $P$ is called simple if no two of its edges cross each other. $\mathcal{W}$ is called an increasing path if when we traverse it starting at one of its endpoints, the labels of its vertices always increase. The weight of a path is the sum of the labels of its vertices. Finding increasing or decreasing subsequences in permutations of $I_{n}$ allows us to establish bounds on the weight of the heaviest simple increasing path in labelled point sets. For point sets in convex position, we use unimodal

[^35]or anti-unimodal subsequences of large weight. We also study the problem of finding non-crossing matchings of labelled point sets with large weight, where the weight of the edge joining $i$ and $j$ is the smaller of $\{i, j\}$, and the weight of a matching is the sum of the weights of its edges. We show that a point set in convex position always has a matching of weight at least $n^{2} / 5-O(n)$. Point sets in general position always have matchings with weight at least $n^{2} / 6+\Omega(n)$.

Finding structures in point sets on the plane that optimize some given functions has been of interest to many computational geometers for some time. Problems studied so far include finding simple paths, matchings, cycles, and trees of maximum length; see Dumitrescu and Tóth [1]. Pach, Károlyi, and Tóth [5] show that if the edges of a complete geometric graph on $k^{2}+1$ points are colored red or blue, then there always exists a simple red or blue path of length $k+1$. The problem of finding long simple increasing paths was first studied by Czyzowicz et al. [4]. They proved that any labelled point set in convex position contains a simple increasing path of length at least $\sqrt{2 n}$. This bound was improved recently by Sakai and Urrutia [6] to $\sqrt{3 n-3 / 4}-1 / 2$.

## 1 Heavy simple increasing paths

### 1.1 Heavy increasing subsequences of a permutation

Let $S=\{s(1), \ldots, s(n)\}$ be a permutation of $I_{n}$. To each $s(i)$ of $S$, we associate the point $\left(x_{i}, y_{i}\right)$ as follows: $x_{i}$ is the weight of the heaviest increasing subsequence of $S$ ending at $s(i)$, and $y_{i}$ is the weight of the heaviest decreasing subsequence of $S$ starting at $s(i)$. If $S=\{4,3,7,2,5,1,6\}$, then we associate to $s(3)=7$ the point $\left(x_{3}, y_{3}\right)=(4+7,7+5+1)=$ $(11,13)$. We also associate to each $s(i)$ the square $S Q(i)$ whose top right vertex is $\left(x_{i}, y_{i}\right)$ and whose bottom left vertex is the point $\left(x_{i}-s(i), y_{i}-s(i)\right)$.

Observation If $i \neq j$, then $\left(x_{i}, y_{i}\right) \neq\left(x_{j}, y_{j}\right)$, and $S Q(i)$ and $S Q(j)$ have disjoint interiors.

Let $\alpha$ be the minimum value such that the square $\mathcal{S} Q$ with vertices $(0,0),(0, \alpha),(\alpha, \alpha)$, $(\alpha, 0)$ contains all $S Q(i)$. Since the area of $\mathcal{S} Q$ must be at least the total area of the $S Q(i)$, we must have $\alpha>n \sqrt{\frac{n}{3}}$. This implies:
Theorem 1.1. Any permutation of $I_{n}$ contains an increasing or a decreasing subsequence whose weight is greater than $n \sqrt{n / 3}$. Our bound is asymptotically tight.

To see that our bound is asymptotically tight, let $k=\sqrt[4]{4 n^{3} / 3}$, and $m=\sqrt{3 n} / 2$. Consider now the following permutation $\Pi$ :

$$
\begin{aligned}
& \lceil k\rceil,\lceil k\rceil-1, \ldots, 1,\lceil\sqrt{2} k\rceil,\lceil\sqrt{2} k\rceil-1, \ldots,\lceil k\rceil+1, \\
& \quad\lceil\sqrt{3} k\rceil,\lceil\sqrt{3} k\rceil-1, \ldots,\lceil\sqrt{2} k\rceil+1, \ldots, n, n-1,\lceil\sqrt{m-1} k\rceil+1 .
\end{aligned}
$$

Thus, $\Pi$ consists of $m$ blocks of decreasing integers such that, for each block, the sum of its elements is $n \sqrt{n / 3}+O(n)$. On the other hand, the heaviest increasing subsequence of $\Pi$ is the subsequence containing the elements $\lceil k\rceil,\lceil\sqrt{2} k\rceil,\lceil\sqrt{3} k\rceil, \ldots, n$, which again has weight $n \sqrt{n / 3}+O(n)$. As a consequence, we have:
Theorem 1.2. Any labelled point set with $n$ elements has a simple increasing path of weight greater than $n \sqrt{n / 3}$.

### 1.2 Heavy increasing paths of point sets in convex position

A subsequence $\left\{s\left(i_{1}\right), \ldots, s\left(i_{k}\right)\right\}$ of a permutation $S$ of $I_{n}$ is called unimodal if there is a $j, 1 \leq j \leq k$, such that $s\left(i_{1}\right)<\cdots<s\left(i_{j}\right)>\cdots>s\left(i_{k}\right)$; it is called anti-unimodal if for some $j, s\left(i_{1}\right)>\cdots>s\left(i_{j}\right)<\cdots<s\left(i_{k}\right)$. The next result is given without a proof.

Theorem 1.3. Any permutation of $I_{n}$ contains a unimodal subsequence of weight greater than $n \sqrt{2 n / 3}-O(n)$.

Observe that the problem of finding a simple increasing path of maximum weight for a labelled point set in convex position can be reduced to that of finding a unimodal or anti-unimodal sequence of maximum weight in a permutation of $I_{n}$ obtained from $P$ by reading its elements starting at a suitable point of $P$. Thus the next result follows:

Theorem 1.4. Any labelled point set in convex position has a simple increasing path of weight greater than $n \sqrt{2 n / 3}-O(n)$.

The best upper bound we have for the weight of a unimodal or an anti-unimodal subsequence of a permutation is approximately $2 n \sqrt{n / 3}$, and is given by the permutation used in Theorem 1.1. On the other hand, the best upper bound we have for the weight of a simple increasing path of $n$ labelled points in convex position is approximately $n \sqrt{2 n}$. This is given by the following permutation $\Pi^{\prime}$ with $n=2 k^{2}$ :

$$
\begin{array}{ccccc}
n-k+1, & n-2 k+1, & \ldots, & k+1, & 1, \\
n-k+2, & n-2 k+2, & \ldots, & k+2, & 2, \\
\ldots \\
n=2 k^{2}, & n-k, & \ldots, & 2 k, & k .
\end{array}
$$

It is easy to see that the maximum weight unimodal or anti-unimodal subsequence of $\Pi^{\prime}$ has weight $\approx n \sqrt{2 n}$; this weight is achieved by the subsequence

$$
n-k+1, n-k+2, \ldots, n, n-k, \ldots, 2 k, k
$$

## 2 Heavy non-crossing matchings

In this section, we study the problem of finding non-crossing matchings of a labelled point set that maximize the sum of the weights of its edges. We give lower bounds of the sums of the weights while efficient upper bounds are still open.

### 2.1 Point sets in convex position

Lemma 2.1. The weight of any non-crossing perfect matching of a point set $P$ in general position with $2 m$ elements is at least $\binom{m+1}{2}$ and at most $m^{2}$. These bounds are tight.

To prove the tightness of the lower bound, let $P$ be an unlabelled point set with $2 m$ elements in convex position. Color the elements of $P$ red or blue in such a way that when we traverse the boundary of the convex hull of $P$ the colors of its elements alternate. Observe that any edge of a perfect matching $\mathcal{M}$ of $P$ joins a red and a blue point. Label the red and blue points of $P$ with the integers $\{1, \ldots, m\}$ and $\{m+1, \ldots, 2 m\}$, respectively, not necessarily in order. Then the weight of any edge of $\mathcal{M}$ belongs to $\{1, \ldots, m\}$. Since different edges in $\mathcal{M}$ have different weights, the weight of $\mathcal{M}$ is precisely $\binom{m+1}{2}$. The tightness of the upper bound is easy to prove.

Using similar arguments, we can prove:

Lemma 2.2. Let $P$ be a set of points in general position whose elements have been labelled with the set of integers $\{2 r+1,2 r+2, \ldots, 2 m\}$. Then the weights of perfect matchings of $P$ have the following bounds, and these bounds are tight:

- at least $(2 r+1)+(2 r+2)+\cdots+[2 r+(m-r)]=2 r(m-r)+\left({ }_{2}^{m-r+1}\right)$, and
- at most $(2 r+1)+(2 r+3)+\cdots+(2 m-1)=2 r(m-r)+(m-r)^{2}$.

Next we consider matchings that are not necessarily perfect.
Lemma 2.3. Let $P$ be a point set in convex position such that some of its elements are colored red and the rest blue. Then there is a non-crossing matching $\mathcal{M}$ of $P$ that matches all, but at most two, elements of $P$ such that the endpoints of each edge of $\mathcal{M}$ have the same color.

We are now ready to prove the main result of this section.
Theorem 2.4. Let $P$ be a labelled point set in convex position. Then the heaviest noncrossing matching of $P$ has weight at least $n^{2} / 5-O(n)$.
Proof. To make our proof easy to understand, let us assume that $P$ has $n=10$ s elements. Discard from $P$ all the elements with labels in $\{1, \ldots, 2 s\}$. Now color with blue and red all the elements of $P$ with labels in $\{2 s+1, \ldots, 6 s\}$ and $\{6 s+1, \ldots, 10 s\}$, respectively. By Lemma 2.3, we can find matchings $\mathcal{M}^{\prime}$ and $\mathcal{M}^{\prime \prime}$ of $\{2 s+1, \ldots, 6 s\}$ and $\{6 s+1, \ldots, 10 s\}$, respectively, that leave at most two elements of $\{2 s+1, \ldots, 10 s\}$ unmatched.

Suppose first that all the elements of $\{2 s+1, \ldots, 10 s\}$ are matched. By Lemma 2.2 with $r=s$, and $m=3 s$, the weight of $\mathcal{M}^{\prime}$ is at least $(2 s+1)+(2 s+2)+\cdots+(4 s-1)+4 s$. Similarly, by applying Lemma 2.2 with $r=3 s$ and $m=5 s$, the weight of $\mathcal{M}^{\prime \prime}$ is at least $(6 s+1)+(6 s+2)+\cdots+(8 s-1)+8 s$. It is easy to see now that the sum of the weights of $\mathcal{M}^{\prime}$ and $\mathcal{M}^{\prime \prime}$ is at least $n(n+1) / 5$.

Observe now that if two elements of $\{2 s+1, \ldots, 10 s\}$ are unmatched, then the sum of the weights of $\mathcal{M}^{\prime}$ and $\mathcal{M}^{\prime \prime}$ decreases from $n(n+1) / 5$ by at most $2 n$. Hence the weight of $\mathcal{M}^{\prime} \cup \mathcal{M}^{\prime \prime}$ is at least $n^{2} / 5-O(n)$.

### 2.2 Point sets in general position

For point sets in general position, by discarding the elements with labels smaller than $n / 3+O(1)$ and applying Lemma 2.2, we obtain:
Theorem 2.5. Let $P$ be a labelled point set in general position. Then the heaviest noncrossing matching of $P$ has weight at least $n^{2} / 6+\Omega(n)$.
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#### Abstract

Let $S$ be a set of $n$ points in general position in the plane. A $k$-island $I$ of $S$ is a subset of $k$ points of $S$ such that $\operatorname{Conv}(I) \cap S=I$. We show that, for an arbitrary but fixed number $k \geq 2$, the minimum number of $k$-islands among all sets $S$ of $n$ points is $\Theta\left(n^{2}\right)$. The following related counting problem is also studied: For $l<k$, an $l$-island covers a $k$-island if it is contained in the $k$-island. Let $C_{k, l}(S)$ be the minimum number of $l$-islands needed to cover all the $k$-islands of $S$ and let $C_{k, l}(n)$ be the minimum of $C_{k, l}(S)$ among all sets $S$ of $n$ points. We find asymptotic bounds for $C_{k, l}(n)$.


## Introduction

Let $S$ be a set of $n$ points in general position in the plane. An island $I$ of $S$ is a subset of $S$ such that the convex hull of $I$ does not contain points of $S \backslash I$. Problems related to islands have been studied recently in [4, 5]. A $k$-island is an island $I$ with $|I|=k$. The set of $k$-islands of $S$ will be denoted as $I_{k}(S)$. Thus $I_{2}(S)$ are the $\binom{n}{2}$ segments connecting pairs of points of $S$ and $I_{3}(S)$ are the empty triangles of $S$. Katchalski and Meir 13 proved that the minimum number of empty triangles among all sets of $n$ points is $\Theta\left(n^{2}\right)$. Lower and upper bounds for the exact leading constant of the quadratic term have then been improved in [2, 3, 8, 16]. We show that also for $k>3$ the minimum of $\left|I_{k}(S)\right|$ among all sets $S$ of $n$ points is $\Theta\left(n^{2}\right)$. Note that, for $k>3$, a $k$-island might contain points in the interior of its convex hull. The special case when all the points of a $k$-island form a convex polygon, that is to say, they form an empty convex $k$-gon in the point set, has been studied extensively. For $k=4$, the minimum number of empty convex $k$-gons is quadratic [3]. For $k=5$ and $k=6$ a linear lower bound is known [9, 10, 14, 17]. A construction of $n$ points without empty convex heptagons is due to Horton [11]. We will see that Horton sets also provide $O\left(n^{2}\right)$-examples for the minimum number of $k$-islands.

We then study coverings of $k$-islands. Some problems related to coverings were studied in [1, 15]. For $l<k$, an $l$-island covers a $k$-island if it is contained in the $k$-island. Let $C_{k, l}(S)$ be the minimum number of $l$-islands needed to cover $I_{k}(S)$. Let $C_{k, l}(n)$ be the minimum of $C_{k, l}(S)$ among all sets $S$ of $n$ points in general position in the plane. The problem to determine $C_{k, l}(n)$ is closely related to counting empty convex polygons in point sets. For example, since every set of ten points contains an empty convex pentagon [10], $C_{10,5}(n)$ is at most the minimum number of empty convex pentagons among all sets of $n$ points. Also, the particular case $C_{3,2}(n)$ has been studied recently in [6] by considering the question: What is the maximum number of edges that a geometric graph on a point set $S$ can have such that it does not contain empty triangles? There it is shown that $n-2+\left\lfloor\frac{n}{8}\right\rfloor \leq C_{3,2}(n) \leq O(n \log n)$. The latter bound is achieved by the Horton set. We

[^36]| value of $l$ | $\leq\left\lfloor\frac{k+5}{6}\right\rfloor$ | $\leq\left\lceil\frac{k}{2}\right\rceil$ | $\geq\left\lceil\frac{k}{2}\right\rceil+1$ |
| :--- | :--- | :--- | :--- |
| $C_{k, l}(n)$ | $\Theta(n)$ | $O(n \log n)$ | $\Omega(n \log n)$ |

Table 1. The obtained bounds for $C_{k, l}(n)$.
will see that also for each $l \leq\left\lceil\frac{k}{2}\right\rceil$ the Horton set provides the upper bound $O(n \log n)$ on $C_{k, l}(n)$. Table 1 summarizes our obtained bounds for $C_{k, l}(n)$.

Throughout the text, $k \geq 2$ is an arbitrary but fixed natural number, and $n$ is arbitrarily large with respect to $k$.

## 1 Islands of the Horton set

A Horton set, see e.g. [2, 3, 7, 11, is defined recursively as follows: $H(1)=\{(1,1)\}$ and $H(2)=\{(1,1),(2,2)\}$. When $H(n)$ is defined, set

$$
H(2 n)=\{(2 x-1, y) \mid(x, y) \in H(n)\} \cup\left\{\left(2 x, y+3^{n}\right) \mid(x, y) \in H(n)\right\} .
$$

We denote the subset of points of a Horton set $H(n)$ with even $x$-coordinate as the upper set $H^{+}(n)$, and subset of $H(n)$ with odd $x$-coordinate as the lower set $H^{-}(n)$. Horton sets have the following property: Any line connecting two points from $H^{+}(n)$ leaves all points from $H^{-}(n)$ below, and any line connecting two points from $H^{-}(n)$ leaves all points from $H^{+}(n)$ above.

We say that an island $I$ of a point set $S$ is open from above if the vertical stripe bounded by the leftmost point and rightmost point of $I$ contains no points of $S \backslash I$ above $I$. Likewise $I$ is open from below if there are no points of $S \backslash I$ below $I$ in this stripe. Denote with $I_{k}^{+}(S)$ and $I_{k}^{-}(S)$ the set of $k$-islands of $S$ open from above and open from below, respectively.

We estimate the number $\left|I_{k}^{+}(H(n))\right|$ of $k$-islands of the Horton set $H(n)$ open from above. The following lemma also applies to the number $\left|I_{k}^{-}(H(n))\right|$ of $k$-islands open from below. The proof is omitted due to lack of space.
Lemma 1.1. There exist positive constants $c_{k}$ and $c_{k}^{\prime}$ that only depend on $k$ such that $c_{k}^{\prime} n \leq\left|I_{k}^{+}(H(n))\right| \leq c_{k} n$.
Lemma 1.2. The number of $k$-islands of the Horton set $H(n)$ is $\Theta\left(n^{2}\right)$.
Proof. The $k$-islands that are contained entirely in the upper set $H(n)^{+}$or in the lower set $H(n)^{-}$can be counted recursively. A $k$-island that has points in both of $H(n)^{+}$and $H(n)^{-}$consists of an $i$-island open from below in $H(n)^{+}$and a $(k-i)$-island open from above in $H(n)^{-}$, for some $i \in\{1, \ldots, k-1\}$. We thus obtain the recurrence for the number $\left|I_{k}(H(n))\right|$ of $k$-islands of the Horton set:

$$
\left|I_{k}(H(n))\right|=2\left|I_{k}\left(H\left(\frac{n}{2}\right)\right)\right|+\sum_{i=1}^{k-1}\left|I_{i}^{-}\left(H\left(\frac{n}{2}\right)\right)\right| \cdot\left|I_{k-i}^{+}\left(H\left(\frac{n}{2}\right)\right)\right| .
$$

Since $k$ is a constant, $\left\lvert\, I_{i}^{-}\left(\left.H\left(\frac{n}{2}\right) \right\rvert\,\right.$ and $\left|I_{k-i}^{+}\left(H\left(\frac{n}{2}\right)\right)\right|$ are both in $\Theta(n)$ by Lemma 1.1. Thus, \right.

$$
\left|I_{k}(H(n))\right|=2\left|I_{k}\left(H\left(\frac{n}{2}\right)\right)\right|+\Theta\left(n^{2}\right) .
$$

It follows that $\left|I_{k}(H(n))\right|$ is $\Theta\left(n^{2}\right)$.
Lemma 1.3. Let $S$ be a set of $n$ points in general position in the plane, and let $k \geq 2$. Then $\left|I_{k}(S)\right|=\Omega\left(n^{2}\right)$.

Proof. For a point $p \in S$, sort the points of $S \backslash\{p\}$ cyclically around $p$. Divide these points into $\Omega(n)$ groups of $k-1$ consecutive points in this order. Each group together with $p$ forms a $k$-island. Repeating this for every point of $S$, we count $\Omega\left(n^{2}\right) k$-islands; each one is counted at most $k$ times.

Lemmas 1.2 and 1.3 imply the following result:
Theorem 1.4. The minimum number of $k$-islands among all sets of $n$ points in general position is $\Theta\left(n^{2}\right)$.

## 2 Covering islands

We now show asymptotic bounds for $C_{k, l}(n)$.
Theorem 2.1. For $l \leq\left\lfloor\frac{k+5}{6}\right\rfloor, C_{k, l}(n)$ is $\Theta(n)$. For $l \leq\left\lceil\frac{k}{2}\right\rceil, C_{k, l}(n)$ is $O(n \log n)$. For $l \geq\left\lceil\frac{k}{2}\right\rceil+1, C_{k, l}(n)$ is $\Omega(n \log n)$.

The proof is split into the following three cases.

- For $l \leq\left\lfloor\frac{k+5}{6}\right\rfloor$, there exist sets of $n=m l$ points, for any $m$, such that their $k$-islands can be covered with $m l$-islands.

Proof. The construction starts with a Horton set of $m$ points; if $m$ is not a power of 2 then take a larger Horton set and only consider its $m$ leftmost points. Then $l-1$ additional points are placed in an $\varepsilon$-neighborhood of each point of the Horton set, where $\varepsilon>0$ is chosen small enough. It remains to provide a covering of all $k$-islands of this point set with $m l$-islands: Choose each point of the given Horton set together with its $l-1$ additional nearest points as an $l$-island of the covering. Thus, $m l$-islands are chosen. Assume the point set has a $k$-island $I$ that is not covered by some chosen $l$-island. Note that $k \geq 6(l-1)+1$. Also note that $I$ contains at most $l-1$ points of each chosen $l$-island. We now use the fact that Horton sets have no empty convex heptagons. Therefore, $I$ cannot have points from more than six $l$-islands. But since $k>6(l-1)$, this gives a contradiction.

- For $l \leq\left\lceil\frac{k}{2}\right\rceil$, the $k$-islands of the Horton set $H(n)$ can be covered with $O(n \log n)$ $l$-islands.

Proof. To cover all the $k$-islands, choose all the $l$-islands open from below of $H(n)^{+}$and all the $l$-islands open from above of $H(n)^{-}$. By Lemma 1.1, the number of these $l$-islands is $O(n)$. Moreover, these $l$-islands cover all the $k$-islands that have points in both $\mathrm{H}(n)^{+}$ and $H(n)^{-}$. Recursively cover the $k$-islands of $H(n)^{+}$and $H(n)^{-}$. Let $T(n)$ denote the number of $l$-islands in this covering. We obtain the recurrence:

$$
T(n) \leq 2 T\left(\frac{n}{2}\right)+O(n)
$$

which gives $O(n \log (n))$ as an upper bound.

- For $l \geq\left\lceil\frac{k}{2}\right\rceil+1$ and for every set $S$ of $n$ points, at least $\Omega(n \log n) l$-islands are needed to cover all the $k$-islands of $S$.

Proof. Consider a halving line $\ell_{h}$ for $S$. We want to find $\Omega(n)$ pairwise disjoint $k$-islands crossing $\ell_{h}$ such that at most $\left\lceil\frac{k}{2}\right\rceil$ points of each island are on each side of $\ell_{h}$. But this follows easily as a special case of the Equitable Subdivision Theorem [12]: assume the points of $S$ on one side of $\ell_{h}$ are colored red; the remaining ones are colored blue. Possibly
ignore the leftmost and rightmost points of $S$ (up to $\Theta(n)$ points) so that there are $g\left\lceil\frac{k}{2}\right\rceil$ red points and $g\left\lfloor\frac{k}{2}\right\rfloor$ blue points, where $g$ is $\Theta(n)$. Then, there exists a subdivision of the plane into $g$ disjoint convex polygons such that each of them contains exactly $\left\lceil\frac{k}{2}\right\rceil$ red points and $\left\lfloor\frac{k}{2}\right\rfloor$ blue points. Each such polygon gives a $k$-island. We thus have $\Omega(n)$ pairwise disjoint $k$-islands crossing $\ell_{h}$ and therefore need $\Omega(n)$ pairwise disjoint $l$-islands to cover these $k$-islands. Since $l \geq\lceil k / 2\rceil+1$, also each $l$-island crosses $\ell_{h}$. We iterate on both sides of $\ell_{h}$ and obtain the following recurrence, which gives the claimed lower bound for $C_{k, l}(n)$ of $\Omega(n \log n)$ :

$$
C_{k, l}(n) \geq 2 C_{k, l}\left(\frac{n}{2}\right)+\Omega(n) .
$$

We finally determine $C_{k, l}(H(n))$, for $l>\left\lceil\frac{k}{2}\right\rceil$. Based on the following lemma, whose proof is omitted, we believe that, for $l>\left\lceil\frac{k}{2}\right\rceil, C_{k, l}(n)$ is $\Theta\left(n^{2}\right)$.
Lemma 2.2. For $l \geq\left\lceil\frac{k}{2}\right\rceil+1$, the number of $l$-islands needed to cover the $k$-islands of the Horton set $H(n)$ is $\Theta\left(n^{2}\right)$.
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#### Abstract

Consider $2 n$ points in the plane in convex position, where $n$ points are red and $n$ points are blue. Edges are straight line segments connecting points of different color. A separated matching is a geometrically non-crossing matching where all edges can be crossed by a line. Separated matchings are closely related to non-crossing, alternating paths. Abellanas et al. and independently Kynčl et al. constructed convex point sets allowing at most $\frac{4}{3} n+O(\sqrt{n})$ points on any non-crossing, alternating path. We present a coloring with constant discrepancy parameter where the number of points in the maximum separated matching is very close to $\frac{4}{3} n$. When the dicrepancy is at most three we show that there are at least $\frac{4}{3} n$ points in the maximum separated matching.


## Introduction

Consider a $2 n$-element point set with a balanced coloring ( $n$ points red and $n$ points blue) in the plane. Edges will be straight line segments connecting points of different color. Erdős posed the following problem: How many points are there on the longest non-crossing, alternating path in an arbitrary balanced $2 n$-element convex point set in the plane? Without loss of generality we may assume that the points are on a circle $C$.

Erdốs constructed a convex point set that allows at most $\frac{3 n}{2}+2$ points on the longest non-crossing, alternating path. He conjectured that his configuration was asymptotically extremal. Erdős' conjecture was disproved. Kynčl, Pach and Tóth gave a single construction in 2008 [7]. They showed the $\frac{4}{3} n+O(\sqrt{n})$ upper and the $n+\Omega(\sqrt{n / \log n})$ lower bound. Abellanas et al. found a similar construction independently of the previously mentioned researchers [2]. It is conjectured that the presented upper bound is asymptotically tight. Hajnal and Mészáros improved the lower bound to $n+\Omega(\sqrt{n})$ and gave a class of configurations for the $\frac{4}{3} n+O(\sqrt{n})$ upper bound [5].

In the non-convex version of the problem you may find results in the following papers: [1], [3], 4] and [6.

The proof techniques introduced the notion of separated matchings, that is, geometrically non-crossing matchings where all edges can be crossed by a single line. In some sense, separated matchings form a building element to alternating paths, as each separated matching can be easily completed to a non-crossing, alternating path when the points are in convex position.

An advantage of separated matchings is that we may consider point sets with small discrepancy. We say that the discrepancy is $d$ if on any interval on the circle $C$ the difference between the cardinality of color classes is at most $d$.

Small discrepancy coloring draws attention to the separated matching conjecture [7], that is formulated as follows. Let $2 k$ denote the number of alternations between the two

[^37]colors in a $2 n$-element point set on $C$. Then for any fixed $k$ and large $n$, any configuration admits a separated matching that contains at least $\frac{2 k-1}{3 k-2} 2 n+o(n)$ points.

So far no one was concerned with the discrepancy parameter, since small discrepancy means many alternations among the two colors and this alone guarantees a long noncrossing, alternating path [5]. However, when we consider separated matchings, it is reasonable to investigate this case. We believe it might shed light on the difficulties of the original Erdős problem.

We will present a coloring where the discrepancy parameter is constant and the number of points in the maximum separated matching is very close to the conjectured value. Furthermore, if we restrict the discrepancy, we obtain an interesting result. For discrepancies two and three, we show that there are at least $\frac{4}{3} n$ points in the maximum separated matching. This result suggests that the order of magnitude in the separated matching conjecture is feasible. All these results can be found in [8] in detail, together with other related results in this area.

When the discrepancy is relatively small, the truth might be much closer to $2 n$ than $\frac{4}{3} n$. Although the case of small discrepancy looks very promising, unfortunately already the analysis of discrepancy three is rather long by the current techniques. New ideas could yield further interesting results on small discrepancy colorings.

## 1 Coloring

First we introduce some necessary definitions to describe our coloring on $C$. Let our $2 n$-element convex point set with a balanced coloring be denoted by $P$. An arc is an interval of points on $C \cap P$. The size of an arc is the number of its elements. In an arc the points are ordered -we always read the order in clockwise direction. A run is a maximal set of consecutive points on $C$ of the same color. The length of a run is the number of its elements.

The previous configurations contained long runs colored red or blue and at most two arcs consisting of alternating short runs of the two colors. We will present a coloring with arbitrary many arcs of alternating short runs. The idea originates from the Kynčl-PachTóth construction. We cut that construction into two pieces. We repeat the two pieces in arbitrary order an equal number of times along the circle.

We describe two special arcs called blocks. They will be the building elements of our configuration. The bluish block will consist of a red run of length $s$ and a blue run of length $2 s$. We denote the bluish block by $(s, 2 s)$ block. The reddish block will consist of a red run of length $s$ followed by a mixed arc $M$. The mixed arc $M$ consists of $2 s$ points alternating in color. Hence, the reddish block will contain $2 s$ red and $s$ blue points. We denote the reddish block by $(s, s(1,1))$ block.

The construction is a class of coloring $\mathcal{C}(s, t)$ : Take $t$ many $(s, 2 s)$ blocks and $t$ many $(s, s(1,1))$ blocks in arbitrary order along $C$. In other words, the same number of bluish and reddish blocks are placed along the circle in an arbitrary order.

## 2 Results

In this section we describe the results. First we take such a coloring from the previously given class where the discrepancy parameter is a large constant. Then we will estimate the number of points in the maximum separated matching in that coloring. Later we will recall a general theorem about our class of coloring $\mathcal{C}(s, t)$.

Before we proceed to our claims, we need to introduce another definition. Let the size of a separated matching be the number of points participating in it. Thus, it is twice the number of edges in the matching.

Now we are ready to make our statements.
Observation 2.1. Let $C_{2}$ be that coloring from $\mathcal{C}(1000, t)$ where the reddish and bluish blocks alternate. Then the size of the largest separated matching in $C_{2}$ is at most $1.34 n$.

Consider the following theorem in [8]:
Let $C_{1}$ be any coloring from $\mathcal{C}(s, t)$. Then the size of every separated matching in $C_{1}$ is at most $\frac{4}{3} n+O(s+t)$.

In this theorem, we have $O(s+t)$ as the remainder term. We can choose $s$ and $t$ so that $s, t=O(\sqrt{n})$ and the order of magnitude of $O(s+t)$ becomes negligible. This is how the reader should think about this theorem.

Observation 2.1 is a special case of this general theorem described above. We choose a setting where $s$ is a large constant and $t$ is $\epsilon \cdot n$. So $O(s+t)$ is very small. The reason for choosing such a setting is that in $C_{2}$ the discrepancy of the coloring is constant (2000). At the same time the size of the optimal matching is very close to the conjectured value.

Now we will present our results on small discrepancy colorings.
Theorem 2.2. For any coloring with dicrepancy at most three there is a separated matching of size at least $\frac{4 n}{3}$.
Proof. The colored point set can be viewed as follows: for each red point take a unit up line segment and for each blue point a unit down line segment. (When the discrepancy is one, then these up and down segments alternate.)


Figure 1. When the discrepancy is two, at most $\frac{1}{3}$ of the points will not participate in the constructed separated matching.

When the discrepancy is two, we will not choose a good axe that divides our point set. We can be given any axe that halves the number of runs and we will construct a separated matching of the desired size.

There are two types of runs regarding their length: runs of length 1 and runs of length 2. Each run contains at most two up and at most two down segments; see Figure 1 . Let us take a drawing for any case of discrepancy two and halve the number of runs by taking an axe $t$. Then we pair up all the runs. The run $r$ will have pair run $r^{\prime}$ if $r$ and $r^{\prime}$ are on different sides of $t$ but for the same distance to $t$ regarding the number of runs. We make the separated matching $S$ so that each run will face only its pair in the
matching. Therefore, all runs of length 1 will be fully covered in $S$. Now consider the runs of length 2 . If a run $r$ of length 2 faces a run $r^{\prime}$ of length 1 , then $\frac{2}{3}$ of all the vertices of $r$ and $r^{\prime}$ will be in $S$. Otherwise, the run $r$ is also fully covered in $\stackrel{3}{S}$. Hence, it follows that when the discrepancy is two, there exists a separated matching of size at least $\frac{4 n}{3}$.

The case of discrepancy three uses similar ideas but it includes a more sophisticated pairing of the runs. As it is quite extensive, we omit it from this extended abstract.

## 3 Closing thoughts

Small discrepancy colorings have an importance in trying to achieve a better lower bound for the problem of long non-crossing, alternating paths. Although at separated matchings the truth might be much closer to $2 n$ when the discrepancy parameter is small, by our current methods it is not easy to reveal it. For discrepancies at most three, a pairing algorithm of intervals yields that there are at least $\frac{4 n}{3}$ points in the maximum separated matching. It would be feasible to improve this result by new ideas. Also the case of the subsequent relatively small discrepancies seems promising. Just by our current methods it gets rather extensive.

Small discrepancy colorings also suggest the separated matching conjecture stated in the Introduction. A more appealing version of this conjecture was formulated in [5:

Conjecture 3.1. Every balanced coloring of $2 n$ points on $C$ admits a separated matching of size $\frac{4}{3} n+o(n)$.

Regarding the remainder term, even $O(\sqrt{n})$ is feasible. It would be an interesting result to settle this conjecture in the affirmative. That would also prove the conjecture related to the upper bound for non-crossing, alternating paths.
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#### Abstract

Let $C=\left\{c_{1}, \ldots, c_{n}\right\}$ be a collection of disjoint closed convex sets in the plane. Suppose that one of them, say $c_{1}$, represents a valuable object we want to uncover. We are allowed to pick a direction $\alpha \in[0,2 \pi)$ along which we can translate (remove) the elements of $C$ one at a time while avoiding collisions. In this paper we solve the problem of finding the direction $\alpha_{0}$ that minimizes the number of elements of $C$ that have to be removed before we can reach $c_{1}$, in $O\left(n^{2} \log n\right)$ time.


## Introduction

Consider a set $C=\left\{c_{1}, \ldots, c_{n}\right\}$ of pairwise disjoint closed convex sets, and a direction $\alpha \in[0,2 \pi)$; e.g., the vertical upwards direction. It is well known that the elements of $C$ can be translated (removed) one at a time by moving them upwards while avoiding collisions with other elements of $C$ [4, 6]. Suppose that $c_{1}$ is a special object that we want to uncover, and that we are allowed to choose a direction $\alpha$ along which we can remove the elements of $C$ one at a time while avoiding collisions.

We want to find the direction $\alpha_{0}$ that minimizes the number of elements of $C$ that have to be removed before we can remove $c_{1}$ itself. For example, in Figure 1(a) for $\alpha_{2}$ four elements of $C$ have to be removed, while for $\alpha_{1}$ we only need to remove two.

This problem can be seen as a variant of the problem known in computational geometry as the "separability problem" [1, 2, [5]. It is also related to spherical orders determined by light obstructions [3].

## 1 Preliminaries

Given $c_{i}, c_{j} \in C$ and a direction $\alpha$, we say that $c_{j}$ is an $\alpha$-cover of $c_{i}$ if any directed line segment with direction $\alpha$, starting at a point in $c_{i}$ and ending at a point in $c_{j}$, does not intersect any other set in $C$. Observe that, if $c_{j}$ is an $\alpha$-cover of $c_{i}$, then $c_{i}$ is an
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Figure 1. A set of convex sets and its truncated lattice.
$(\alpha+\pi)$-cover of $c_{j}$. We say that $c_{j}$ blocks $c_{i}$ in the direction $\alpha$, written as $c_{j} \succ_{\alpha} c_{i}$, if there is a sequence $c_{\sigma(1)}=c_{i}, c_{\sigma(2)}, \ldots, c_{\sigma(k)}=c_{j}$ of elements of $C$ such that $c_{\sigma(i+1)}$ is an $\alpha$-cover of $c_{\sigma(i)}, i=1, \ldots, k-1$.

For each $\alpha$, the blocking relation $\succ_{\alpha}$ is a partial order on $C$, which is a truncated planar lattice [6]. An ordered set is called a lattice if any two elements have a unique supremum and infimum. A lattice is called planar if its Hasse diagram can be drawn without intersecting edges. Finally, a finite order $P$ is called a truncated lattice if, by adding to $P$ both a least and a greatest element, the resulting order is a lattice.

The planar diagram of such a truncated lattice has the elements of $C$ as vertices in which two elements $c_{i}$ and $c_{j}$ are joined by an arc oriented from $c_{i}$ to $c_{j}$ if $c_{j}$ is an $\alpha$-cover of $c_{i}$ (Figure 1(b)). The elements of $C$ that we need to remove in the direction $\alpha$ before reaching an element $c_{i}$ of $C$ are those convex sets $c_{j}$ such that $c_{j} \succ_{\alpha} c_{i}$. Such a set is usually called the upper set of $c_{i}$ in $\succ_{\alpha}$, or for short, the up-set of $c_{i}$.
Lemma 1.1. Let $c_{i}$ and $c_{j}$ be two convex sets in $C$. The set of directions in which $c_{j}$ blocks $c_{i}$ forms a unique non-empty interval $\mathcal{I}_{i, j}$. The endpoints of any such $\mathcal{I}_{i, j}$ are directions determined by lines tangents to pairs of elements of $C$.

Then, there are at most $4\binom{n}{2}$ combinatorially distinct values of $\alpha$ where the truncated lattice changes. These changes occur in slopes determined by lines tangent to pairs of elements of $C$. The search space for $\alpha_{0}$ is reduced then to the set $\mathcal{D}=\left\{\gamma_{1}, \ldots, \gamma_{4\binom{n}{2}}\right\}$ of these directions. For the sake of clarity, we suppose that no two internal tangents are parallel and that the elements of $\mathcal{D}$ are ordered such that $\gamma_{i}<\gamma_{j}$ if $i<j$.

## 2 The transitive triangulation

Our problem can be trivially solved by calculating the truncated lattice for every direction in $\mathcal{D}$, obtaining the up-set of $c_{1}$ in each one, and selecting the $\gamma_{i}$ with the smallest up-set. Since calculating the truncated lattice has a cost of $O(n \log n)$ time for each of the $4\binom{n}{2}$ directions, this yields an $O\left(n^{3} \log n\right)$ time algorithm.

To improve this complexity, we calculate the truncated lattice only for the first direction in $\mathcal{D}$, and for each $\gamma_{i}$ we update a data structure containing the truncated lattice for $\gamma_{i-1}$ in constant time, with $i>1$.

For each direction $\alpha \in[0,2 \pi)$, we complete the truncated lattice for $\succ_{\alpha}$ to a lattice by adding two special vertices, a source $s$ and a sink $t$. These vertices will be such that for each maximal element $c_{i}$ of the relation $\succ_{\alpha}$, we have $t \succ_{\alpha} c_{i}$, and for each minimal $c_{j}$ we have $c_{j} \succ_{\alpha} s$. For a fixed direction we can picture $t$ as a very large convex set standing above all of $C$, and $s$ as a very large convex set standing below all of $C$ (Figure 2(a)).

For each $\alpha$, we now extend such a lattice to a triangulation $\mathcal{T}_{\alpha}$, which we will call the $\alpha$-transitive triangulation, by adding oriented arcs (compatible with $\succ_{\alpha}$ ) between pairs of elements of $C$ which are $\alpha$-visible; see Figure 2(b).

(a) The lattice of $C$ for $\alpha=\pi / 2$.

(b) Transitive triangulation $\mathcal{T}_{\alpha}$.

Figure 2. Complete lattice and its corresponding transitive triangulation.
By Lemma 1.1. there are at most $4\binom{n}{2}$ such lattices, and we want to know how $\mathcal{T}_{\alpha}$ changes as $\alpha$ goes from $\gamma_{i}$ to $\gamma_{i+1}$. This leads to the following lemma:
Lemma 2.1. Given the transitive triangulation $\mathcal{T}_{\gamma_{i}}$, the transitive triangulation $\mathcal{T}_{\gamma_{i+1}}$ can be obtained by flipping an arc in $\mathcal{T}_{\gamma_{i}}$. Moreover, such an arc flip either adds or removes an arc between the convex sets $c_{j}$ and $c_{k}$ that define $\gamma_{i+1}$.

We omit the proof of Lemma 2.1 because of space restrictions, but an illustration of this fact is shown in Figure 3. Note that the arc flip can be done preserving transitivity.

## 3 An $O\left(n^{2} \log n\right)$ time algorithm to find $\alpha_{0}$

Theorem 3.1. $A$ direction $\alpha_{0}$ minimizing the up-set of $c_{1}$ can be computed in $O\left(n^{2} \log n\right)$.
The proof of this theorem uses the following results, given without proof:
Lemma 3.2. As we rotate from the direction $\gamma_{1}$ to $\gamma_{4\binom{n}{2}}$, the up-set of $c_{i}$ changes at most a linear number of times.
Lemma 3.3. Given $c_{j}, c_{k} \in C$, we can answer the query of whether $c_{j}$ is in the up-set of $c_{k}$ in $O(\log n)$ time.


Figure 3. An example of an arc flip: The arc $c_{a} \rightarrow c_{b}$ replaces $c_{k} \rightarrow c_{j}$ as $c_{j}$ no longer blocks $c_{k}$ in the $\gamma_{i+1}$ direction. Note that $c_{a} \rightarrow c_{b}$ preserves transitivity.

The set $\mathcal{D}$ can be calculated in $O\left(n^{2} \log n\right)$, if we suppose that the internal tangents between any two convex sets in $C$ can be determined in constant time. For each $\gamma_{i}$ we store the indexes $j, k$ of the convex sets $\left(c_{j}\right.$ and $\left.c_{k}\right)$ that determine it. After computing the up-set of $c_{1}$ for $\gamma_{1}$ (in $O(n \log n)$ time using Lemma 3.3), as we move from $\gamma_{i}$ to $\gamma_{i+1}$, we can update the up-set of $c_{1}$ as follows: Let $k$ and $j$ as defined above for $\gamma_{i}$. There are three types of events that can arise when moving from $\gamma_{i-1}$ to $\gamma_{i}$ :
(1) $c_{k}$ and $c_{j}$ are not in the up-set of $c_{1}$ in the direction $\gamma_{i-1}$. In this case the up-set of $c_{1}$ remains unchanged.
(2) $c_{k}$ and $c_{j}$ belong to the up-set of $c_{1}$ for $\gamma_{i-1}$. If $c_{k}$ and $c_{j}$ become comparable, the up-set of $c_{1}$ remains. Suppose that $c_{k}$ and $c_{j}$ become uncomparable. It can be proved that by checking a constant number of the neighbors of each of $c_{k}$ and $c_{j}$, we can verify whether they remain in the up-set of $c_{1}$. If they do, then the up-set of $c_{1}$ remains. If not, then we recalculate the up-set of $c_{1}(O(n \log n))$.
(3) A similar process happens when exactly one of $c_{k}$ and $c_{j}$ is in the up-set of $c_{1}$.

By Lemma 3.2, we have to update the up-set of $c_{1}$ at most a linear number of times, and thus the whole process takes $O\left(n^{2} \log n\right)$ time. This proves Theorem 3.1.
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#### Abstract

The notion of Gröbner cover has recently been introduced [7], yielding most precise and compact information about parametric polynomial systems of equations. The purpose of our contribution here is to exemplify, through a challenging generalization of the Steiner-Lehmus theorem 4], how this tool can be applied to the automatic discovery of geometry theorems.


## Introduction

This extended abstract is about a particular role of computations in geometry: those leading to the automatic discovery of the necessary and sufficient conditions that are required for a (perhaps false) geometric statement to become true.

The theorem of Steiner-Lehmus states that if a triangle has two (internal) anglebisectors with the same length, then the triangle must be isosceles (the converse is, obviously, also true). This is an issue which has attracted along the years a considerable interest, and we refer to $1 \mathbf{1 0}$ for a large collection of references and comments on this classical statement and its proof. More recently, its generalization, regarding internal as well as external angle bisectors, has been approached through automatic tools, cf. [1], [8] or [9]. The goal is to find a similar statement concerning triangles verifying the equality of two bisectors (of whatever kind) for different vertices. This generalization has been also achieved through the automatic discovery protocol of [2], including the (perhaps new) case describing the simultaneous equality of three (either internal or external) bisectors, placed on each one of the vertices. We refer to [3] (in Spanish) and to 4] for further details.

On the other hand, a different and more complete protocol for automatic discovery of theorems has been presented in [6], particularly well suited for those contexts involving the analysis of indistinguishable objects from a complex-geometry point of view, such as the internal/external bisectors at a vertex. The algebraic engine for the protocol was founded on the idea of Minimal Canonical Comprehensive Gröbner Systems (MCCGS) of [5]. Now, since the idea of Gröbner cover, as described in [7], represents a radical improvement of the MCCGS concept and algorithm, it deserved being also tested in a challenging automatic theorem proving situation. This is the precise goal of this extended abstract.
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## 1 On Gröbner covers

There exist different methods to discuss parametric polynomial system of equations, that can be used to find new geometric theorems. What follows is a concise description of the Gröbner cover procedure [7], that gives precise and compact information about parametric polynomial systems of equations.

Let $\bar{a}=a_{1}, \ldots, a_{m}$ be a set of parameters, $\bar{x}=x_{1}, \ldots, x_{n}$ a set of variables, and $I \subset$ $K[\bar{a}][\bar{x}]$ an ideal (for example generated by the set of parametric equations of a geometric problem), where $K$ is a computable field (usually $\mathbb{Q}$ ). Denote by $\bar{K}$ an algebraically closed extension of $K$ (usually $\mathbb{C}$ ). Then $\bar{K}^{m}$ is the parameter space.

Selecting a monomial order $\succ$ for the variables, the Gröbner cover of $\bar{K}^{m}$ with respect to $I$ is a set of pairs $G C=\left\{\left(S_{i}, B_{i}\right): 1 \leq i \leq s\right\}$, where the $S_{i}$, called segments, are locally closed subsets of the parameter space $\bar{K}^{m}$, and the $B_{i}$ are sets of $I$-regular functions $g_{i j}: S_{i} \rightarrow \mathcal{O}\left(S_{i}\right)[\bar{x}]$, that for every point $a \in S_{i}$ specialize to the reduced Gröbner basis of the specialized ideal $I_{a}$.

Moreover, the segments are disjoint and cover the whole parameter space, the set of leading power products on each segment are constant (and characteristic of the segment if the ideal is homogeneous) and the whole description is canonical (independent of the algorithm). It also gives a very compact discussion of the cases.

The GC-segments are given in canonical form (P-representation) providing the irreducible components of $S_{i}$ and the irreducible components of the non-included points in $S_{i}$ (holes). The $I$-regular functions in the basis $B_{i}$,

$$
g_{i j}: S_{i} \longrightarrow \mathcal{O}\left(S_{i}\right)[\bar{x}],
$$

are described in terms of one or more polynomials in $\mathbb{Q}[\bar{a}][\bar{x}]$ such that, for every point $\left(a_{1}, \ldots, a_{m}\right) \in S_{i}$, if one of them does not specialize to 0 , then it specializes (after normalizing) to the corresponding polynomial of the reduced Gröbner basis, and at least one of these polynomials specializes to non-zero.

## 2 Automatic discovery of geometric theorems

Very roughly speaking (see [6] for examples and details), assume we are given a geometric construction depending on a set of points $A_{1}, \ldots, A_{s}$, whose coordinates are taken as parameters $\bar{a}$. For instance, we are given a triangle and the $A$-points are its vertices. Moreover, it might happen that the construction includes some new points $P_{1}, \ldots, P_{r}$, whose coordinates are taken as (dependent) variables $\bar{x}$, such as the end points of the bisector segments for each vertex.

The main problem related to theorem discovery is determining the configuration of the points $A$, the parameters $\bar{a}$ varying in the parameter space $\mathbb{C}^{m}$, in order that the points $P$ verify some property (for example, a thesis concerning the equality of lengths for some of the segments they determine). For this purpose, we write the equations reflecting the given geometric construction and thesis, and consider the corresponding parametric ideal $I \subset \mathbb{Q}[\bar{a}][\bar{x}]$.

Let $\left\{\left(S_{i}, B_{i}\right): 1 \leq i \leq s\right\}$ be the Gröbner cover of the parameter space with respect to $I$. Assuming the given thesis does not generally hold, since the locus of points $A$ where it is satisfied will have dimension less than that of the whole parameter space. Then, the generic segment must correspond to $\mathrm{lpp}=\{1\}$. The generic segment will be of the form $S_{1}=\bar{K}^{m} \backslash \bigcup_{i} V\left(\mathfrak{p}_{i}\right)$. The remaining segments will be all in $\bigcup_{i} V\left(\mathfrak{p}_{i}\right)$.

In most cases, we expect the locus to be associated to segments $S_{2}$ corresponding to a solution in $\bar{x}$ whose reduced Gröbner basis has the set of variables as lpp. But there can exist segments with more than one solution that we need to analyze. Moreover, there can also exist segments corresponding to degenerate constructions in which we are in general not interested. The important fact about Gröbner cover is that it provides -in a compact and concise way- all the essential pieces (a finite number of them) on the parameter space, allowing to determine those that correspond to the validity of the given statement.

## 3 Generalizing the Steiner-Lehmus theorem

Let $A B C$ be a triangle. To construct the bisectors, say, at $A$, we consider the circle with center $A$ and radius $\overline{A C}$. There are two intersection points $P$ and $P^{\prime}$ of the circle with line $A B$, and thus two middle points $Q$ and $Q^{\prime}$ of $\overline{C P}$ and $\overline{C P^{\prime}}$ determining the bisectors $\overline{A M}$ and $\overline{A M^{\prime}}$ whose length we are interested in. Setting coordinates $A(0,0), B(1,0)$, $C(x, y)$ and $(p, 0)$ for the intersection of the circle centered at $A$ passing through $C$ (i.e., points $P$ or $P^{\prime}$ ), and ( $a, b$ ) for the feet of the bisectors (i.e., points $M$ or $M^{\prime}$ ) we obtain the equations determining $(a, b)$ in terms of $(x, y)$. Notice that the sign of $p$ determines which bisector (internal or external) of $A$ is actually described by these equations. The length $l_{A}$ of the corresponding bisector satisfies $l_{A}^{2}=a^{2}+b^{2}$.

Similarly we describe the bisectors of $B$ and, then, in order to determine the conditions for which a bisector of $A$ is equal to a bisector of $B$, we consider a set of equations giving the bisectors of $A$, the corresponding ones for $B$, plus the condition that one bisector (of whatever type) in $A$ and one in $B$ have equal length, i.e., $a^{2}+b^{2}=(m-1)^{2}+n^{2}$. Then we build the Gröbner cover for the ideal given by these equations. Take the point $C(x, y)$ as a parametric point, for which we want to obtain the conditions for the system with variables $a, b, m, n, p, r$ to have solutions. These solutions will correspond to one bisector of $A$ being equal to one bisector of $B$, but the conditions over $x, y$ will not distinguish between internal and external bisectors. Only looking for extra information on the solutions (signs of $p$ and $1-r$ ) will give information about which bisectors are coincident: when $p$ is positive, the bisector of $A$ will be internal and it will be external if $p$ is negative. The same happens for $1-r$ for the bisector of $B$. See the colors in the figure below.

The Gröbner cover algorithm is used taking the $\operatorname{grevlex}(a, b, m, n, p, r)$ order for the variables. Then it automatically yields a collection of segments (which is too large to be described in detail here), involving the following curves and points; see Figure 1 $\mathcal{C}_{1}=\mathbb{V}\left(8 x^{10}+41 x^{8} y^{2}+84 x^{6} y^{4}+86 x^{4} y^{6}+44 x^{2} y^{8}+9 y^{10}-40 x^{9}-164 x^{7} y^{2}-252 x^{5} y^{4}-\right.$ $172 x^{3} y^{6}-44 x y^{8}+76 x^{8}+246 x^{6} y^{2}+278 x^{4} y^{4}+122 x^{2} y^{6}+14 y^{8}-64 x^{7}-164 x^{5} y^{2}-136 x^{3} y^{4}-$ $\left.36 x y^{6}+16 x^{6}+31 x^{4} y^{2}+14 x^{2} y^{4}-y^{6}+8 x^{5}+20 x^{3} y^{2}+12 x y^{4}-4 x^{4}-10 x^{2} y^{2}-6 y^{4}+y^{2}\right)$, $\mathcal{C}_{2}=\mathbb{V}(2 x-1), \mathcal{C}_{3}=\mathbb{V}(y)$. In fact, placing vertex $C$ at one of these curves yields the equality of lengths for bisectors at $A, B$. Of course, the curve $\mathcal{C}_{1}$ is the one providing some new insight into this theorem and leading to its generalization, too involved to be stated here in detail, cf. [4].
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## 1 Introduction

Let $\mathcal{R}$ and $\mathcal{B}$ be two finite sets of points in $\mathbb{R}^{2}$, of size $|\mathcal{R}|=n$ and $|\mathcal{B}|=m$, respectively. We refer to $\mathcal{R}$ as the set of red points and to $\mathcal{B}$ as the set of blue points. In [2] the authors define the static version of the circular separability problem, called the minimum separating circle problem, as follows. Let $\mathcal{S}$ denote the set of circles such that each circle in $\mathcal{S}$ encloses all points in $\mathcal{R}$ while having the smallest number of points of $\mathcal{B}$ in its interior. The problem asks to find the smallest circle in $\mathcal{S}$, called the minimum separating circle. Let $C_{\mathcal{B}}(\mathcal{R})$ denote that circle. See Figure 1 for an illustration.


Figure 1. The red-blue minimum separating circle.

In this paper, we study a kinetic version of the red-blue minimum separating circle problem, in which one blue point moves with constant speed along a straight line trajectory. We want to find the locus of the minimum separating circle over a period of time.

For the case when two (static) point sets can be separated by a circle, Fisk [3] gave a quadratic time and space algorithm to compute the minimum separating circle, which was later improved to optimal linear time and space by O'Rourke et al. [5]. The linear separability problem, in which the separator is a hyperplane, reduces to linear programming, which in turn can be solved in linear time for any fixed dimension using Megiddo's algorithm [4]. Aronov et al. [1] considered the linear separability problem for point sets that may be inseparable, that is, when the points are linearly partitioned into two parts, each part may contain some misclassified points.
Our result. We show that the locus of the center of $C_{\mathcal{B}}(\mathcal{R})$ with one moving blue point has a complexity of $O(m n)$ and can be found in $O(m n \log (m n))$ time.

## 2 Preliminaries

We first discuss two algorithms proposed in [2] to solve the static version of the minimum separating circle problem that are useful for our problem. The first algorithm is based on a sweep procedure on edges of $F V D(\mathcal{R})$, while the second algorithm is based on circular range counting queries.

Given a set of static red points $\mathcal{R}$ and a set of static blue points $\mathcal{B}$, in [2] they showed that the minimum separating circle is either the minimum enclosing circle $M E C(\mathcal{R})$ of $\mathcal{R}$ or the circumcircle of two red points and one blue point. It follows that the center of the minimum separating circle is either a vertex of $F V D(\mathcal{R})$ or lies on an edge of $F V D(\mathcal{R})$.

Consider a Voronoi edge $e_{i j}$, defined by two red points $r_{i}$ and $r_{j}$. The first algorithm in [2] starts on $e_{i j}$ by constructing an enclosing circle $C$ of $\mathcal{R}$ which passes through $r_{i}$ and $r_{j}$ and has the smallest possible radius. The center $c$ of $C$ is one endpoint of $e_{i j}$. Then, $C$ is grown by sweeping $c$ along $e_{i j}$ and keeping $r_{i}$ and $r_{j}$ on the boundary of $C$. A point $E \in e_{i j}$ is an event point if, when $c$ sweeps through $E$, the circle $C$ sweeps through a blue point (see Figure 2 for an illustration).


Figure 2. An event point on edge $e_{i j}$.
An event point is an exit event point if, at which, a blue point leaves $C$. It is shown in [2] that a blue point in $\mathcal{B}$ defines at most one exit event point on $F V D(\mathcal{R})$. The second algorithm in [2] finds the minimum separating circle by examining exit event points only.

## 3 The minimum separating circle with one mobile blue point

We formally define the problem as follows: Let $\mathcal{R}$ be a set of $n$ fixed red points, let $S$ be a set of $m-1$ blue points, and let $p$ be a mobile blue point moving with constant speed along a straight line. Let $\mathcal{B}=S \cup p$. We want to find the locus of the center of the minimum separating circle $C_{\mathcal{R}}(\mathcal{B})$ over a period of time.

If not mentioned otherwise, we assume every point is either stationary or moving along a linear trajectory with constant speed and all stationary points are in general position. We first study a structure called exit region, which plays a key role in solving the kinetic version of the minimum separating circle problem. In the sweep algorithm introduced in [2], the center $c$ of a separating circle $C$ is swept along a Voronoi edge, while keeping the red points which define the Voronoi edge on its boundary. Certain region of the circle $C$ at its initial state is excluded during the sweep. We define the exit region associated with a Voronoi edge of $F V D(R)$ as the union of points excluded from $C$ during the execution of the sweep algorithm on this edge. Only points within $M E C(\mathcal{R}) \backslash C H(\mathcal{R})$ can be excluded by a sweep, where $C H(\mathcal{R})$ is the convex hull of $\mathcal{R}$.

All exit regions must lie within $\operatorname{MEC}(R) \backslash C H(R)$. It is known that all exit regions are piecewise disjoint [2].

Lemma 3.1. Exit regions give a partition of $\operatorname{MEC}(\mathcal{R}) \backslash C H(\mathcal{R})$, which is a dual of $F V D(\mathcal{R})$.
Proof. Omitted.
Given a blue point $b \in \mathcal{B}$, if $b$ is enclosed by an exit region associated with a Voronoi edge $e_{i j}$, which is a part of the perpendicular bisector between two red points $r_{i}$ and $r_{j}$, $b$ generates an exit event point on $e_{i j}$ and the exit event point is the center of the circumcircle $C\left(b, r_{i}, r_{j}\right)$ of $b, r_{i}$, and $r_{j}$. If $b$ moves with constant speed along a straight line, the exit event point moves along $e_{i j}$.
Lemma 3.2. If the trajectory of the mobile blue point is a straight line, the trajectory of

Proof. Obviously, the trajectory of an exit event point is a continuous curve. We prove this lemma by considering two cases. Case one: the trajectory of the mobile blue point $p$ is a line intersecting both $C H(\mathcal{R})$ and $\operatorname{MEC}(\mathcal{R})$. When $p$ enters $\operatorname{MEC}(\mathcal{R})$, it creates an exit event point at the root of $F V D(R)$, which moves along the edge defining the first exit region it visits. When $p$ enters a new exit region by crossing a circumcircle of three red points, the exit event point crosses a vertex of $F V D(R)$, which is the center of the circumcircle that separates these two exit regions, and moves to a new Voronoi edge. Eventually, the exit event point visits an unbounded Voronoi edge, when it enters an exit region bounded by an edge of $C H(\mathcal{R})$ and one circumcircle, and moves to $\infty$ as it approaches the boundary of $C H(\mathcal{R})$. Note that $p$ does not have an exit event point when $p \in C H(\mathcal{R})$. Similarly, when $p$ exits from $\operatorname{CH}(\mathcal{R})$, its exit event point re-appears at $\infty$, and travels along a path on $F V D(\mathcal{R})$, and eventually reaches the root of $F V D(R)$ when $p$ crosses $\operatorname{MEC}(\mathcal{R})$ the second time to form a closed path.

Case two: the trajectory of $p$ is a line intersecting $\operatorname{MEC}(\mathcal{R})$ but not $C H(\mathcal{R})$. Let $r_{i}$ and $r_{j}$ be two red points which define a Voronoi edge $e_{i j}$ in $F V D(\mathcal{R})$. The exit region associated with $e_{i j}$ is bounded by two circular arcs, which are both incident to $r_{i}$ and $r_{j}$. It follows that if the trajectory of $p$ intersects one arc of the exit region, it must intersect the arc exactly twice. Otherwise the trajectory intersects the line segment connecting $r_{i}$ and $r_{j}$, which is enclosed by $\mathrm{CH}(\mathcal{R})$. Note that $r_{i}$ and $r_{j}$ must be vertices of $\mathrm{CH}(\mathcal{R})$. This implies that the trajectory of the corresponding exit event point starts at the root of $F V D(\mathcal{R})$ and traverses a path along edges of $F V D(\mathcal{R})$ and returns back to the root following the same path.

Next, we give details of the solution for this problem. Observe that each fixed blue point defines at most one static exit event point, which in turn defines a fixed candidate separating circle. The number of blue points enclosed by such candidate separating circle changes only when the mobile blue point $p$ enters or leaves the circle. The mobile blue point $p$ defines a mobile exit event point. Not only the center and radius of the corresponding candidate circle changes continuously, but the number of blue points enclosed by the corresponding candidate separating circle changes over time, as well. We need to dynamically maintain two classes of structures: (1) the trajectory of the moving exit event point, and (2) the number of blue points enclosed by each candidate separating circle over time. We need to analyze the following events and update the corresponding structures accordingly.

Case 1) The mobile blue point enters or leave a static candidate circle.
Case 2) The exit event point associated with the mobile blue point moves to a new edge of the farthest neighbor Voronoi diagram $F V D(R)$ of $\mathcal{R}$.
Case 3) The candidate circle associated with the mobile blue point encloses or excludes a new blue point.
To avoid ambiguity, we refer to these events as instant events, distinguishing from the event points introduced in Section 2.
Case 1 instant events. These are the instant events when the mobile blue point enters or leave a fixed candidate circle.
Lemma 3.3. There are $O(m)$ case 1 instant events, and can be found in constant time each, given that all fixed exit event points are known.
Proof. Trivial.
Case 2 instant events. These are the instant events when the exit event point associated to the mobile blue point moves to a new edge of the farthest neighbor Voronoi diagram $F V D(\mathcal{R})$ of $\mathcal{R}$.
Lemma 3.4. We have $O(n)$ case 2 instant events, which can be computed in $O(n)$ time.

Proof. Omitted.
Case 3 instant events. These are the instant events when the candidate circle associated to the mobile blue point encloses or excludes a blue point.
Lemma 3.5. There are $O(m n)$ case 3 instant events.
Proof. Omitted.
Thus the trajectory of each exit event point and the count of blue points enclosed by each candidate circle are maintained over time.

Theorem 3.6. The locus of the minimum separating circle of $\mathcal{R}$ and $\mathcal{B}$ has a complexity of $O(m n)$ can be computed in $O(m n \log (m n)$ ) time by a sweep algorithm.
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#### Abstract

In this paper we study two problems related to vector dominance and rectilinear separators of point sets on the plane. We show that the best weak separator of a set of bicolored points on the plane can be obtained in $O\left(n^{2}\right)$ time. We also study some problems arising from the rectilinear convex hull of point sets, but in the dual space. This produces some attractive geometric visualizations of staircases and rectilinear separators in that space.


## Introduction

In this paper we study two problems arising from the study of the rectilinear convex hull of point sets on the plane. Without loss of generality, and to make our presentation easier, we will assume that all the points in our point sets have positive coordinates.

A quadrant of the plane is the intersection of two half-planes whose supporting lines are parallel to the $x$ - and $y$-axes. Let $S$ be a set of points in the plane in general position. We say that a quadrant is $S$-free if its interior contains no point in $S$.

The rectilinear convex hull of a point set $S$ is defined as

$$
\mathcal{R H}(S)=\mathbb{R}^{2}-\bigcup_{Q \text { is an } S \text {-free quadrant }} Q
$$

Observe that, if we rotate the plane around the origin, the rectilinear convex hull of a point set changes. The problem of finding a rotation of the plane that produces a rectilinear convex hull with minimum area was studied in [1], where an $O\left(n^{2}\right)$ time algorithm to solve this problem was presented. Their algorithm was improved to $\Theta(n \log n)$ in [2].

The rectilinear convex hull of a point set was first studied in [3]. A point $p=(a, b) \in S$ is dominated by $q=(c, d) \in S, p \neq q$, if $a \leq c$ and $b \leq d$. A polygonal curve $C$ is called rectilinear if it consists of a sequence of line segments each of which is horizontal or vertical, and $C$ is called a staircase if it is monotone with respect to the $x$ - and $y$-axes. In the rest of this paper, we will further assume that a staircase is monotonically decreasing with respect to the $x$-axis.

[^40]Let $S=R \cup B$ be a set of $n$ points on the plane in general position such that the elements of $R$ and $B$ are colored red and blue respectively. In this paper, we are interested in the following problem: Find a staircase that best classifies $R$ and $B$; that is, find a staircase $C$ such that the number of red points below it plus the number of blue points above it is maximized. Such a staircase we called the best weak staircase separator. We obtain an $O\left(n^{2}\right)$-time algorithm to solve this problem.


Figure 1. A staircase polygonal weak separator $C$ separating red points and blue points (■).

While solving the above problem, we stumbled on the following problem: Can we give an interpretation of the rectilinear convex hull of a set of points in the dual space? What about the concept of rectilinear separability?

Recall that the dual of a point $p=(a, b)$ of the plane, denoted by $\ell_{p}$, is the nonvertical line with equation $y=a x-b$. The dual of $\ell_{p}$ is $p$. It is well known that, under duality, collinear points are mapped to sets of concurrent lines, and concurrent lines are mapped to collinear points [4, 5].

In Section 2, we study this problem, and show an attractive interpretation of the rectilinear convex hull of a point set. We will assume that our point sets are contained in the positive quadrant of the plane, and show that the rectilinear convex hull of a point set looks like a set of rays emanating from a sun.

## 1 Computing the best staircase weak separator

In this section, we outline our algorithm to obtain a best staircase weak separator. Our algorithm is based on dynamic programming. We perform first an $O(n \log n)$ preprocessing on $R \cup B$, and then perform a line sweep from left to right, stopping at every point of $R$. It is easy to see that the best staircase weak separator can be chosen in such a way that it is determined by a set of points in $R$, which are the right endpoints of the horizontal lines of the staircase. For every point $r_{i}$ in $R$, we maintain the optimal weak separator whose rightmost vertex is precisely $r_{i}$.

Let us assume that the elements of $S$ are sorted from left to right according to their $x$-coordinate, and that the elements of $R$ are labelled $\left\{r_{1}, \ldots, r_{m}\right\}$ in such a way that, if $i<j$, the point $r_{i}$ is to the left of $r_{j}$. This labeling can be achieved in $O(n \log n)$ time. Recall that using quadratic preprocessing on $S$ [6, we can find in constant time the number of red and blue points of $S$ within any isothethic rectangle. We now sweep a vertical line from left to right stopping at all the points in $R$.

For each point $r_{j}$ in $R$, we find in $O(n)$ time the point $r_{i}$ such that the optimal weak separator whose last two vertices are $r_{i}$ and $r_{j}$. We can do this in $O(n)$ time since, for each $r_{k}, k<j$, we can calculate in constant time the number of red and blue points dominated by $r_{j}$ that are not dominated by $r_{k}$. Due to lack of space, the proof of the
correctness of our algorithm is omitted. Our algorithm works in $O\left(n^{2}\right)$ time. Thus we have the following result:
Theorem 1.1. An optimal staircase weak separator of $S$ can be calculated in $O\left(n^{2}\right)$ time.
Suppose now that we can rotate the plane. We would like to find an angle $\theta$ such that, when we rotate the plane $\theta$ degrees around the origin, we obtain the best weak separator over all $\theta \in[0,2 \pi)$. An immediate corollary of Theorem 1.1 is that we can find the best unoriented weak separator in $O\left(n^{4}\right)$ time by getting the best oriented weak separators in each of the $\binom{n}{2}$ combinatorially distinct directions of $S$, and choosing the best one of all. We believe that finding the angle $\theta$ that produces the best unoriented weak separator can be done in $O\left(n^{3} \log n\right)$ time.

## 2 Vector dominance and staircases in the dual space

Consider the elements of $S$ under the partial order defined by $(a, b) \succ(c, d)$ if and only if $a \geq c$ and $b \geq d,(a, b) \neq(c, d)$. Since all the lines $\ell_{p}$ in the dual space are non-vertical, the $y$-axis splits them into two rays. The ray to the right of $y$-axis will be denoted by $\ell_{p}^{+}$, the one to its left $\ell_{p}^{-}$, and they will be called, respectively, the positive and the negative semi-lines of $\ell_{p}$.

Observe that a point $p$ dominates another point $s$ in the partial order $\succ$ if and only if the slope of $\ell_{p}$ is greater than the slope of $\ell_{s}$, and $\ell_{p}$ intersects the $y$-axis below the point where $\ell_{s}$ intersects it. This implies that $\ell_{p}$ and $\ell_{s}$ intersect each other to the right of $y$-axis, or simply that $\ell_{p}^{+}$intersects $\ell_{s}^{+}$(Figure 2 ).


Figure 2. The anti-chain formed by $p, q$, and $r$, the dominated point $s$, and their transformations in the dual space.

On the other hand, if two points $p$ and $q$ of $S$ are not comparable in $\succ$, then $\ell_{p}^{+}$and $\ell_{q}^{+}$do not intersect. If in the dual we consider only the positive semi-lines of the dual lines of the elements of $S$, then we can see that an anti-chain of points in the partial order generates a set of non-intersecting rays with increasing slopes (Figure 2).

Every anti-chain $p_{1}, p_{2}, \ldots, p_{k}$ of $S$ with respect to $\succ$ determines a staircase polygonal chain $\mathcal{S}$ as shown in Figure 3(a), Define points $q_{0}, \ldots, q_{k}$ on the staircase defined by $p_{1}, p_{2}, \ldots, p_{k}$ as in Figure $3(\mathrm{a})$ Since $p_{1}, \ldots, p_{k}$ are pairwise non comparable, $\ell_{p_{1}}^{+}, \ldots, \ell_{p_{k}}^{+}$ do not intersect each other.

If we traverse $\mathcal{S}$ from $q_{0}$ to $q_{k}$, we can see that, when we traverse the horizontal segment defined by the points $q_{i}$ and $p_{i+1}$, in the dual space we rotate the ray $\ell_{q_{i}}^{+}$until its slope is the same as that of $\ell_{p_{i+1}}^{+}$. When we traverse the vertical segment defined by


Figure 3. An anti-chain $p_{1}, \ldots, p_{4}$ with extra points $q_{0}, \ldots, q_{4}$ and how it looks in the dual space.
the points $p_{i}$ and $q_{i}$ in the dual space we translate the ray $\ell_{p_{i}}^{+}$upwards until it reaches $\ell_{q_{i}}^{+}$; see Figure 3(b).

## 3 Conclusions

We point out that our study of vector dominance in the dual space has allowed us to give attractive geometric interpretations of objects such as empty isothetic rectangles with opposite vertices in a fixed point set. In addition, it has enabled us to develop algorithms such as finding the rectilinear convex hull of a point set, or efficiently calculating the set of points below a staircase. These algorithms work directly in the dual space, and usually have the same complexity as those in the primal space. In the full version of this paper, we will explore these results in more detail.
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#### Abstract

We consider the problem of designing space-efficient explicit data structures for planar and surface meshes. Our main result is a new explicit data structure for compactly representing planar triangulations (corresponding to genus 0 triangle meshes): if one is allowed to permute input vertices, then a triangulation with $n$ vertices requires at most $4 n$ references ( $5 n$ references if vertex permutations are not allowed). Our solution combines existing techniques from mesh encoding with a novel use of Schnyder woods. As far as we know, our solution provides the most parsimonious data structures for triangle meshes, allowing constant time navigation in the worst case.


## 1 Introduction

The large diffusion of geometric meshes and especially their increasing combinatorial complexity has motivated a huge number of recent works in the domain of graph encoding. Many works addressed the problem from the compression [11, 12] point of view, where the goal is to reduce the number of bits as much as possible. For applications requiring the manipulation of input data, a number of explicit data structures [2, , 4, , 7 h have been developed for most common classes of meshes. Some solutions [1, 6, 8, 9, 10, 14] aimed to reduce the redundancy of common explicit representations: the goal is to obtain more compact explicit data structures, whose performances (in terms of running time and space efficiency) are of practical interest. Table 1 provides a comparison of most existing mesh data structures.

### 1.1 Preliminaries

A key ingredient of our work is a fine characterization of planar triangulations given in terms of edge orientations. As pointed out by Schnyder [13], the inner edges of a planar triangulation with root face $\left(v_{0}, v_{1}, v_{2}\right)$ can be partitioned into three sets $\mathcal{T}_{0}, \mathcal{T}_{1}, \mathcal{T}_{2}$, which are plane trees spanning all inner nodes, and rooted at $v_{0}, v_{1}$ and $v_{2}$ respectively.

Definition 1.1 ([13). Let $\mathcal{G}$ be a planar triangulation with root face $\left(v_{0}, v_{1}, v_{2}\right)$. A Schnyder wood of $\mathcal{G}$ is an orientation and labeling, with labels in $\{0,1,2\}$ of the inner edges such that the edges incident to the vertices $v_{0}, v_{1}, v_{2}$ are all ingoing (and respectively of color 0,1 , and 2 ). Moreover, each inner vertex $v$ has exactly three outgoing incident edges, one for each color, and the edges incident to $v$ in counter clockwise (ccw) order are: one outgoing edge colored 0 , zero or more incoming edges colored 2 , one outgoing edge colored 1 , zero or more incoming edges colored 0 , one outgoing edge colored 2 , and zero or more incoming edges colored 1 .

| Data structure | size | navigation | vertex access | dynamic |
| :---: | :---: | :---: | :---: | :---: |
| 2D catalogs [6] | $7.67 n$ | $O(1)$ | $O(1)$ | yes |
| Compact array-based half-edge [1] | $7 n$ | $O(1)$ | $O(1)$ | yes |
| Star vertices [10 | $7 n$ | $O(d)$ | $O(1)$ | no |
| TRIPOD [14 + reordering | $6 n$ | $O(1)$ | $O(d)$ | no |
| SOT data structure [9] | $6 n$ | $O(1)$ | $O(d)$ | no |
| SQUAD data structure [8] | $(4+c) n$ | $O(1)$ | $O(d)$ | no |
| Our DS, Theorem $[2.2$ | $5 n$ | $O(1)$ | $O(d)$ | no |
| Our DS, Theorem 2.3 | $4 n$ | $O(1)$ | $O(d)$ | no |

TABLE 1. Comparison between compact data structures for triangle meshes.


Figure 1. Array-based representation using $6 n$ references.

## 2 Compactly representing triangulations

The data structures presented here are edge-based and support efficient navigation operations as in most common mesh representations; operators are illustrated in Fig. 1 (right). One main step, as suggested in [9], is to reorder the cells in the mesh (the half-edges in our case), to implicitly represent the map from vertices to edges, and the map from edges to vertices: this saves one reference for each vertex and one reference for each edge). Then we exploit the existence of 3 -orientations (edge orientations where every inner vertex has outgoing degree 3) for planar triangulations [13]. These two first ideas lead to a compact representation requiring 6 references per vertex, with 2 references for each outgoing edge (a similar approach has been proposed by Snoeyink and Speckmann [14]).

Vertices will be identified to integers $0 \leq i<n$ and edges to integers $3 \leq j<3 n$. Our data structure consists of an array $T$ of size $6 n$, two arrays of bits $S_{a}, S_{b}$ of size $3 n$, and an array $P$ of size $n$ storing the geometric coordinates of the points. The entries of $T$ and $P$ are sorted according to the order of input points. By convention, the three edges having vertex $i$ as source are indexed $3 i, 3 i+1$ and $3 i+2$, where the edge having index $3 i+c$ has color $c$. For each oriented edge we store two references to 2 neighboring edges. References are arranged in table $T$, in such a way that for each inner node $u$ of $\mathcal{G}$, the outgoing edges associated with $u$ are stored consecutively in $T$. Then the adjacency relations of edge $j$ are stored in entries $2 j$ and $2 j+1$ of table $T$, as follows:

- $T[2 j]$ contains the index of LeftFront $(j)$, and $T[2 j+1]=\operatorname{RightFront}(j)$.

Arrays $S_{a}$ and $S_{b}$ have an entry for each edge and are defined as follows:

- $S_{a}[j]=1$ if edge $j$ and $\operatorname{LeftBack}(j)$ have the same source, 0 otherwise;
- $S_{b}[j]=1$ if edge $j$ and $\operatorname{RightBack}(j)$ have the same source, 0 otherwise.

Theorem 2.1. Let $\mathcal{G}$ be a triangulation with $n$ vertices. The representation above requires $6 n$ references, while supporting in $O(1)$ time navigation between faces, and the access to a vertex of degree $d$ in $O(d)$ time. The construction phase requires $O(n)$ time.


Figure 2. A more compact scheme. Neighboring relations between edges are represented by tiny oriented (green) arcs corresponding to stored references, and by filled (green) corners which describe adjacency relations between outgoing edges incident to a same vertex.

### 2.1 A more compact solution

In order to reduce the space requirements, we exploit the existence of a special Schnyder wood, called minimal, without ccw oriented cycles of directed edges - a minimal Schnyder wood can be computed in linear time. In particular, a minimal Schnyder wood does not contain ccw oriented triangles; this property allows to reduce by 1 the number of references per vertex. We slightly modify the representation described in the previous section. Outgoing edges of color 0 and 1 will be still represented with two references each, while we will store only one reference for each outgoing edge of color 2 (different cases are illustrated by Fig. 2, top pictures). Let us denote by $e=(u, v)$ an edge having face $(u, v, w)$ at its left and face $(u, v, z)$ at its right, and let $q$ the vertex defining the triangle $(v, z, q)$. Then, for an edge $(u, v)$ of color $c$, outgoing from vertex $u$ (for vertex $u$ we store five entries $T[5 u], \ldots, T[5 u+4])$ :

- for $c=1$ (as in Theorem 2.1), we store in $T[5 u+2]$ and $T[5 u+3]$ two references, respectively to $(v, w)$ and $(v, z)$ (edges cw and ccw around $v$ );
- for $c=2$, we store in $T[5 u+4]$ a reference to:
- edge $(v, z)$, if $(z, u)$ is directed toward $u$ (edge ccw around $v$ );
- edge $(v, w)$ otherwise (edge cw around $v$ );
- for $c=0$, we store one reference in $T[5 u]$ to $(v, w)$ (edge $c w$ around $v$ ) and one reference in $T[5 u+1]$ to:
- edge $(v, q)$ if $(v, q)$ is of color 1 oriented toward $v$-and thus $(v, z)$ must be of color 2 (second edge ccw around $v$ );
- edge $(v, z)$ otherwise (edge ccw around $v$ ), as in Theorem 2.1

Concerning service bits, we need a third array $S_{c}$ of size $3 n$ (which is needed to distinguish the two different cases above when $c=0$ ):

- as in the previous section, the values of $S_{a}[e]$ and $S_{b}[e]$ describe the orientations of edges LeftBack( $e$ ) and RightBack(e);
- $S_{c}[e]=1$ if the second edge which follows $e$ around $v$ in ccw direction is of color 1 , and $S_{c}[e]=0$ otherwise (see top-right pictures in Fig. 22).
The correctness of the next theorem is based on an involved case analysis (see Fig. 2).
Theorem 2.2. Let $\mathcal{G}$ be a triangulation with $n$ vertices. There exists a representation requiring $5 n$ references, allowing efficient navigation, as in Theorem 2.1.


Figure 3. Vertices are labeled according to DFUDS order of $\overline{\mathcal{T}}_{0}$ (left). Most adjacency relations can be described by the DFUDS labels (right).

### 2.2 Further reducing the space requirement

Let us first recall a result concerning the traversal of plane trees, which has been already applied to the encoding of trees [3]. Let $\mathcal{T}$ be a plane tree whose nodes are labeled according to the DFUDS (Depth First Unary Degree Sequence) traversal of $\mathcal{T}$ : the children of a given node $v \in \mathcal{T}$ have all consecutive labels. We now allow to exploit a permutation of the input vertices: we re-order all vertices (their associated data) according to their DFUDS label, and we store entries in table $T$ accordingly. This allows us to save one reference per vertex: we do not need to store a reference to LeftFront for edges in $\overline{\mathcal{T}}_{0}:=\mathcal{T}_{0} \cup\left(v_{0}, v_{1}\right)$, which leads to store for each vertex 4 references in table $T$.
Theorem 2.3. Let $\mathcal{G}$ be a triangulation with $n$ vertices. If one is allowed to permute the input vertices (their associated geometric data), then $\mathcal{G}$ can be represented using $4 n$ references, supporting navigation as in previous representations.
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