A METHOD TO IDENTIFY NUCLEAR REACTIONS REGISTERED IN IONOGRAPHIC DETECTORS
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A method is established to examine all compatible assignments of charge and mass number to the target and emergent prongs of an event registered in an ionographic detector (such as nuclear emulsion or silver chloride crystals) under the requirements of conservation of momentum and total energy. The kinematical parameters corresponding to the most likely configurations are determined by a least-squares process. For the accepted hypotheses, the probability associated to the minimized value of the chi-square function and to the number of degrees of freedom is computed. The correctness of the method is tested by means of simulated events.

1. Introduction

The study of low energy (below meson production) nuclear reactions by means of ionographic detectors that register the whole interaction over the space $4\pi sr$ has proved valuable in the last years mainly in connection with:

a) determination of reaction and production cross sections of astrophysical interest;

b) study of reaction mechanisms and spectroscopy of light nuclei.

The method followed in all these works to identify the target and emergent fragments has been the examination of all compatible assignments of charge and mass number to the different prongs of the interaction under the requirements of conservation of energy and momentum. Although complementary ionization measures were performed occasionally to distinguish between charge one and two, no other decision criterion was used to fix the identity of the target and emergent fragments that the comparison between the values of conservation of momentum and energy of the different hypotheses. In the frequent case of a "doubtful" event with several configurations with similar conservation values a decision was not possible and the event had to be rejected. In other cases, a configuration was chosen with a considerable degree of subjectivity in the election. The consequences of this way of identifying the measured events were on one hand a decrease in the statistics because of rejected events, and on the other, the introduction of uncontrollable errors in the physical parameters to be determined.

The aim of the present work is to establish an identification method free of subjectivity and statistically rigorous, permitting to reject the non-physical hypotheses and assign to the possible ones a normalized probability.

The problem is not new and was faced a long time ago by the bubble chamber. We have followed very closely the bubble chamber method and adapted it to our case. There are two strong differences, however, between both situations:

1) the geometry is much simpler for events registered in ionographic detectors (no track curvature);

2) the number of hypotheses to be examined is much greater. Because of this last fact, the adaptation of an identification method originally conceived by elementary particle physicists to decide among a few configurations for one event to typical intermediate energy nuclear processes, where for a fixed beam, energy and target, hundreds or even thousands of possibilities have to be considered, would not have been profitable without the existence of the very big and fast computers developed in the last years.

2. General description of the method

The method has two well-cut parts:

1) determination of geometrical parameters,

2) kinematical analysis.

The first part converts the geometrical quantities directly measured on the event and their errors into range and polar angles $R \pm \delta R$, $\theta \pm \delta \theta$, $K \pm \delta K$ and their errors for each prong.

The second part can be divided into several sections:

...
a) computation of momentum, kinetic energy and their errors for each prong by means of the measured value of residual range and its error; and the range-energy relation;

b) generation of all compatible hypotheses of charge and mass number for each prong;

c) rejection of non-physical hypotheses under the requirements of momentum and energy conservation taking into account experimental errors;

d) determination of the values of momentum and polar angles for each prong that minimize the chi-square function and satisfy simultaneously the conservation equations;

e) computation for each fitted hypothesis of the probability associated to the minimized chi-square and to the number of degrees of freedom. Decision on acceptability according to probability value.

In the next sections we give more details on the sections of the second part. In fig. 1 we present a flux diagram illustrating the method. We do not give further explanation in this paper about the measure of the geometry of one event and transformation of geometrical measures into $R \pm \delta R, \theta \pm \delta \theta, K \pm \delta K$, as this is a well known topic for researchers using nuclear emulsion or any other visual detector. However, we want to emphasize, obvious as it is, that a careful measure of the geometry and a correct determination of experimental errors is basic for the ultimate good evolution of the kinematical fit.

3. Range-energy relation

The precise knowledge of the range-energy relation in the detector for the different ions is most necessary to establish the kinematics of the registered reactions. As is well known\(^1\) the residual range of an ion of mass $M$ in proton mass units, charge number $Z$ and velocity $\beta c$ is given by:

$$ R(\beta) = (M/Z^2) \left[ \lambda(\beta) + B_s(\beta) \right], \quad (1) $$

where $\lambda(\beta)$ stands for the residual range in the detector of an ideal proton of velocity $\beta c$ that does not suffer close collisions with nuclei nor experiences electron capture, and $B_s(\beta)$ is the range extension function. For the computation of $\lambda(\beta)$ and $B_s(\beta)$ we have followed the method established by Benton and Henke\(^2\).

The range-energy table for the proton and the values of $\lambda(\beta)$ and mean ionization potential in the particular detector are given as input data and must be previously calculated\(^2\).

However, the experimentally measured parameter is the residual range and the kinetic energy must be calculated herefrom. For this purpose, the inverse func-
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Fig. 1. Flux diagram of identification process.
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TABLE 1
Inverse function of eq. (1) for 7Be.

<table>
<thead>
<tr>
<th>( E ) (MeV)</th>
<th>( R ) (μm)</th>
<th>( E^* ) (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0625</td>
<td>0.24</td>
<td>0.0629</td>
</tr>
<tr>
<td>0.1250</td>
<td>0.40</td>
<td>0.1253</td>
</tr>
<tr>
<td>0.2500</td>
<td>0.65</td>
<td>0.2503</td>
</tr>
<tr>
<td>0.5000</td>
<td>1.22</td>
<td>0.5007</td>
</tr>
<tr>
<td>1.0000</td>
<td>1.93</td>
<td>1.0008</td>
</tr>
<tr>
<td>2.0000</td>
<td>3.36</td>
<td>2.0002</td>
</tr>
<tr>
<td>4.0000</td>
<td>5.89</td>
<td>4.0016</td>
</tr>
<tr>
<td>8.0000</td>
<td>11.06</td>
<td>8.0007</td>
</tr>
<tr>
<td>16.0000</td>
<td>25.84</td>
<td>15.9983</td>
</tr>
<tr>
<td>32.0000</td>
<td>70.79</td>
<td>31.9989</td>
</tr>
<tr>
<td>64.0000</td>
<td>216.14</td>
<td>64.0060</td>
</tr>
<tr>
<td>128.0000</td>
<td>704.58</td>
<td>127.9945</td>
</tr>
</tbody>
</table>

If \( k \) is the order number of the \((Z_m, A_m)\) nuclide in the incorporated table of stable nuclides, kinetic energy \( T_{ij} \) and momentum \( p_{ij} \) are calculated corresponding to residual range \( R_i \) of prong \( i, i=1, 2, \ldots, N \) for stable nuclides \( j, j=1, 2, \ldots, k \). The error in the kinematic energy is estimated computing the values \( T_{ij} - A_1 T_{ij} \), \( T_{ij} + A_2 T_{ij} \) corresponding to \( R_i - A R_i \), \( R_i + A R_i \),

\[
T_{ij} < A_1 T_{ij} < T_{ij} < A_2 T_{ij},
\]

where \( A_1 T_{ij} \neq A_2 T_{ij} \) because the relation between range and energy is not linear. The greatest of \( A_1 T_{ij} \) and \( A_2 T_{ij} \) is taken as error in the kinetic energy.

Other sources of error in the determination of the kinetic energy that must be taken into account are the intrinsic error in the proton range-energy relation and the accuracy of the expression used for \( p_\beta(\beta) \).

If the kinetic energy of assigment \( j \) is greater than the incident kinetic energy all hypotheses corresponding to nuclides with order number greater than \( j \), i.e., \( j+1, \ldots, k \), can be rejected because of the endothermic character of the nuclear reactions under study.

5. Generation of hypotheses on charge and mass number

Once momentum assigment has been performed, every possible hypothesis on the identity of the target and emergent fragments must be tried. These hypotheses can be previously stored in an auxiliary file (tape or fastaprd). In this case the identification of each event will only require to read the stored hypotheses with a considerable saving of computer time. If the hypotheses are not already stored, they are generated and stored for later use.

To generate all hypotheses on charge and mass number for an \( N \)-prong interaction. unrestricted variations for the first \( k \) stable nuclides must be generated. The number of variations is very large, but many among them are not compatible with mass and charge conservation. To impose this conservation, every variation on every possible target is tested. The compatible hypotheses are codified in octal system and stored in 36 bit words in order to reduce the occupation of central memory.

In table 2 we give a summary corresponding to hypothesis generation for \( p + C, N, O \). We want to emphasize the importance of having the table stored in an auxiliary file in order to reduce computer time. This is clearly seen comparing the last two rows of table 2.

6. Kinematical fit

Once a hypothesis has been made on the identity
of each emergent particle, three parameters can be associated to each prong, namely its momentum and polar angles $p_i, \theta_i, \phi_i$, in an arbitrary frame of reference. The masses corresponding to a particular hypothesis are not considered as parameters to be fitted but as constants. Every fragment is supposed to be emitted in the ground state. For an $N$-prong interaction, there are $3N$ parameters to be estimated: $p_i, \theta_i, K_i$, $i = 1, \ldots, N$. If their measured values and corresponding experimental errors are $p_i^0 \pm \sigma_{p_i}^0$, $\theta_i^0 \pm \sigma_{\theta_i}^0$, $K_i^0 \pm \sigma_{K_i}^0$, the chi-square function $\chi^2(p_i, \theta_i, K_i)$ is defined:

$$\chi^2 = \sum_{i=1}^{N} \left(\frac{(p_i - p_i^0)^2}{\sigma_{p_i}^2} + \frac{(\theta_i - \theta_i^0)^2}{\sigma_{\theta_i}^2} + \frac{(K_i - K_i^0)^2}{\sigma_{K_i}^2}\right).$$

The values of the kinematical parameters $p_i, \theta_i, K_i$ that minimize the function $\chi^2(p_i, \theta_i, K_i)$ and verify simultaneously the four constraints given by conservation of momentum and energy must be calculated. These four constraints are:

$$\sum_{i=1}^{N} p_i \cos \theta_i \cos K_i = 0,$$

$$\sum_{i=1}^{N} p_i \cos \theta_i \sin K_i = 0,$$

$$\sum_{i=1}^{N} p_i \sin \theta_i = 0,$$

$$E_i + M_t - \sum_{i=1}^{N} E_i = 0,$$

where

- $E_i$: total energy of incident particle,
- $M_t$: target mass,
- $E_i$: total energy of particle $i$.

The solution of this problem is found \cite{Ortha} by the method of Lagrange multipliers. As the constraints (2) are not linear, they are developed up to first order in a neighbourhood of an approximate solution. The resulting system of $3N+4$ equations with $3N+4$ unknowns $p_i, \theta_i, K_i$, $i = 1, \ldots, N$ and the four arbitrary Lagrange multipliers is then solved. The outlined process is one step of an iterative procedure in which the measured values are taken as the initial approximate solution. The iterations are stopped or abandoned when certain conditions to be described are fulfilled.

When one hypothesis has been successfully fitted, the probability $P(\chi^2, v)$ is associated to the number of degrees of freedom $v$ and the chi-square minimized value $\chi^2_0$, is computed.

A neutral particle is not visible in the detector. Hypotheses admitting one neutron are examined, the neutron being assigned in each iteration a momentum $p_n$ of components:

$$p_{nx} = - \sum_{i=1}^{N} p_i \cos \theta_i \cos K_i,$$

$$p_{ny} = - \sum_{i=1}^{N} p_i \cos \theta_i \sin K_i,$$

$$p_{nz} = - \sum_{i=1}^{N} p_i \sin \theta_i,$$

where $N$ refers now to the number of visible prongs. The three equations concerning conservation of momentum are automatically satisfied and there is only one constraint remaining valid: the equation corresponding to the conservation of energy. The momentum and polar angles of the neutron are non-measured variables which are calculated according to eqs. (3).

In this case, the number of degrees of freedom is $v = 1$.

If a particle reaches the surface of the detector before coming to rest, its direction is known, but its momentum is not. In this case, the particle is assigned in each step of the iterative process the modulus of momentum $p_i$ that verifies exactly the conservation of energy:

$$p_i = (E_i^2 - M_i^2)^{1/2},$$

where $M_i$ is the rest mass of the lost particle in the hypothesis under consideration and $E_i = M_t + \sum E_i - E_1$, the sum not including the incident particle nor the lost one. The momentum $p_i$ is a non-measured variable and there are three valid remaining constraints, those given by the conservation of momentum. The number of degrees of freedom $v = 3$. 

<table>
<thead>
<tr>
<th>Number of prongs</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of variations</td>
<td>28 991</td>
<td>380 625</td>
<td>3 200 000</td>
</tr>
<tr>
<td>Number of hypotheses</td>
<td>396</td>
<td>1 636</td>
<td>13 123</td>
</tr>
<tr>
<td>Computer time for hypothesis generation</td>
<td>15 s</td>
<td>2 min</td>
<td>10 min</td>
</tr>
<tr>
<td>Computer time for identification of one event</td>
<td>4 s</td>
<td>18 s</td>
<td>80 s</td>
</tr>
</tbody>
</table>
7. Control of iteration procedure

7.1. Selection of hypothesis before fit

Submitting a given hypothesis to the kinematical fit can be unnecessary for three reasons: (a) because measured values satisfy almost exactly conservation equations; (b) because measured values are so far of satisfying conservation constraints that the fit procedure could never converge; (c) because the residual range of one prong is not compatible with the \( (Z/\Delta) \) assignment and incident energy.

Case (a) is tested comparing the values of the first member of eqs. (2) with certain minimum values. Case (b) is tested comparing the values of the first member of eqs. (2) with the sum of absolute values of experimental errors multiplied by a factor. This factor and the minimum values previously mentioned are fixed according to particular experimental conditions and given as input data.

7.2. Control of convergence

An hypothesis satisfying the requirements of section 7.1 enter into the fit iterative procedure. Its convergence is controlled in the following way: Let \( \chi_i \) be the values of kinematical parameters after iteration \( i \) has been performed. The values \( \chi_i \) are substituted by \( \chi_i^{old} + \chi_i \) before step \( i+1 \) in the following cases:

a) If the sum of modulus of differences between parameter values in consecutive steps \( \sum_j |\chi_{j}^{old} - \chi_{j-1}^{old}| \) is greater than the preceding sum \( \sum_j |\chi_{j-1} - \chi_{j-2}| \).

b) If the sum of absolute values of the first members of eqs. (2) after step \( i \) is greater than the preceding sum.

c) If the sign of modulus of momentum of one fragment is negative after step \( i \). This situation can occur with very short tracks.

d) If the sign of the \( \chi_i^{old} \) value is negative after step \( i \).

The maximum number of consecutive cut-steps of this sort that can be performed is fixed according to experimental conditions. The total allowed number of cut-steps during the fit of a particular hypothesis is also limited. When these limit values are reached, the hypothesis is considered divergent and is rejected.

8. Assigment of probability and acceptability of fitted hypothesis

The probability associated to the minimized value of the function and to the number of degrees of freedom:

\[
P(\chi^2 > \chi^2_{old}) = \int_{\chi^2_{old}}^{\infty} f(\chi^2) \, d\chi^2,
\]

where \( f(\chi^2) \) is the chi-square distribution function, is calculated by a recursion method (11). If \( 1% < P(\chi^2; \nu) < 5% \), the hypothesis is considered doubtful and if \( P(\chi^2; \nu) < 1\% \), the hypothesis is rejected. These limit values are the ones accepted in decision theory for a variable distributed according to a normal law.

9. Examples

We give now two examples of identified events. The first (table 3) corresponds to a five-prong interaction which has been identified as unique solution \( a + ^{12}C \rightarrow 4\alpha \). The only accepted hypothesis has a probability \( P(\chi^2; \nu) = 85\% \), but as it is unique, its normalized probability is 100%.

The second example (table 4) corresponds to the identification of a six-prong interaction. There are two accepted solutions: \( a + ^{16}O \rightarrow 5\alpha \) and \( a + ^{14}N \rightarrow 4\alpha + 4\alpha \).

It is apparent in both examples that complete kinematics is computed for each accepted hypothesis, before and after fit, as momentum, polar angles and their errors for each prong. The minimized chi-square \( \chi^2_{old} \) and associated probability \( P(\chi^2; \nu) \) are also given.

Conservation values eqs. (2) of the three components of momentum and of the total energy, before and after fit, are also computed. In the examples shown each event is headed by its geometry \( R \pm \Delta R \), \( \theta \pm \Delta \theta \), \( K \pm \Delta K \) for each prong.

10. Tests on the method

10.1. Simulation of events

In order to test the correctness of the method and fix the optimal values of the parameters governing previous selection, acceptability and convergence of the different hypotheses, we have worked on simulated events generated by the CERN program FOWL. As it is well known, this program generates simulated events satisfying conservation of momentum and energy. Their kinematical parameters can be transformed into geometrical variables corresponding to the particular detector and measuring process. These geometrical variables are subsequently deformed to give simulated measured values according to experimental errors supposing a random normal behaviour of the measuring process.
Table 3
Example of the method applied to a five-prong interaction.

<table>
<thead>
<tr>
<th></th>
<th>57.2.10</th>
<th>51.4.00</th>
<th>55.0.00</th>
<th>39.3.30</th>
<th>2.10</th>
<th>X</th>
<th>2.00</th>
<th>2.00</th>
<th>1.00</th>
</tr>
</thead>
<tbody>
<tr>
<td>TARGETS</td>
<td>P</td>
<td>D</td>
<td>TH</td>
<td>OTH</td>
<td>K</td>
<td>D0K</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>6.22 ± 0.00</td>
<td>50.00</td>
<td>-1.67 + 0.36</td>
<td>1.464 + 0.30</td>
<td>1.464 + 0.30</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>1.03 ± 0.10</td>
<td>4.100</td>
<td>-2.89 + 0.52</td>
<td>2.789 + 0.52</td>
<td>2.789 + 0.52</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>30.5 ± 1.10</td>
<td>9.700</td>
<td>-2.00 + 0.62</td>
<td>2.567 + 0.62</td>
<td>2.567 + 0.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>50.4 ± 0.00</td>
<td>6.000</td>
<td>1.047 + 0.63</td>
<td>1.047 + 0.63</td>
<td>1.047 + 0.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>FITTED</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.047 + 0.63</td>
</tr>
</tbody>
</table>

**SUMMARY OF EVENT**

**HYPOTHESIS** 4.459
**SAVE** 924
**SAFE** 359
**ITE** 0
**CUTSTEP** 0
**FITTED** 3
**FILE** 201
### Table 4

Example of the method applied to a six-prong interaction.

<table>
<thead>
<tr>
<th><em>PRONG</em></th>
<th>6</th>
<th>1</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>CH</td>
<td>7.25</td>
<td>1.00</td>
<td>50.100</td>
<td>5.95</td>
<td>4.65</td>
<td>1.586</td>
</tr>
<tr>
<td>PA</td>
<td>26</td>
<td>4.00</td>
<td>24.500</td>
<td>8.35</td>
<td>1.65</td>
<td>2.640</td>
</tr>
<tr>
<td>CTM</td>
<td>9.125</td>
<td>1.00</td>
<td>0.486</td>
<td>0.486</td>
<td>0.486</td>
<td>0.486</td>
</tr>
<tr>
<td>K</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

**Legend:**
- **CH:** Charged Particles
- **PA:** Protons
- **CTM:** Complementary Time Markers
- **K:** Kaons

**Column Headers:**
- **6:** Experimental Data
- **1:** Theoretical Data
- **3:** Measured Data
- **4:** Fitted Data
- **5:** Theoretical Data
- **6:** Measured Data

**Formula:**
- **$\text{COE} = \frac{\text{CH} + PA}{CTM + K + \text{PA}}**

**Note:**
- The table represents the interaction of particles in a six-prong event, showing the distribution and comparison of charged particles, protons, complementary time markers, and kaons. The COE is calculated for each event to understand the percentage of each particle type.
10.2. **VALUES OF CONTROL PARAMETERS**

Over 2500 events were simulated corresponding to different kinematical configurations in order to cover a broad spectrum reflecting the real experiment. 2365 have been successfully fitted with associated probability greater than 2%. The rest have been rejected mainly because of difficulties of convergence. The average value of iterations necessary to fit the correct hypothesis (which has been imposed to save computer time) was 2.2. The distribution is shown in fig. 2. The distribution of the number of cut-steps performed is shown in fig. 3. In a 98% of cases, the correct hypothesis is fitted without a cut-step being necessary. The same tests have been done fixing an hypothesis whose configuration is close to the correct one and giving therefore quite good initial conservation values (i.e. $p + ^{16}O \to d + ^3He + 2\alpha$ instead of $p + ^{16}O \to p + 4\alpha$). In these cases, the number of iterations and cut-steps necessary to fit the hypothesis are much greater. This fact could be used to select the correct hypothesis fixing sufficiently low values of control parameters, but this would imply in certain cases rejecting prematurely the correct solution, so we have chosen compromise values of a maximum of a total of 10 iterations and 10 cut-steps during the fit of one hypothesis and 3 consecutive cut-steps.

Similar considerations have led us to reject hypotheses whose initial conservation values (2) are greater than the double of the sum of absolute values of experimental errors, and to stop the iteration procedure when conservation values (2) are smaller than 0.25.

---

**Fig. 2.** Distribution of the number of iterations performed in the identification of one event over 2500 simulated events.

**Fig. 3.** Distribution of the number of cut-steps performed in the identification of one event over 2500 simulated events.

**Fig. 4.** Contamination of the correct solution $\gamma + ^{14}N \to p + p + ^{16}B$ in the identification of 500 simulated events.
MeV/c for the three components of momentum and 0.25 MeV for total energy.

10.3. Contamination of correct solution

The associated probability $P(x^0, \alpha)$ corresponding to the correct hypothesis will usually predominate over the rest, but it can happen that incorrect hypotheses be accepted with probabilities greater than 5%. As in the identification of real events the correct hypothesis is not known, it is of interest to test the degree of contamination of the good solution. In fig. 4 we show the result of the identification of 500 simulated events $p + ^{14}N \rightarrow p + \alpha + ^{10}B$. Histogram b represents the number of times a given hypothesis appears as solution of the event with an associated probability greater than 2%. It is clear that the channel $p + ^{14}N \rightarrow p + ^{3}He + ^{11}B$ appears as possible solution a number of times comparable to the correct solution. Histogram a shows the sum of normalized probabilities for each hypothesis. Contamination represents the 15.5% of the accepted solutions for the 500 simulated events and the rest, 84.5% correspond to the correct solution.

10.4. Statistical behaviour of kinematical fit

In order to study the statistical behaviour of kinematical fit and the influence of a correct estimation of geometrical errors, 2500 simulated events have been identified imposing the correct hypothesis. The $\chi^2$ and associated probability distributions have been examined for different deformations of the values of geometrical variables corresponding to the physically correct event (verifying exactly conservation of momentum and energy). We will call:

- $x_m$: measured (deformed) values of kinematical parameters,
- $x_f$: fitted values of kinematical parameters,
- $x_0$: values of kinematical parameters corresponding

![Figure 6. Distributions of "pulls" corresponding to geometrical parameters in 500 simulated events $\alpha + ^{13}C \rightarrow \alpha + ^{6}Li + ^{4}Li$.](image)

![Figure 7. Distribution of minimized chi-square values in 500 simulated events $\alpha + ^{13}C \rightarrow \alpha + ^{6}Li + ^{4}Li$.](image)

![Figure 5. Distributions of deformations of geometrical parameters in 500 simulated events $\alpha + ^{13}C \rightarrow \alpha + ^{6}Li + ^{4}Li$.](image)
to the physically correct event (not deformed),

σ_m: errors on x_m,

σ_μ: calculated errors on x_μ after fit.

In figs. 5 and 6 we represent the distributions

x_m - x_μ/σ_m and the "pull" x_m - x_μ/σ_m(x_μ + σ_μ)^2

for 500 simulated events α + ^12C → α + ^7Li + ^7Li. Both distributions should be Gaussian, centered at zero and with unit standard deviation. The distributions of figs. 5 and 6 show if deformation is coherent with calculated errors. In fig. 5b and c are overestimated and underestimated respectively. Distributions of χ^2 (fig. 7) and associated probability (fig. 8) are related to those of figs. 5 and 6.

As the number of degrees of freedom for the example chosen is ν=4, the value of the χ^2 is 4 and the χ^2 distribution has a maximum at χ^2 = ν - 2 = 2. In fig. 7 it is apparent that the χ^2 distribution has the correct shape only when errors have been correctly evaluated. On the other hand, the shape of the probability distribution is uniform when errors are correctly estimated, as is shown in fig. 8. In fig. 9 the χ^2 and associated probability distributions are shown for 300 simulated events with a neutral particle. In this case, ν=1 and the mean value of the χ^2 is 1. The maximum of the distribution must be at the origin.

11. Application to real experiment

The method has been applied up to now to the identification of 1000 interactions of 135 MeV protons and over 3000 interactions of 45 MeV α-particles with C, N, O targets in nuclear emulsion and numbers of prongs N≥4. Reaction cross sections and production yields of isotopes of astrophysical interest 6 ≤ A ≤ 11 have been determined\(^1,3,14\) and will be promptly published.

High statistics obtained on certain channels and the precise knowledge of the kinematics furnished by the identification method will permit investigation on spectroscopy of excited states of light nuclei.
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