ON EXTENDING POLLARD’S THEOREM FOR
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ABSTRACT. Let t > 1, let A and B be finite, nonempty subsets of an
abelian group G, and let A+ B denote all the elements ¢ with at least

3
i representations of the form ¢ = a + b, with a € A and b € B. For
|Al, |B|] > ¢, we show that either

t
) SA+ Bl > HA] + 4B - 26 + 1,
i=1
or else there exist A’ C A and B’ C B with
L=[A\A'|+|B\B[<t—1,

A4+ B =A"+B" =A+ B, and
t t

t
D IA+ B| > t|A| +t|B] - (t — )(|H| — p) — tl
i=1

> t|A| +t|B| — t|H],
where H is the (nontrivial) stabilizer of A+ B and p = |A’'+ H|—|A’|+
i

|B’ + H| — |B’|. This gives a version of Pollard’s Theorem for general
abelian groups in the tradition of Kneser’s Theorem. The proof makes
use of additive energy and other recent advances in employing the
Dyson transform. Two examples are given that show that such a
Kneser-type result cannot hold when the bound in (1) is extended to
the original bound of Pollard (for ¢ > 3), and that reduction present in
(1) is of the correct order of magnitude (quadratic in t). However, in
the case t = 2, we improve (1) to |A—{— B|+ |A—£— B| > 2|A|+2|B| —4,

which answers the abelian case of a question of Dicks and Ivanov
related to extensions of the Hanna Neumann Conjecture.
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1. INTRODUCTION

Let G be an abelian group, and let A, B C G be finite and nonempty.
Their sumset is the set all pairwise sums:

A+B:={a+blac A, be B}
For g € G, we let
(2) ras(g) =I(g—B)NAl=|(g—A)NB|

denote the number of representations of g as a sum g = a + b witha € A
and b € B. We define

A+B={geG|rap(g) >i}

to be the set of i-representable sums. Thus A+ B = A + B.

1
If A is a union of H-cosets, where H < G, we say that A is H-periodic.
The maximal group for which A is H-periodic is the stabilizer of A, denoted
by
H(A):={zeG|z+A+B=A+ B}

We say A is periodic if H(A) is nontrivial and that A is aperiodic otherwise.
We use ¢ : G — G/H to denote the natural homomorphism.

When G = C, is cyclic of prime order, the Cauchy-Davenport Theorem
asserts that [A+ B| > min{p, |A|+|B|—1} [2, 4, 16, 21]. Kneser generalized
this result to an arbitrary abelian group by proving the following [15, 14,
13, 16, 21].

Theorem A (Kneser’s Theorem). Let G be an abelian group and A, B C G
be finite and nonempty. Then

(3) |[A+B| > |[A+ H|[+|B+ H| - [H| > [A| +|B| — |H|,
where H is the stabilizer of A+ B.

We remark that the stronger inequality in (3) is actually easily derived
from the weaker bound in (3) (see [11]). We call an element of (A4 H)\ A
an H-hole, and, letting p := |A+ H|—|A|+|B+ H| - |B| denote the number
of H-holes in A and B, we observe that Kneser’s Theorem implies

(4) |A+ Bl > |Al +[B| - [H| + p,

with equality holding in (3) and (4) when |[A+ B| < |A| +|B| — L.
In 1974, Pollard obtained a much different generalization of the Cauchy-
Davenport Theorem for t-representable sums [19].



ON EXTENDING POLLARD’S THEOREM FOR t-REPRESENTABLE SUMS 3

Theorem B (Pollard’s Theorem). Let A, B C C, and 1<t<min{|A|, |B|}.
Then

t
(5) > |A+ Bl >t min{p, |A| + |B| —t}.

i=1

His bound is tight as is seen by considering two arithmetic progressions
with the same difference, and in fact the cases of equality have been char-
acterized [17]. An extension for restricted sumsets over fields is also known
[1, 5]. However, very little is known concerning ¢-representable sums in an
arbitrary abelian group. Under the stringent assumption that every dif-
ference in one of the sets generate all of G = C,,, Pollard [20] obtained a
version of his theorem similar in spirt to Chowla’s extension [3, 16, 8] of the
Cauchy-Davenport Theorem.

Theorem C. Let A and B be finite, nonempty subsets of a cyclic group
C,.. If|A], |B| >t >1 and ord(z — y) = n for all distinct x, y € B, then

t
> |A+ B| > t-min{n, |A| + |B| - t}.

i=1

One of the only other results for general abelian groups is the following
lemma of B. Green and I. Ruzsa that was used for analyzing sum-free sets [9].

Theorem D. Let A and B be finite and nonempty subsets of an abelian
group G, and let D denote the size of a maximum cardinality proper sub-
group. Then

t
> |A+B| >t-min{|G|, |A] +|B| - D — t}.
i=1
A generalization of the previous two results was obtained by O. Serra and
Y. Hamidoune, but it remains unfinished [12] (though I have been informed
that they have just now completed the project). Besides these simple results,
there had been no other advance on extending Pollard’s Theorem to more
general groups.
The goal of this paper is prove the following Kneser-type version of Pol-
lard’s Theorem for t-representable sums.

Theorem 1.1. Let G be an abelian group, let t > 1, and let A, B C G be
finite and nonempty. If |A|, |B| > t, then either

t
(6) > |A+B| > t|A| +t|B| — 2> + 1,

i=1
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or else there exist A’ C A and B’ C B with

(7) l:=|A\A|+|B\B'|<t—1,

(8) A'—i—B':A’—i—B':A—i—B, and
¢

9) Z|AJ{B|Zt|A|+t|B|—(t—l)(\H|—P)—tl
i=1

> t|A| + ¢[B| — t|H],
where H is the (nontrivial) stabilizer of A+ B and p = |A’ + H| — |A'| +
t
|B' + H| — |B'|.

Note that the structural information given by (7), (8) and (9) is extremely
strong, as it tells us that A + B can be considered as an ordinary sumset

t
A’ 4+ B’ for two large subsets of A and B, and that a Kneser-like stabilizer
bound also holds (as we will see in the proof, the latter part (9) is actually
a simple consequence of (7), (8) and Kneser’s Theorem, assuming (6) fails).
We cannot in general hope for such a strong statement to hold (at least for
t > 3) for any pair of subsets failing to satisfy Pollard’s bound (5), as the
following two examples illustrate.

Example 1: Let H < G be finite, and let A, B C G be H-periodic
subsets such that ¢ (A) and ¢ (B) are arithmetic progressions of the same
difference d. Let |¢r(A)| = s and |¢pg(B)| = r. Suppose r + s — 1 < |(d)|,
s>r>2 and (r—1)|H|:=t -z, with 1 <z <|H|—1. Thus

|A| = s|H|,
|B| = r|H| =t + |H| - z.

Then

t r—1
> A+ B~ t|A|—t|B|+t*=2[H > "i+(s — r+ 1)|H|t — t|A|~t|B| + t*
=1 i=1

= (r— V)r|H*+(s—r+1)|H|t—ts|H|—t|B| +t*
(t — )| B|+(s — 7+ 1)|H|t—ts|H|—t|B|+t>
—x|B|—r|H|t+|H|t -+t

= —ax(t+ |H| —2)—t(t + |H| — z)+|H|t+1*

=22 —z|H|.
Note H = H(A—i—B) and |H| < t—1. When z = £|H|, this shows the bound

t
fails by |H|?; moreover, > |A+ B| = t|A|+t|B|— (r — 2 + 15)t|H|, with
=1 i
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r > 2 bounded only by %, and so no Kneser-like bound of the form
t|A| 4 t|B| — at|H|, for a constant «, can hold in general. When r = 2, it
fails by xt — 222, which for x = it is %tQ. Moreover, it is easily seen that
(8) cannot hold.

Thus the reduction from Pollard’s bound given by (6) in Theorem 1.1 is
of the correct order of magnitude (quadratic in t), though there is room for
a small improvement in the coefficients.

Ezample 2: Let 0 < L < H < G with G/H cyclic. Let A= (G\ H)U
L and let B’ be an H-periodic subset such that ¢x(B’) is an arithmetic
progression with difference generating G/H one of whose end terms is 0. Let
r = |pu(B')| and let B = (B’\H)UL. Supposer > 2 and (r—1)|H| =t—uz,
with 1 < <|L|— 1. Thus

Al = |G| = [H| +[L],
Bl = (r = )|H|+ |L| = t +|L| — .

Then

t
G
> A+ B|—t|A|—t|B|+1*= (||H|| - 7“) |H |t+((r—2)|H|+2|L|)|H|(r—1)+
i=1

+|H|*(r — 1) + z|L| — t|A| — t|B| 4

= |Gt —r|H|t+ (t 4+ 2|L| — |H| — z)(t — )+
+ |H|(t — ) 4+ z|L| — t|A] — t|B| + t?

=t — gt —x|L|+ 2 —r|H|t + |H|t

=t* —at —x|L|+ 2% — (t+ |H| — )t + |H|t

= 2% —z|L|.

Here L = H(A + B), and the bound fails by a similar margin of z|L| — 22,
t

while that (8) still does not hold can be routinely verified.

Both of the above examples are not applicable for ¢ = 2, and, in fact, in
this case we will be able to slightly improve the bound in (6) to an optimal
value as follows.

Theorem 1.2. Let G be an abelian group, and let A, B C G be finite and
nonempty. If |A|, |B| > 2, then either

(10) [A+B|+|A+ B| > 2|4 +2|B| - 4,
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or else there exist A’ C A and B’ C B with

(11) l:=|A\ 4|+ B\ B| <1,
(12) A’JgB’:A’JrB’:A—QFB, and
(13) A+ Bl+|A+ Bl > 214 +2B| - 2~ )(H| - p) -2

> 2|A| +2|B| - 2[H],
where H is the (nontrivial) stabilizer of A+ B and p = |A’ + H| — |A'| +
2
|B"+ H| —|B’|.

This extends the 2-representable sums case of Pollard’s Theorem and
immediately implies the following corollary, which was proposed by Warren
Dicks and Sergei Ivanov [6] as an open problem for any group (not neces-
sarily abelian) in connection with extensions (to more general groups) of
the Hanna Neumann Conjecture concerning the reduced rank of the inter-
section of two free subgroups [18]. Details of the connection between the
two problems can be found in [7] (where a weaker form of Corollary 1.3 is
proved which is sufficient for their application generalizing a result of Hanna
Neumann).

Corollary 1.3. Let G be an abelian group. Then either |A+ B|+|A+ B| >
1 2

2|A| + 2|B| — 4 or there exists a coset x + H C A+ B with |H| > 3.
2

The nonabelian version of Corollary 1.3 remains an open problem. We
conclude the introduction by remarking that, assuming (6) or (10) fails,
then (9) and (7) imply

H|>t+1+p>t+1,
whence (7) and Proposition E below show that, in fact,
A+ B =A+B=A+ B.
t+1 t+1

If we only consider the case when (6) fails, then this argument instead shows
|H| > 2t+p > 2t and A’ + B =A+B=A + B, and hence every element

with at least ¢ reprebentatlonb in A+ B has at least 2t representations.

2. THE PROOF OF THEOREMS 1.1 AND 1.2

For the proof, we will need the following basic result [8, Theorem 5.2.10;
Lemma 5.2.9]. The first part is a simple consequence of Kneser’s Theorem,
and the second of the pigeonhole principle.
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Proposition E. Let G be an abelian group with A, B C G finite and
nonempty:

(i) if |[A+ B| < |A| +|B| — k, then ra g(x) > k for all z € A+ B;

(i) if G is finite and |A| + |B| > |G|+ 1, then A+ B =G.

We will also need the following lower bound estimate that shows that if
most of the elements of A — B have a small number of representations, then

¢
> |A 4+ B| must be large. The case t = 1 was previously treated in [10].
i=1 i

The proof makes use of the notion of additive energy (see [21, 10]), which
we will introduce in the proof.

Lemma 2.1. Let A, B and T be finite subsets of an abelian group G with
|[Al > |B| >k >1and |Al > |T|. Lett > 1. Ifra_p(x) < k for all
x € G\T, then

¢
. [AllB| [A]?|B]
(14) A+ B|>t-min ,
;‘ o7 t+ /it —1) [TI(B] = k) +kl|A]
S (T P L
- 2 7 |TI(IB] = k) + k| A|

Proof. To proceed with the proof of Lemma 2.1, we will need to introduce
some concepts from [10, 21]. For subsets A, B C G, we define a simple graph
G(A, B) with vertex set V(G(A, B)) = A x B and edge set E(G(A, B)) =
{{(a,b), (@’,b)} | a+b = o +V'}. Thus G(A, B) consists of |A + B|
cliques, one for each element of A + B, with the size of each clique equal
to the number of representations of the element associated to the clique.
The map from FE(G(A,B)) — E(G(A,—B)) given by {(a,b), (a/,0')} —
{(a,=V"), (a’,—b)} is easily seen to be a bijection (it is its own inverse)
between E(G(A, B)) and E(G(A,—B)), and so

(15) [E(G(A, B))| = |E(G(A, —B))|.

The quantity |E(G(A, B))| is known as the (reduced) additive energy of the
pair A and B (the reduced refers to the fact that we have removed all loops
and double edges for our formulation).

Next we proceed to find an upper bound for (15). Our hypotheses imply
that |V(K)| < k, and thus

(16) ) < M
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for all but |T| of the |A — B| cliques of G(A,—B). For the remaining |T|
cliques, we have the trivial bound |V (K)| < min{|A|, |B|} = | B|, and thus
[BI(1B| = 1)

(17) B(K)| < PR,

By means of a simple extremal argument or discrete derivative, it is easily
noted (in view of |B| > k and |A| > |T|) that |E(G(A, —B))| will be maxi-
mized by taking |T| cliques of size | B|, followed by as many cliques of size k
as possible, followed by (possibly) one remaining clique using all remaining
vertices. Thus, combining (16), (17) and (15), we see (in view of [A| > |T)
that

|E(G(A, B)| = |E(G(A, —B))| < |T<B|>+A||B|—LT||B—5<I¢)+<5>

2 2 2
_ [TUBIUB| ~ k)+ (k = DIA|IB—o(k — 9)
2
[711BI(1B] = F) + (k= D]A|1B]
(18) < - ,

where |A||B| — |T||B| = ¢ mod k with 0 < 6 < k.
Our goal is, assuming the energy of our system is bounded by a value

¢

e, ie., |[E(G(A, B))| < e, to find the minimum for the function ) |4 +

i=1 i

B| = > max{|V(K)]|, t} over all possible configurations of | A|| B| points into
K

cliques K, or at least to accurately bound this minimum. We will eventually
apply this bound using e as defined by (18). However, in order to simplify
calculations, we model the problem by allowing the number of vertices and
edges in a clique to be nonnegative real numbers. Thus a clique K of
size |V(K)| = I € Rsg has by definition |E(K)| = max{"' 0} € Rs
edges/energy. Since this only adds more flexibility to the values of the
variables, any bound found under these conditions will provide a bound in
the more restrictive case when all variables assume integer values. We also
drop the restriction that a clique can have size at most |B|, as using this
restriction would only improve the bounds when |A|, |B| and |E(G(A, B))|
t

are much smaller than the range we are concerned with here. Since > |A+

i=1 i
B| = |A||B| holds trivially for e < @, we assume e > @ (so there is

at least one clique of size greater than t).
Once again, by means of a simple extremal argument or derivative, it is

easily seen that, given any configuration D of points into cliques, we can

¢
find a configuration D’ whose energy and ) |A+ B| value are at most those
=1 i
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of D, and such that (a) all cliques K of D’ with |V(K)| > t are of equal
size, and (b) all other cliques have size at most one. Thus we may restrict
our attention to considering only configurations satisfying (a) and (b). Let
r be the number of cliques K with |V(K)| > ¢, and let |V (K)| =1 for each
such clique. Then

I(1—1)

(19) 57 <e,
(20) Ir < |A]|B],
(21) I>t>1,

and we are trying to minimize the function f(r,l) = |A||B| — r(l —t) given
the above constraints. Having restricted to this subset of configurations,
we can further relax the parameters of the problem by allowing 7 to be a
positive real number. Again, as this only widens the domain of the variables,
finding a bound for min f(r,!) under these conditions will give a bound for
the original question. However, now the problem is reduced to a much
simpler minimization question.

It easily seen that a minimum for f can only occur if equality holds in
(19) (otherwise, if ri < |A||B|, then f decreases by increasing [, while if
rl = |A||B|, then f decreases by maintaining rl = |A||B| and decreasing ).
Thus

(22) £ D) = ANIB| - 12— 1)

(1—1)
2e

+1<l,

(23) g s

where (23) is just (20) under the substitution given by (19). Computing the
derivative of (22) with respect to [, we obtain

2e

@) OV

Z-2tl+1).

Analyzing (24), we see that f attains its minimum when | = ¢+ /t(t — 1),
provided

2e
(25) W%—lét—!—\/t(t—l)

(in view of (21) and the boundary condition given by (23)), and otherwise
f attains it minimum at the boundary value given by (23) (which is just
(20) reworded).
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If the latter case occurs, then equality in (20) implies [ = [AlIBl ang

f(r,1) = tr, and then (19) implies '
o T (HAIBLY (1AIBI |\ _ [APIBI? _ |AllB]
2 r r 2r 2
Using (18) for e and combining with the above, we obtain
[A]%|B|
IT|(I1B| - k) + k|A|"

¢
Z|A—{—B| >min f(r,l)=tr > t-
=1
as desired.
It remains to consider the case when (25) holds with [ = ¢ 4+ /t(t — 1).
Rearranging (25), we obtain

(26) . t—1+\2/t(t—1)|AHB"

In view of the original inequality in (19), we see that the minimum of f(r,)
is decreasing with e. Hence a lower bound for f(r,1) is obtained by taking
the minimum of f(r,1) in the case equality holds in (26). Thus, substituting
(26) in (22) and recalling that [ =t 4+ /t(t — 1), we find that

¢
, t [AllB|
|A+ B| > min f(r,1) > |A||B| > ,
; i t+iE—1) 2
where the latter estimate follows from ¢ + \/t(t — 1) < 2¢, and the proof is
complete. O

The following simple lemma will allow us to derive (9) from (7) and (8),
assuming (6) or (10) fails.

Lemma 2.2. Let A and B be finite, nonempty subsets of an abelian group
G. If|A+ B| = |A|+|B| —1 and A+ B is aperiodic, then |[A+ (BU{b})| >
|A + B| for every b € G\ B.

Proof. It |[A+ (BU{b})| = |A+ B| for some b € G\ B, then it follows from
|A+ B| =|A| + |B| — 1 that |[A+ (BU{b})| < |A| +|BU{b}| — 1, whence
Kneser’s Theorem implies A + (B U {b}) = A+ B is periodic, contradicting
our hypotheses. (I

We now proceed to prove Theorems 1.1 and 1.2 assuming Kneser’s The-
orem (which is the case t = 1 in Theorem 1.1) is known. Thus the proof as
structured below does not independently give a proof of Kneser’s Theorem
(the case t = 1), though it could be made to do so with some simple modi-
fications (in fact, CASE 4.2 is based off the basic outline of a method orig-
inally used to prove Kneser’s Theorem, see [21, 11]). The proof makes use
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of the latest machinery that increases the utility of the Dyson e-transform
and that was originally developed to help extend Kemperman’s Structure
Theorem [10]. Since both proofs are almost identical, differing only in how
|T'| will be estimated, we prove them simultaneously.

Proof. We may w.l.o.g. assume |A| > |B|. Suppose |B| =t. Then
t [e]
D A+ Bl =3 |A+ B| = |A||B| = t|A| +t|B| - *,
— i 1 %

yielding (6) or (10), as desired. So we may assume |B| > ¢+ 1.
We now proceed (as in the proof of Kneser’s Theorem found in [21]) by a
triple induction, first assuming the theorem verified for all A’ and B’ with

t t
Y |A"+ B'| < > |A+ B|, next assuming the theorem for all A’ and B’
K]

i=1 ? i=1

t t
with > |A"+ B'| = Y |A+ B| and |A'| + |B’| > |A| + | B| (note |A’| + |B’|
i=1 1 i=1 1

t
is bounded from above by 2|A" + B’| < 22|A + Bl), and finally for all

A’ and B’ with Z|A’ + B = Z\A+B| |A'| + |B'| = |A| + |B| and

min{|A'|, |B|} < m1n{|A| |B|} = |B| In view of the previous paragraph,
the base of the induction is complete. We divide the proof into several
major phases.

STEP 1: First we show that (7) and (8) holding (for some A" C A,
B’ C B and H < @) implies that either (7), (8) and (9) all hold (for some
A” C A and B” C B and H < G) or that

t
(27) D A+ Bl = t|A| +t|B| - 2,

=1

and thus in either case the proof is complete. Let A” D A’ and B” D B’ be
defined by including all elements of (A\A")N(A'+H) and (B\B')N(B'+H),
respectively. Note that the hypotheses of STEP 1 still hold with A” and
B” replacing A’ and B’, and thus we may w.l.o.g. assume A’ = A" and
B’ = B".

If |A"+ B'| > |A'| + |B'| — 1, then (7) and (8) imply

|A+ B| > t|A"+ B'| > t|A'| +t|B'| — ¢
> t|A| +t|B| — tl —t > t|A| + | B| — 12,
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yielding (27), as desired. Therefore assume |A’ + B'| < |A'| + |B'| — 1,
whence Kneser’s Theorem (see the comments after (4)) implies that

(28) lpr(A") + ¢u(B')| = |pu(A")| + |¢a(B)] — 1.

By the definition of p, any H-coset that intersects A’ or B’ does so in at
least |H| — p points. Thus, since b¢ B’ + H and a ¢ A'+ H for a € A\ A’
and b € B\ B’ (in view of A’ = A” and B’ = B"), it follows from (28)
and Lemma 2.2 that each element of A\ A’ and of B\ B’ contributes
t
at least |H| — p elements to ) |A + B| not contained in A’ + B’. Since
i=1 i
|[A\ A’|+|B\ B'|=1<t—1 (in view of (7)), it follows that none of these
contributed elements has more than ¢t — 1 total representations in A + B,
and thus the individual contributions are cumulative. (Had ! > ¢ it would
be possible that the same element outside A’ + B’ occurred at least ¢ + 1
times in A + B, in which case we could not count all of its occurrences as

t
contributing to ) |A + B|; however, this is not the case.) Consequently, in
=1 1

view of (4) and (8), we see that

¢
D A+ Bl A"+ B[ +U(H| - p)
=1
> | A+t B'| = t(|H| - p) + I(|H| = p)
= t{A[+¢B| = (t = D(|H[ - p) -t
> t|Al +t|B[ - t|H],
where the last inequality follows in view of |H| — p > ¢ + 1, which we have

else the above bound and (7) instead imply (27). Thus either (27) or (9)
follows, and STEP 1 is complete.

STEP 2: Next we show that if the following condition holds, then the
proof is complete: suppose there exists y € A or y € B such that

t t

(29)  yeB and SJA+(B\yl<SJA+B—t, or
i=1 i=1
¢ t

(30) yeA and Z|(A\y)+B|§Z\A—{—B\—t.
i=1 t i=1 "

As the proof of both cases is identical, assume that (29) holds. Then we
may apply the induction hypothesis to A and B\ {y}. If (6) or (10) holds
for A and B\ {y}, then in view of (29) it follows that (6) or (10) holds
(respectively) for A and B, as desired. Consequently, (7), (8), and (9) hold
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for A and B\ {y}. The remainder of the proof is now just a variation on
the arguments used in STEP 1.

Let A’ C A, B'C B\ {y}, H <G, ! and p be as defined by Theorem 1.1
or 1.2 for A and B\ {y}. By the same reasoning used in STEP 1, we may
assume all elements of (A’ + H)N A and (B'+ H)N(B\ {y}) are included
in A" and B’, respectively. If y € B’ + H, then we see from (8) that every
element of A’ +y would have at least t + 1 representation in A+ B, whence
(in view of (7))

t t

STIA+(B\{uh] 2 S JA+ Bl - [(A\ 4) +y

=1 i=1

t t
>3 JA+B|-1>) |A+B|—t+1,

i=1 i=1

contradicting (29). Therefore y ¢ B’ + H, and thus all elements of (4’ +
H)N A and (B’ + H) N B are included in A" and B’, respectively.

Since (6) or (10) fails for A and B \ {y}, and thus (27) cannot hold, we
must have |A" + B’| < |A’| +|B’| — 1 (again, the same as in STEP 1), and
hence

(31) |0u(A") + ¢ (B')| = |¢u(A")| + |¢u(B')] -1

follows by Kneser’s Theorem.
Suppose [ <t — 2. Then ¢t > 2, (7) holds for A and B, and (8) implies
that
A+B =A+D :AJ{(B\{y}) :AtJr1 (B\ {y})-

t
Thus, since

A+BCA+(B\{yH)UA + (B\{y})

holds for ¢ > 2, we see that (8) also holds for A and B, whence STEP 1
completes the proof. So we may assume [ =¢ — 1.

Since all elements of (A" + H) N A and (B’ + H) N B are included in
A’ and B’, respectively, it follows, in view of Lemma 2.2 and (31), that

each element of A\ A’ and B\ B’ contributes at least |H| — p elements to
t

>~ |A+ B| not contained in A’ + B’. Since |[A\ A'|+ |B\ B'|=1+1=t, it

i=1 1

follows that none of these contributed elements has more than ¢ total rep-

resentations in A + B, and thus the individual contributions are cumulative
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(the same as we argued in STEP 1). Thus we conclude from Kneser’s The-
orem and (8) that
¢
D A+ B> |4+ B+ t(H| - p)
=1
> (| A+ |B'| = [H|+ p) + t(|H] = p)
=t|A'| +t|B'| = t|A| + t|B\ {y}| — tl = t|A| +t|B| — %,
yielding (6) or (10), and completing STEP 2.
Note that if we have ag € A and by € B such that

(32) (a0 + B)\ (A + B)[+|(A+bo)\ (A + B)| =2t -1,

then, by the pigeonhole principle, we can apply STEP 2 with one of y = ag
or y = by, and the proof is complete.
Next, observe that if a + b ¢ A + B, where a € A and b € B, then
t+1

cg A +1 B for every ¢ € (H(A) + a) + b. Consequently,
t+

(33) [H(A)| <t—1,

since otherwise either A+ B = A + B = A+ B, in which case STEP 1
t+1 t

completes the proof, or else there isa+b ¢ A + B, witha € A and b € B,
t+1

and then STEP 2 applied with y = b completes the proof.
We now introduce the Dyson transform. For 2 € A — B, let B(z) =
(x+ B)N A and A(z) = (v + B) U A. Observe that

(34) [A(x)| + |B(z)| = [A] + |B],
(35) A(x)+ B(z) Cz+ A+ B,

for all ¢ > 1 (both these observations are shown in Pollard’s original paper
[19, 16]). If |B(z)| = |B| for all x € A — B, then A — B+ B = A, whence
B — B C H(A) with |[B— B| > |B| > t + 1, contradicting (33). Thus we
can choose © € A — B so that |B(x)| < |B|, and assume z is chosen so as
to maximize |B(z)| (subject to |B(z)| < |BJ). Let T C A — B be all those
elements y such that y + B C A. Thus

(36) T+ BCA.

STEP 3: We proceed to show that |B(z)| > t, else the proof is com-
plete. To that end, suppose |B(z)|] < t — 1. Consequently, ¢t > 2. We
distinguish two cases. In both cases, we begin by deriving some combina-
torial consequences of the definition of 7', the hypothesis |B(z)| < ¢t — 1
and our previous work, which will then be used to find an upper bound for
|T|. Using this upper bound, we will then apply Lemma 2.1 to show either
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|A+ B| or Z |A —|— B is too large for our given hypotheses, or that |B| is

so small that the theorem follows trivially.
CASE 3.1: t = 2. From STEP 2, we may assume every element b € B
has at most one unique expression element a +b € A+ B. Thus

(37) |A+B|—|A—£—B| < |B|.

If |A+ B| < |A| + |B| — 1, then Proposition E implies A + B = A —%— B,
whence STEP 1 completes the proof. Therefore we may assume

(38) |[A+ B|=|A|+|B| -1+,

with r > 0. Consequently, we have

(39) |A+ Bl < |A[+|B] -

else (10) holds (as desired). From (38), (39) and (37), we conclude that
|B| > |A+ B| — |A—2+B| > 2r + 3,

and thus
B —_
(10) re1B28
2
3 5
(41) [ A+ Bl < A+ 5Bl - 5

Ifae A\ (T+ B) and a+b=da'+b for some b, ¥’ € B and o/ € A with
a # a, then a — b’ + B contains both a = a — b + ¥V and '’ =a — b +b;
thus |B(a—1b")| > 2, whence our assumption |B(x)| < 1 and the maximality
of z imply that a — ¥ + B C A. But then a — b € T and a € T + B,
contrary to assumption. Thus we see that every element from a + B, for
a € A\ (T + B), is a unique expression element in A+ B. However, in view
of STEP 2, we may assume there is at most one unique expression element
of the form a + b for each a € A. As a result (since |B| > 3), we conclude
(in view of (36)) that

(42) T+ B=A.
In particular, T is nonempty.
Let y € B4+ —B. Thus y = by — by = b} — b}, for some b;, b; € B with
2

by # by. As a result, for any z € T, we have z + {b1, b} C y + z + B.
Since z 4+ B C A (as z € T'), we see that z 4+ by and z + b} are two distinct
elements of A contained in y + z + B. Thus our assumption |B(z)| < 1 and
the maximality of x imply that y + z + B C A, and thus y + z € T. Since
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z€Tandy e B —%— —B were arbitrary, it follows that B —%— —B C H(T), and

hence
(B —é— —B) C H(T).

Thus, from (42) and (33), we conclude that B—%——B = {0}, i.e., B is a Sidon
set (see [21]). Consequently,

B|(|B|+1
(43) \B+B|=7| d 2‘ )
Suppose [T + B + B| < |T| + |B + B| — 1. Thus Proposition E and (42)
imply that A+ B=T+(B+B) = T—é—(B—kB). Hence any ¢ € A+ B has at

least two representations of the form ¢ = z+ (b1 +bs) and ¢ = 2’ + (b} +b5),
with z, 2’ € T distinct and b;, b, € B. If by # b, then ¢ = (2 +b1) + b2 and
¢ = (z+0b2)+b;y are two representations of ¢ € A+ B (recall A = T+ B), and
thus ¢ € A—%—B. Likewise if b] # bl,. However, if by = by = band b] = b, =V,

then z # 2’ implies b # b', whence ¢ = (2 +b) + band ¢ = (2 + V') + V' are
two representations of ¢ € A + B. Thus we see that ¢ € A 4+ B in all cases,

2
which, since ¢ € A + B was arbitrary, implies A + B = A —; B, and now
STEP 1 completes the proof. So we can instead assume

T+B+B|>|T|+|B+ B|—-1.
Thus, from (43), (42) and (41), it follows that
3
5
Now observe, since r4 _p(x) = |(xr+ B)NA| = |B(z)|, that we can apply
Lemma 2.1 with £ =¢ = 1. Thus, in view of (44) and (41), it follows that

|AP?|B| < AP Bl
(1Al = 3IBI2 +|B| = 3)(I1B] = 1) + |A] ~ |T|(|B] = 1) +|A]

1
(44) IT| < [A] = 5B +[B| -

3 5
<|A+B| <A+ z|B| - -.
2 2
Rearranging this expression yields
—2|A|(|B] - 3)(|B)?> = 3|B| + 1) — 3| B|* + 14|B|® — 30| B|*> + 34|B| — 15 > 0.
Since |B| > ¢t + 1 = 3, applying the estimate |A| > | B| yields
—5|BJ* + 26| B|® — 50| B|*> 4 40|B| — 15 > 0,

which can be verified to never hold, a contradiction. This completes
CASE 3.1.
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CASE 3.2: t> 3. Observe that we have the trivial bound Z |A + B| >

t|A|, which, since |B| >t + 1, can easily be seen to hold with equahty only

if |A + B| = |A|. However, in such case we have —b+ B C H(A) with
|B| >t +1 (for any b € B), which contradicts (33). Therefore we conclude
¢

> |A+ B| > t|A| + 1, and consequently we may assume
=1 i

(45) IB| > 2t +1,

else (6) follows (as desired).

Suppose |¢px(B)] = 1 and |px(A)| > 2 for some subgroup K < G.
Decompose A = Ay U...U A, with each A; nonempty and contained in a
distinct K-coset. By our supposition, we have r > 2, and thus we can apply
the induction hypothesis to each pair A; and B with |A;| > t. However, if
for some i we have |A;| < ¢, then (in view of |B| > t) we could apply STEP
2 with y = a; € A, for any a; € A;, to complete the proof. Therefore we
may assume |A;| > t for all i. If (6) holds for some pair A; and B, then,

using the trivial estimate Z | A + B| > t|Ag] for all k # j and summing
i=1
estimates, we conclude that (6) holds for A and B, as desired. Thus we may

assume (7), (8) and (9) hold for each pair A; and B. Moreover, from (9) we
see that |H;| — p; > t+ 1 (where H; and p; are the corresponding values H
and p from Theorem 1.1 when applied to A; and B), else (6) would hold for
A; and B, contrary to what we have just shown. Thus, if A; + B # A; 4t— B,

then (in view of (7) and (8) holding for A; and B) we can either find some

a; € A; or some b € B for which there are at least |H;| — p; > ¢ elements

a;+b0 € (A+B)\(A+ B)ora;+be (A+ B)\ (A+ B), respectively (by
¢ t

the same arguments used in STEPS 1 and 2), whence STEP 2 completes
the proof. Therefore we can instead assume A; + B = A; + B for all 1,
¢

and hence A+ B = A+ B, and now STEP 1 completes the proof. So we
t

conclude that |¢x (B)| = 1 implies |¢x (A)| = 1, for any subgroup K < G.

Let H = H(T + B). Note, from the definition of T, that T must be itself
be H-periodic, and thus H(T) = H. If |py(B)| =1, then |H| > |B| > t+1
and |¢g(A)| =1 (in view of the previous paragraph), but then |¢pg(A)| =1
and (36) implies '+ B = A, so that H = H(T + B) = H(A), contradicting
(33) and |H| > |B| > t+ 1. Therefore |¢pg(B)| > 2.

Suppose there is some by € B with |(bp + H) N B| > t. Let By =
(bo + H) N B. Since |¢pg(B)| > 2, let by € B\ (bop + H). Let z € T be
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arbitrary. Since T+ B is H-periodic, it follows that b; — by + z + B contains
all the elements from

by —bo+2+BoCz+bi+HCT+B+H=T+BC A.

Thus, since |By| > t, it follows, in view of our assumption |B(z)| <t —1
and the maximality of x, that by —bg+2z+ B C A, and thus by —by+2 € T.
Since z € T was arbitrary, we conclude by — by € H(T). However, since
o (b1) # omu(by), this contradicts that H(T) = H. So we may instead
assume

(46) (b+H)NB|<t—1,

for all b € B.
We proceed to show that

(47) T < |A| - Bl +t—1.

If this is false, then, since |T + B| < |A] (in view of (36)), we conclude that
(48) T+ B| <|T|+|B|—t.

Thus Kneser’s Theorem implies that

(49) [T+ B| = [T| +|B| = (|H] = p),

where p = [T+ H| — |T| + |B + H| — |B| is the number of H-holes in
T and B. Hence (48) and (49) imply that |H| — p > ¢. However, now
|(b+H)NB| > |H|—p >t for each b € B, which contradicts (46). So (47)
is established.

Now observe, since 74 _p(z) = |(x+ B)NA| = |B(z)|, that we can apply
Lemma 2.1 with k =¢—1. If

t
1
Z|A||B| < A+ B| < t|A| + t|B| — 23
2| I L;I Jir | < t|A[ +¢|B|

holds, then we have
(|A] —2t)|B| < 2t|A| — 4t>.

In view of |A| > |B| > 2¢+1 (see (45)), we can apply the estimate |B| > 2¢+1
(from 45) to obtain |A| < 2t, contradicting |A| > |B| and (45). Therefore
(since we can assume (6) fails, else the proof is complete) we instead conclude
that

|A]%|B| 1<
<- A+B|<|A Bl — 2t.
\TI(IBIf(tfl))+(tf1)\A|—t;| +B| < |A]+]B| -2t
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Applying the estimate (47) and rearranging the inequality, we obtain
0 < —[A|(2IB|+ (t - 1)?) - | B]* — 2|B> - |B| + 6t|B]
+ 4t|B|? — 4t* — 5%|B| + 2t3 + 2t.
Applying the estimate |A| > |B| yields
0 < —|BP> +4(t — 1)|B|* — (6t> — 8t + 2)|B| + 2> — 4t* 4 2t.

A routine calculation shows that derivative with respect to | B| is negative in
the above expression, and thus applying the estimate |B| > 2¢ (from (45))
yields
0 < —2t3 — 4¢% — 2t,
a contradiction, completing STEP 3.
We may assume

t
(50) > |A+ B| < t|A| +tB| -,

=1
else (6) or (10) follows for A and B, as desired. Since the problem is
translation invariant, we may w.l.o.g. assume x = 0. Since from STEP 3
we now know that ¢t < |B(x)| < |B], it follows in view of (34) and (35) that
we can apply the induction hypothesis to the pair A(x) and B(zx). If (6) or
(10) holds for A(x) and B(x), then the respective (6) or (10) holds for A
and B in view of (35) and (34), and the proof is complete. Therefore we
may instead assume (7), (8) and (9) hold for A(z) and B(z). Let A’ and
B', H=(A"+ B’), [ and p be as defined from Theorem 1.1 or 1.2 for A(x)
and B(x). Note that we have

(51) |H| — p > max{2t — 1, t + 1},
since otherwise (9), (34) and (35) imply that (6) or (10) holds, as desired.

Also, we may assume [ is minimal, and thus A’ and B’ contain all elements
from (A'+ H)NA(x) and (B’ + H)N B(z), respectively, and in consequence
(as we have seen in STEPS 1 and 2), that each of the [ elements lying
outside the respective A" and B’ each contributes at least |[H| —p >t +1
¢
(in view of (51)) elements to ) |A(x)+ B(z)| which lie outside A’ 4+ B’. We
i=1 i

divide the remainder of the proof into two main cases.

CASE J.1: 1> 1. Thus we either have some b € B(z) \ B’ or some
a € A(x)\A’. Suppose a € A(xz)\A’. Then we see (in view of the minimality
of 1) that there is a coset y+ H such that all of the at least |H| — p elements
of (y + H) N B(x)) + a lie outside A" + B’. Since all the elements of
(y + H) N B(z) lie both in A and B (by definition of B(z) = AN B; recall
x = 0) we see that removing a from its respective set A or B will decrease
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Z \A+B| by one for each of the elements of ((y+ H) N B(z))+ a that have

at most t representations in A + B. Thus either the conditions of STEP 2
hold with y = a, and then the proof is complete, or else we see that there is
a subset B, C ((y+ H) N B(x)) + a with |By| = |H| — p— (t — 1) and each
element from B, C ((y+ H)NB(x))+a having at least t+ 1 representations
in A+ B. Each of the [ elements outside A’ and B’ contributes at least

|H| — p elements to Z |A + B| that lie outside A" + B’ (in view of the

minimality of 7), and at most |H|—p—(t—1) of these contributed elements
may be equal to an element from B As a result, it follows, in view of (35),
(8), I <t —1, Kneser’s Theorem, (34) and (7), that

i
S IA+B| = t|A' + B'| +t[By| +1(t — 1)
i=1
> t(|A'|+ B = [H| +p) +t(|H| —p— (t = 1)) +1(t—1)
(52) =t|A| +t|B| =t +t — 1> t|A| +t|B| —t* + 1.

But this contradicts (50). So we may instead assume A’ = A(x) and that
there is some b € B(z) \ B’.

In this case, we see (in view of the minimality of [) that there is a coset
y+ H C A"+ H such that all of the at least |H| — p elements of ((y +
H) N A(z)) + b lie outside A’ + B’. Thus, letting A, = (y + H) N A and
B, = (y + H) N B, we see (from the definition of A(x) and B(z)) that
|Ay|+|By| > [H|—p+]A,NBy|, and so we can find disjoint subsets A; C A,
and B; C B, such that |A}| + |B;| > [H| — p. Since b € B(x) = ANB
(recall z = 0), we have b € B and b € A. Thus we see that removing b from

both A and B will decrease Z |A + B| by one for each of the elements of
=1
(A}, +0) U (b+ By) that have at most t representations in A + B. Thus

either (32) holds with ap = by = b (in view of (51)), and then the proof is
complete, or else we see that there is a subset C, C (A} +b) U (b+ B,) with
|Cy| = |H| — p — (2t — 2) and each element from C}, C (A} +b) U (b+ By)
having at least t + 1 representations in A + B. However, arguing as we did
to establish (52), we then find that

t
D A+ B| > t|A' + B'| +t[Cy| +1(2t — 2)
=1
> t(|A| +|B'| = [H| + p) + t(|H| — p— (2t — 2)) +1(2t — 2)
=t|A| +t|B| — 2t* + 2t + (t — 2)I,

whence (6) or (10) follows, as desired. This completes CASE 4.1
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CASE 4.2: 1=0. In this case, we have that A’ = A(z), B’ = B(x) and
A(x) —i— B(x) = A(x) + B(x). Suppose B(z) is not H-periodic. Then, since
A(x) + B

¢
H)\ B(z) into either A or B yielding a new pair X and Y with |X|+|Y| =
|Al + |B|+ 1 and

(z
(z () = A(x) + B(x), we can include an element « from (B(z) +

(53) A+B=X+Y,

for all 4 < ¢t. Thus we can apply the induction hypothesis to X and Y. If
(6) or (10) holds for X and Y, then the respective (6) or (10) holds for A
and B (in view of (53)), as desired. Therefore we may instead assume (7),
(8) and (9) hold for X and Y. Let A”, B”, H' and p’ be the corresponding
quantities A’, B’, H and p resulting from applying Theorem 1.1 or 1.2 to X
and Y. Note that |[H'| —p’ > t+1 (by the same argument used to establish
(51)), else (6) or (10) would hold for X and Y, contrary to assumption. If
a ¢ A" (if we included o in A) or « ¢ B” (if we included « in B), then
(7) and (8) still hold after removing « (for A and B), and thus the proof is
complete in view of STEP 1. On the other hand, if « € A” (if we included
ain A) or @ € B” (if we included « in B), then, in view of |[H'| —p—1 >t
and Proposition E, we see that (7) and (8) still hold after removing « (for
A and B), and thus the proof is once again complete in view of STEP 1.
So we may instead assume B(z) is H-periodic. Consequently,

(54) B(z) € B(z +y),
for any y € H.

Partition A = B(z) U Ag U A;, with A all those elements a € A with
a ¢ AN B but ¢p(a) € ¢pp(A) Neu(B), and A; all remaining elements.
Likewise partition B = B(z) U By U By. Observe (in view of B(z) being
H-periodic) that ¢g(Ao) = ¢u(Bo) and r|H| — |Ag| — |Bo| > 0, where
r=|ou(Ao)| = |pu(Bo)|. Let pr = [A1 + H| — |H|+[B1 + H| — |H| be the
number of H-holes in A; and B;. Note that

(55) p = p1+r[H| —[Ao| — [Bo| > p1.

Suppose Bj is nonempty. Then we may assume Ay and By are both
empty, else any element y € ((o + H) N Ag) — ((o + H) N By) C H, where
om(a) € or(Ao) = du(By), will in view of (54) contradict the maximality
of x (since no element of y+x+ By = y+ By will lie in A by definition of By,
and thus |B(z 4+ y)| < |B|). Hence, since |A| > |B| and B(z) is H-periodic,
it follows that A; is also nonempty. Now we must have a € A” and b € B”
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with [(a+ H)NA|+|(b+ H)NB| < |H|+t—1, else Proposition E and (8)
imply that A —i— B = A+ B, and then STEP 1 completes the proof. Thus

from (55) we conclude that p > p; > |H| — ¢t + 1, which contradicts (51).
So we may assume B; is empty.

Since |B(z)| < |B| and B; = (), it follows that By is nonempty. Let
a1,...,0. € G be a set of mod H representatives for the r elements of
¢r(Ao) = ¢u(Bo), and let C; = (a; + H) N A and D; = (a; + H) N B. For
any y € C; —D; C H with j <, we have, by the maximality of z and (54),
that y + D; C C; for all i. Consequently,

(56) Cj — Dj + Di - Ci,

for all ¢ and j. In particular, the C; are all translates of one another and
—a; + D; C K for all i, where K = H(Cj) (since the C; are all translates
of one another, H(C;) = H(C,) for all ¢ and j).

Since C; N D; = ) for each i (by definition of Ay and By), we see that
|K| < |H| and |C;| < [H|. Thus for each C; there must exist a D,;) such
that C; + Dgy(;y does not lie in A’ 4 B’, else we could include an element
from (a; + H) \ C; into A and complete the proof by the same arguments
used when B(z) was not H-periodic. However, note that there may be more
than one possible choice for o (), and thus several possible ways to define
0. Also, since |C;| = |C,(;)| (as all the C; are translates of one another), we
conclude that

(57) p = p1+ [H| = |Ci| = [Dyesl,

for all i. Note, from (8), (9), (34) and = 0, that we have
t
(58) Z|A(z) + B(xz)| = t|A" + B'| > t|A| + t|B| — t|H| + tp.
i=1 !

We distinguish three short subcases.

SUBCASE 4.2.1: |Dj| > t for all j. Then, since each C; is K-periodic
and each Dj; is a subset of a K-coset, it follows from Proposition E and
(8) that either A+ B = A + B or else there exists « € A; and Dy, with

¢
((ae + H)N A) + Dy, lying outside A’ + B’. We may assume the latter, else
STEP 1 completes the proof. Let X = (o« + H) N A. Since X + Dy, lies
outside A’ + B’, it follows, in view of (35), (58), (55) and the trivial estimate
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t
S°|X + Dy| > t|X], that
=1 g

t
> |A+B| > t|A' + B'| + | X]|
i=1
> t|A| + t|B| — t|H| + tp + t|X|
> t|Al + t|B| — t|H| + tp1 + t|X]|
> t|A| +t|B| — t|H| + t(|H| — | X]) + t| X]|
= t|A[ +|B|,

which contradicts (50). This completes SUBCASE 4.2.1

SUBCASE 4.2.2: |D,;y| > t for all i and all possible o, i.e., either
Ao+ Dj C A+ B or |Dj| >t, for all j. Thus, in view of SUBCASE 4.2.1,
we may assume there exists D; with |D;| <t —1and Ao+ D; C A"+ B;
moreover, there must also exist « € A; with ((a + H) N A) 4+ Dy, lying
outside A’ + B’, else we can include an element from (o; + H) \ D; in B
and complete the proof by the same arguments used when B(z) was not
H-periodic. Let X = (a+ H) N A. In view of (35), (58) and (55), we have

1A+ Bl 2 Y JA@) + B)
i=1 ) i=1

=t|A"+ B'| > t|A| +t|B| — t|H| + tp
> t|A| + t|B| — t|H| + tp1
> t|A| +t|B| — t|1H| + t(|H| — | X]).
Thus (50) implies that | X| > ¢+ 1.
Since |X| > t + 1, either the conditions of STEP 2 hold with y = g,

where 3 is any element of Dj, in which case the proof is complete, or else
(35), (58) and (55) imply

t
> A+ B| = t|A' + B[+ t(|X| — (t— 1)) + (t — 1)
i=1
> t|A| +t|B] —t|H| +tp+t|X| -t +2t — 1
> t|A| +t|B| — t|H| +tpy +t|X| —t* +2t — 1
> t|A| +t|B| — t|H| + t(|H| — | X|) +t|X| -t +2t — 1
=t|A| +t|B] —t* + 2t — 1,

which contradicts (50). This completes SUBCASE 4.2.2.
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SUBCASE 4.2.3: For some i and some possible o, we have |D, ;)| <t—1.
Since C; is K-periodic and since Dy ;) is a subset of a K-coset, it follows in
view of Proposition E that every element of C; 4 D, ;) has at least |Dg ;)|
representations. Hence, if |C;| > ¢, then either the conditions of STEP 2
hold with y = 3, where 3 is any element of Dy ;), in which case the proof
is complete, or else | D, ;)| <t —1, (35), (58) and (57) imply

t
DA+ Bl = A"+ B+ #(Ci| = (t = 1)) + (¢ = D|Das)|
i=1

> tAl+ ¢ B| — t[H| + tp + t(|Ci| — (t = 1)) + (¢t = 1)[ Do s)]

> tA[ + i B| — t{H| + t(|H] = |Ci] = [Doiy|) + t(|Ci| = (£ = 1))
(59) + (t = D[Dos)|

=t|A| +t|B| = * +t — | Dys)|,
which, in view of | D, ;)| < t—1, contradicts (50). Therefore we may instead
assume |C;| <t —1.

t
In this case, we have ) |C; 4 Dy(;)| = |Ci||Dy(iy|, whence (35), (58) and
i=1 i
(57) imply

t
> A+ B| 2 t|A"+ B'| +|Cil| Do)
i=1
> t| Al +t|B| — t|H| + tp + |Ci]| Dy (i)
> t|A[ +t|B| = t|H| + t(|H| = |Ci| = [Dogiy|) + [Cil | Do) |
= t|A[ + 1| B| = t[Ci] — t| Do) | + [Cil [ Doy -
However, since |C;| <t —1 and |D,;)| <t — 1, the above bound implies

t
> A+ B| > t|A] + t|B] = |G| — t|Do()| + il Do

i=1
> t{A|+t|B| = t(t = 1) = t{Do(i)| + (£ = 1)| Doy
=t{A| +t|B| — >+t — |D,| > t|A| +¢|B| — > + 1,
contradicting (50), and completing the proof. a

ACKNOWLEDGEMENTS

The author is very grateful to Warren Dicks for having posed the problem
in Corollary 1.3, which proved to be the inspiration for this paper, as well
as for several fruitful discussions on the topic. Many thanks are also due
to the Centre de Recerca Matematica, who graciously hosted the author



ON EXTENDING POLLARD’S THEOREM FOR t-REPRESENTABLE SUMS 25

in Barcelona during the 2008 DocCourse in Additive Combinatorics, where
this research was begun.

(1]

[12]

REFERENCES

C. Caldeira and J. A. Dias da Silva, A Pollard type result for restricted sums, J.
Number Theory, 72(2) (1998), 153-173.

A. L. Cauchy, Recherches sur les Nombres, J. Ecole Polytech., 9 (1813), 99-116.

1. Chowla, A theorem on the addition of residue classes: Application to the number
T'(k) in Waring’s problem, Proc. Indian Acad. Sci., Section A, 1 (1935), 242-243.
H. Davenport, On the Addition of Residue Classes, J. London Math. Soc., 10 (1935),
30-32.

J. A. Dias da Silva, Linear algebra and additive theory, Unusual applications of
number theory, 61-69. DIMACS Ser. Discrete Math. Theoret. Comput. Sci., 64,
Amer. Math. Soc., Providence, RI, 2004.

W. Dicks, Open problem session at the 2008 DocCourse in Additive Combinatorics,
Barcelona, Spain, 14 February, 2008.

W. Dicks and S. V. Ivanov, On the Intersection of Free Subgroups in Free Products
of Groups, to appear in Math. Proc. Cambridge Philos. Soc.

A. Geroldinger, and F. Halter-Koch, Non-unique factorizations: Algebraic, combi-
natorial and analytic theory, Pure and Applied Mathematics (Boca Raton), 278,
Chapman & Hall/CRC, Boca Raton, FL, 2006.

B. Green and I. Ruzsa, Sums-Free Sets in Abelian Groups, Israel J. Math., 147
(2005), 157-288.

D. J. Grynkiewicz, A Step Beyond Kemperman’s Structure Theorem, submitted.
D. J. Grynkiewicz, Sumsets, zero-sums and extremal combinatorics, Ph.D. Disser-
tation, Caltech (2005).

Y. Hamidoune and O. Serra, A note on Pollard’s Theorem, manuscript.

J. H. B. Kemperman, On small sumsets in an abelian group, Acta Math., 103 (1960),
63-88.

M. Kneser, Abschdatzung der asymptotischen Dichte von Summenmengen, Math. Z.,
58 (1953), 459-484.

M. Kneser, Ein Satz tiber abelsche Gruppen mit Anwendungen auf die Geometrie
der Zahlen, Math. Z., 64 (1955), 429-434.

M. Nathanson, Additive number theory: Inverse problems and the geometry of sum-
sets, Graduate Texts in Mathematics 165, Springer-Verlag, New York, 1996.

E. Nazarewicz, M. O’Brien, M. O’Neill, and C. Staples, Fquality in Pollard’s Theo-
rem on Set Addition of Congruence Classes, Acta Arith., 127(1) (2007), 1-15.

H. Neumann, On the intersection of finitely generated free groups, Publ. Math.
Debrecen, 4 (1956), 186--189.

J. M. Pollard, A Generalisation of the Theorem of Cauchy and Davenport, J. London
Math. Soc., (2) 8 (1974), 460-462.

J. M. Pollard, Addition properties of residue classes, J. London Math. Soc., (2) 11(2)
(1975), 147--152.

T. Tao and V. Vu, Additive combinatorics, Cambridge Studies in Advanced Mathe-
matics 105, Cambridge University Press, Cambridge, 2006.



26 DAVID J. GRYNKIEWICZ

INSTITUT FUR MATHEMATIK UND WISSENSCHAFTLICHES RECHNEN
KARL-FRANZENS-UNIVERSITAT GRAZ
HEINRICHSTRASSE 36
8010 GRAZ, AUSTRIA

E-mail address: diambri@hotmail.com



