CALDERÓN-ZYGMUND KERNELS AND RECTIFIABILITY IN 
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ABSTRACT. Let $E \subset \mathbb{C}$ be a Borel set with finite length, that is, $0 < \mathcal{H}^1(E) < \infty$. By a theorem of David and Léger, the $L^2(\mathcal{H}^1(E))$-boundedness of the singular integral associated to the Cauchy kernel (or even to one of its coordinate parts $x/|z|^2, y/|z|^2, z = (x, y) \in \mathbb{C}$) implies that $E$ is rectifiable. We extend this result to any kernel of the form $x^{2n-1}/|z|^{2n}, z = (x, y) \in \mathbb{C}, n \in \mathbb{N}$. We thus provide the first non-trivial examples of operators not directly related with the Cauchy transform whose $L^2$-boundedness implies rectifiability.

1. Introduction

Let $\mu$ be a positive, continuous, that is without atoms, Radon measure on the complex plane. The Cauchy transform with respect to $\mu$ of a function $f \in L^1_{loc}(\mu)$ is formally defined by

$$C_\mu(f)(z) = \int \frac{f(w)}{z-w}d\mu(w).$$

This integral does not usually exist for $z$ in the support of $\mu$ and to overcome this obstacle the truncated Cauchy integrals

$$C_{\mu, \varepsilon}(f)(z) = \int_{|z-w|>\varepsilon} \frac{f(w)}{z-w}d\mu(w), \quad z \in \mathbb{C}, \varepsilon > 0,$$

are considered for functions with compact support in any $L^p(\mu), 1 \leq p \leq \infty$. The Cauchy transform is said to be bounded in $L^2(\mu)$ if there exists some absolute constant $C$ such that

$$\int |C_{\mu, \varepsilon}(f)|^2d\mu \leq C \int |f|^2d\mu$$

for all $f \in L^2(\mu)$ and $\varepsilon > 0$.

We recall that a set in $\mathbb{R}^m$ is called $d$-rectifiable if it is contained, up to an $\mathcal{H}^d$-negligible set, in a countable union of $d$-dimensional Lipschitz graphs; and a Radon
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measure $\mu$ is $d$-rectifiable if $\mu \ll H^d$ and it is concentrated on a $d$-rectifiable set, that is, it vanishes out of a $d$-rectifiable set.

The problem of relating the geometric structure of $\mu$ with the $L^2(\mu)$-boundedness of the Cauchy transform has a long history and it is deeply related to rectifiability and analytic capacity. It was initiated by Calderón in 1977 with his celebrated paper [Ca], where he proved that the Cauchy transform is bounded on Lipschitz graphs with small constant. In [CMM], Coifman, McIntosh and Meyer removed the small Lipschitz constant assumption. Later on David, in [D1], proved that the rectifiable curves $\Gamma$ for which the Cauchy transform is bounded in $L^2(H^1|\Gamma)$, are exactly those which satisfy the linear growth condition, i.e.

$$H^1(\Gamma \cap B(z, r)) \leq Cr, \quad z \in \Gamma, r > 0,$$

where $H^1|\Gamma$ denotes the restriction of the 1-dimensional Hausdorff measure $H^1$ on $\Gamma$ and $B(z, r)$ is the closed ball centered at $z$ with radius $r$.

In the subsequent years there was intense research activity in the topic and new tools and machinery were introduced and studied extensively. From the results of Calderón, David, and others, soon it became clear that rectifiability plays an important role in the understanding of the aforementioned problem. In [J2] Jones gave an intriguing characterization of rectifiability using the so-called $\beta$-numbers, which turned out to be very useful in connection with the Cauchy transform, see e.g. [J1]. In a series of innovative works, see e.g. [DS1] and [DS2], David and Semmes developed the theory of uniform rectifiability for the geometric study of singular integrals in $\mathbb{R}^m$ on Ahlfors-David regular (AD-regular, for short) measures, that is, measures $\mu$ satisfying

$$\frac{r^d}{C} \leq \mu(B(z, r)) \leq Cr^d \quad \text{for } z \in \text{spt } \mu \text{ and } 0 < r < \text{diam}(\text{spt}(\mu)),$$

for some fixed constant $C$. Roughly speaking, David and Semmes intended to find geometric conditions to characterize the AD-regular measures $\mu$ for which some nice singular integrals are bounded in $L^2(\mu)$. To this end they introduced the novel concept of uniform rectifiability, which can be understood as a quantitative version of rectifiability. In the 1-dimensional case, a measure $\mu$ is called uniformly rectifiable if it is AD-regular (with $d = 1$) and its support is contained in an AD-regular curve. The definition in the case $d > 1$ is more technical and we omit it.

The singular integrals that David and Semmes considered in their works are defined by odd kernels $K(x)$, smooth on $\mathbb{R}^m \setminus \{0\}$ and satisfying the usual conditions $|\nabla_j K(x)| \leq C|x|^{-(d+j)}$, $j = 0, 1, \ldots$. The most notable examples of such kernels are the Cauchy kernel and its higher dimensional analogues, the Riesz kernels $\frac{x_j}{|x|^d}$, $x \in \mathbb{R}^m \setminus \{0\}$. David showed in [D1] and [D2] that all such singular integrals are bounded in $L^2(\mu)$ when $\mu$ is $d$-uniformly rectifiable. In the other direction David and Semmes proved that the $L^2(\mu)$-boundedness of all singular integrals in the class described above forces the measure $\mu$ to be $d$-uniformly rectifiable. The fundamental question they posed reads as follows:
Does the $L^2(\mu)$-boundedness of the $d$-dimensional Riesz transforms $R_d$ imply $d$-uniform rectifiability for $\mu$?

Given three distinct points $z_1, z_2, z_3 \in \mathbb{C}$ their Menger curvature is

$$c(z_1, z_2, z_3) = \frac{1}{R(z_1, z_2, z_3)},$$

where $R(z_1, z_2, z_3)$ is the radius of the circle passing through $x, y$ and $z$. By an elementary calculation, found by Melnikov [M] while studying analytic capacity, the Menger curvature is related to the Cauchy kernel by the formula

$$c(z_1, z_2, z_3)^2 = \sum_{s \in S_3} \frac{1}{(z_{s2} - z_{s1})(z_{s3} - z_{s1})},$$

where $S_3$ is the group of permutations of three elements. It follows immediately that the permutations of the Cauchy kernel are always positive. This unexpected discovery of Melnikov turned out to be very influential in the study of analytic capacity and the Cauchy transform. In particular it was a crucial tool in the resolution of Vitushkin’s conjecture by David, in [D3], and in the proof of the semiadditivity of analytic capacity in [T].

Furthermore, in [M], the notion of curvature of a Borel measure $\mu$ was introduced:

$$c^2(\mu) = \int \int \int c^2(z_1, z_2, z_3)d\mu(z_1)d\mu(z_2)d\mu(z_3).$$

Given $\varepsilon > 0$, $c^2_\varepsilon(\mu)$ is the truncated version of $c^2(\mu)$, i.e. the above triple integral over the set

$$\{(z_1, z_2, z_3) \in \mathbb{C}^3 : |z_i - z_j| \geq \varepsilon \text{ for } 1 \leq i, j \leq 3, \ i \neq j\}.$$ 

If $\mu$ is finite a Borel measure with linear growth (that is, $\mu(B(z, r)) \leq Cr$ for all $z \in \text{spt } \mu$, $r > 0$) the relation between the curvature and the $L^2(\mu)$-norm of the Cauchy transform is evident by the following identity proved by Melnikov and Verdera [MV]:

$$(1.1) \quad \|C_{\mu, \varepsilon}(1)\|_{L^2(\mu)}^2 = \frac{1}{6} c^2(\mu) + O(\mu(\mathbb{C})), $$

with $|O(\mu(\mathbb{C}))| \leq C\mu(\mathbb{C})$.

In [MMV], Mattila, Melnikov and Verdera settled the David and Semmes question in the case of the Cauchy transform, relying deeply on the use of curvature. They proved that if $E$ is a 1-AD regular set in the complex plane, the Cauchy singular integral is bounded in $L^2(\mathcal{H}^1|E)$ if and only if $E$ is contained in an AD-regular curve, which in the language of David and Semmes translates as $E$ being 1-uniform rectifiable.

Later on this result was pushed even further due to the following deep contribution of David and Léger.

**Theorem 1.1** ([Lé]). Let $E$ be a Borel set such that $0 < \mathcal{H}^1(E) < \infty$,

(i) if $c^2(\mathcal{H}^1|E) < \infty$, then $E$ is rectifiable;
(ii) if the Cauchy transform is bounded in $L^2(\mathcal{H}^1|E)$, then $E$ is rectifiable.

Notice that (ii) is an immediate consequence of (i) and (1.1).

Until now, as it is also evident by the (still open) David-Semmes question, very few things were known beyond the Cauchy kernel. In this paper we want to contribute in this direction by extending Theorem 1.1 to a natural class of Calderón-Zygmund kernels in the plane. Our starting point was the fact that, somewhat surprisingly, Theorem 1.1 and the main result in [MMV] remain valid if the Cauchy kernel is replaced by one of its coordinate parts $x/|z|^2$ or $y/|z|^2$ for $z = (x, y) \in \mathbb{C} \setminus \{0\}$. The kernels we are going to work with consist of a very natural generalisation of these coordinate kernels.

For $n \in \mathbb{N}$, we denote by $T_n$ the singular integral operator associated with the kernel

$$K_n(z) = \frac{x^{2n-1}}{|z|^{2n}}, \quad z = (x, y) \in \mathbb{C} \setminus \{0\}.$$  

Furthermore, for any three distinct $z_1, z_2, z_3 \in \mathbb{C}$, let

$$p_n(z_1, z_2, z_3) = K_n(z_1 - z_2) K_n(z_1 - z_3) + K_n(z_2 - z_1) K_n(z_2 - z_3) + K_n(z_3 - z_1) K_n(z_3 - z_2).$$

Analogously to the definition of the curvature of measures, for any Borel measure $\mu$ let

$$p_n(\mu) = \int \int \int p_n(z_1, z_2, z_3) d\mu(z_1) d\mu(z_2) d\mu(z_3).$$

Our main result reads as follows.

**Theorem 1.2.** Let $E$ be a Borel set such that $0 < \mathcal{H}^1(E) < \infty$,

(i) if $p_n(\mathcal{H}^1|E) < \infty$, then the set $E$ is rectifiable;

(ii) if $T_n$ is bounded in $L^2(\mathcal{H}^1|E)$, then the set $E$ is rectifiable.

The natural question of fully characterizing the homogeneous Calderón-Zygmund operators whose boundedness in $L^2(\mathcal{H}^1|E)$ forces $E$ to be rectifiable, becomes more sensible in the light of our result. We think that such a characterization consists of a deep problem in the area as even the candidate class of “good” kernels is far from clear. This is illustrated by a result of Huovinen in [H2], where he showed that there exist homogeneous kernels, such as $\frac{xy}{|z|^4}$, for $z = (x, y) \in \mathbb{C}$, whose corresponding singular integrals are $L^2$-bounded on purely unrectifiable sets. We should also remark that in [H1], Huovinen proved that the a.e. existence of principal values of operators associated to a class of homogeneous vectorial kernels implies rectifiability. This is the case of the complex kernels $\frac{z^{n-1}}{|z|^{2n}}$, for $n \geq 1$, for instance. However, Huovinen’s methods do not work for the kernels we are considering in (1.2).

Another result in our paper extends the theorem in [MMV] cited above. It reads as follows.

**Theorem 1.3.** Let $\mu$ be a 1-dimensional AD-regular measure on $\mathbb{C}$ and, for any $n \geq 1$, consider the operator $T_n$ defined above. Then, the measure $\mu$ is uniformly rectifiable if and only if $T_n$ is bounded in $L^2(\mu)$. 
The fact that uniform rectifiability implies the \( L^2(\mu) \)-boundedness of \( T_n \) is a direct consequence of David’s results in [D1]. The converse implication can be understood as a quantitative version of the assertion (ii) in Theorem 1.2. We will prove this by using a corona type decomposition. This is a technique that goes back to the work of Carleson in the corona theorem, and which has been adapted to the geometric setting of uniform rectifiability by David and Semmes [DS1].

The paper is organised as follows. In Section 2 we prove that the permutations \( p_n \) are positive and behave similarly to curvature on triangles with comparable side lengths and one side of them far from the vertical. Sections 3-7 are devoted to the proof of Theorem 1.2. In Section 3 we reduce it to Proposition 3.1, which asserts that when \( \mu \) is a measure with linear growth supported on the unit ball with mass bigger than 1 and appropriately small curvature, then there exists a Lipschitz graph which supports a fixed percentage of \( \mu \). In Section 4 we give some preliminaries for the proof of Proposition 3.1. In Section 5 we follow David and Léger in defining suitable stopping time regions and an initial Lipschitz graph. In Section 6 we prove Proposition 3.1 in the case where the first good approximating line for \( \mu \) is far from the vertical axis. The strategy of the proof stems from [Lé] although in many and crucial points (whenever curvature is involved) we need to deviate and provide new arguments. In Section 7 we settle the case where the first approximating line is close to the vertical axis. In this case the scheme of Léger does not work. A fine tuning of the stopping time parameters and a suitable covering argument allows us to use the result from the previous section in order to find countable many appropriate Lipschitz graphs that can be joined.

The proof of Theorem 1.3 is outlined in Section 8. As remarked above, a main tool for the proof is the so called corona type decomposition. We will not give all the details because many of the arguments are similar to the ones for Theorem 1.2, adapted to the (simpler) AD regular case. Finally, in Section 9 we will show that our methods do not work in higher dimensions because the permutations \( p_n \) change sign.

Throughout the paper the letter \( C \) stands for some constant which may change its value at different occurrences. The notation \( A \lesssim B \) means that there is some fixed constant \( C \) such that \( A \leq CB \), with \( C \) as above. Also, \( A \approx B \) is equivalent to \( A \lesssim B \lesssim A \).

2. Permutations of the kernels \( K_n \): positivity and comparability with curvature

For the rest of the paper we fix some \( n \in \mathbb{N} \) and we denote \( K := K_n, T := T_n \) and \( p := p_n \).

**Proposition 2.1.** For any three distinct points \( z_1, z_2, z_3 \in \mathbb{C} \),

(i) \( p(z_1, z_2, z_3) \geq 0 \),

(ii) \( p(z_1, z_2, z_3) \) vanishes if and only if \( z_1, z_2, z_3 \) are collinear.
Proof. Since \( p(z_1, z_2, z_3) \) is invariant by translations, it is enough to estimate the permutations \( p(0, z, w) \) for any two distinct points \( z = (x, y), w = (a, b) \in \mathbb{C} \setminus \{0\} \). Then,

\[
p(0, z, w) = K(z)K(w) + K(z)K(z-w) + K(w)K(w-z) = \frac{x^{2n-1}a^{2n-1}}{|z|^{2n}|w|^{2n}} + \frac{x^{2n-1}(x-a)^{2n-1}}{|z|^{2n}|z-w|^{2n}} - \frac{a^{2n-1}(x-a)^{2n-1}}{|w|^{2n}|z-w|^{2n}}
\]

\[
= \frac{x^{2n-1}a^{2n-1}|z-w|^{2n} + x^{2n-1}(x-a)^{2n-1}|w|^{2n} - a^{2n-1}(x-a)^{2n-1}|z|^{2n}}{|z|^{2n}|w|^{2n}|z-w|^{2n}}.
\]

We denote,

\[
A(z, w) = x^{2n-1}a^{2n-1}|z-w|^{2n} + x^{2n-1}(x-a)^{2n-1}|w|^{2n} - a^{2n-1}(x-a)^{2n-1}|z|^{2n},
\]

so that

\[
p(0, z, w) = \frac{A(z, w)}{|z|^{2n}|w|^{2n}|z-w|^{2n}},
\]

and it suffices to prove that \( A(z, w) \geq 0 \) for all distinct points \( z, w \in \mathbb{C} \setminus \{0\} \) and \( A(z, w) = 0 \) if and only if \( 0, z \) and \( w \) are collinear. Furthermore,

\[
A(z, w) = x^{2n-1}a^{2n-1}((x-a)^2 + (y-b)^2)^n + x^{2n-1}(x-a)^{2n-1}(a^2 + b^2)^n
\]

\[
- a^{2n-1}(x-a)^{2n-1}(x^2 + y^2)^n
\]

\[
= x^{2n-1}a^{2n-1}\left( \sum_{k=0}^{n} \binom{n}{k}(x-a)^{2(n-k)}(y-b)^{2k} \right)
\]

\[
+ x^{2n-1}(x-a)^{2n-1}\left( \sum_{k=0}^{n} \binom{n}{k}a^{2(n-k)}y^{2k} \right)
\]

\[
- a^{2n-1}(x-a)^{2n-1}\left( \sum_{k=0}^{n} \binom{n}{k}x^{2(n-k)}y^{2k} \right).
\]

After regrouping the terms of the last sum we obtain,

\[
A(z, w) = \sum_{k=0}^{n} \binom{n}{k}\left( x^{2n-1}a^{2n-1}(x-a)^{2(n-k)}(y-b)^{2k} + x^{2n-1}(x-a)^{2n-1}a^{2(n-k)}y^{2k} 
\]

\[
- a^{2n-1}(x-a)^{2n-1}x^{2(n-k)}y^{2k} \right)
\]

\[
= x^{2n-1}a^{2n-1}(x-a)^{2n} + x^{2n-1}(x-a)^{2n-1}a^{2n} - a^{2n-1}(x-a)^{2n-1}x^{2n}
\]

\[
+ \sum_{k=1}^{n} \binom{n}{k}\left( x^{2n-1}a^{2n-1}(x-a)^{2(n-k)}(y-b)^{2k} + x^{2n-1}(x-a)^{2n-1}a^{2(n-k)}y^{2k} 
\]

\[
- a^{2n-1}(x-a)^{2n-1}x^{2(n-k)}y^{2k} \right).
\]
Since
\[ x^{2n-1}a^{2n-1}(x-a)^{2n} + x^{2n-1}(x-a)^{2n-1}a^{2n} - a^{2n-1}(x-a)^{2n-1}x^{2n} = x^{2n-1}a^{2n-1}(x-a)^{2n-1}(x-a+a-x) = 0, \]
we get,
\[ A(z, w) = \sum_{k=1}^{n} \binom{n}{k} x^{2(n-k)}a^{2(n-k)}(x-a)^{2(n-k)} \times \left( x^{2k-1}a^{2k-1}(y-b)^{2k} + x^{2k-1}(x-a)^{2k-1}b^{2k} - a^{2k-1}(x-a)^{2k-1}y^{2k} \right). \]

For \( k \in \mathbb{N} \) and \( z \neq w \in \mathbb{C} \setminus \{0\} \), \( z = (x, y), w = (a, b) \), let
\[ (2.2) \quad F_k(z, w) = x^{2k-1}a^{2k-1}(y-b)^{2k} + x^{2k-1}(x-a)^{2k-1}b^{2k} - a^{2k-1}(x-a)^{2k-1}y^{2k}, \]
then
\[ (2.3) \quad A(z, w) = \sum_{k=1}^{n} \binom{n}{k} x^{2(n-k)}a^{2(n-k)}(x-a)^{2(n-k)} F_k(z, w). \]

Thus it suffices to prove that for all \( k \in \mathbb{N} \),
\[ F_k(z, w) \geq 0 \text{ whenever } z \neq w \in \mathbb{C} \setminus \{0\} \]
and
\[ A(z, w) = 0 \text{ if and only if the points } 0, z \text{ and } w \text{ are collinear.} \]

To this end we consider three cases.

Case 1, \( a = 0 \).
In this case,
\[ A(z, w) = F_n(z, w) = x^{2(2n-1)}y^{2n} \geq 0 \]
and since \( b \neq 0 \),
\[ A(z, w) = 0 \text{ if and only if } x = 0. \]

That is in this case \( A(z, w) \) vanishes only when \( z \) and \( w \) lie on the imaginary axis.

Case 2, \( b = 0 \).
In this case,
\[ F_k(z, w) = x^{2k-1}a^{2k-1}y^{2k} - a^{2k-1}y^{2k}(x-a)^{2k-1} \]
\[ = a^{2k-1}y^{2k}(x^{2k-1} - (x-a)^{2k-1}). \]

Since \( a \neq 0 \) and the function \( x^{2k-1} \) is increasing, \( x^{2k-1} > (x-a)^{2k-1} \) whenever \( a > 0 \),
and \( x^{2k-1} < (x-a)^{2k-1} \) whenever \( a < 0 \). Therefore \( F_k(z, w) \geq 0 \) and \( F_k(z, w) = 0 \)
if and only if \( y = 0 \), that is whenever \( z \) and \( w \) lie in the real axis.
Case 3, $a \neq 0$ and $b \neq 0$. In this case by (2.2), after factoring,
\begin{align}
F_k(z, w) &= a^{2(2k-1)}b^{2k} \left( \left( \frac{x}{a} \right)^{2k-1} \left( \frac{y}{b} - 1 \right)^{2k} + \left( \frac{x}{a} \right)^{2k-1} \left( \frac{x}{a} - 1 \right)^{2k-1} \right. \\
&\quad \left. - \left( \frac{x}{a} - 1 \right)^{2k-1} \left( \frac{y}{b} \right)^{2k} \right).
\end{align}
(2.4)

We will make use of the following elementary lemma.

**Lemma 2.2.** Consider the family of polynomials for $k \in \mathbb{N}$,
\[ f^k_t(s) = t^{2k-1}(s-1)^{2k} + (t-1)^{2k-1}t^{2k-1} - (t-1)^{2k-1}s^{2k} \]
where $t \in \mathbb{R}$ is a parameter. Then,
\[ f^k_t(s) \geq 0, \text{ for all } s \in \mathbb{R} \text{ and } t \in \mathbb{R} \]
and
\[ f^k_t(s) = 0 \text{ if and only if } t = s. \]

**Proof.** Since $f^k_t$ is an even degree polynomial with respect to $s$,
\[ \lim_{s \to \pm \infty} f^k_t(s) = \lim_{s \to \pm \infty} (t^{2k-1} - (t-1)^{2k-1}) s^{2k} = +\infty \]
because $s^{2k}$ is the highest degree monomial of $f^k_t$ and the function $t^{2k-1}$ is increasing.
Furthermore
\[ (f^k_t)'(s) = 2kt^{2k-1}(s-1)^{2k-1} - 2k(t-1)^{2k-1}s^{2k-1} \]
and
\[ (f^k_t)'(s) = 0 \]
is satisfied if and only if
\[ t^{2k-1}(s-1)^{2k-1} = (t-1)^{2k-1}s^{2k-1}, \]
that is if and only if $s = t$. Therefore $f^k_t(s) \geq f^k_t(t)$ for all $s \in \mathbb{R}$ and
\[ f^k_t(t) = t^{2k-1}(t-1)^{2k} + t^{2k-1}(t-1)^{2k-1} - (t-1)^{2k-1}t^{2k} = 0. \]
Hence,
\[ f^k_t(s) \geq 0 \text{ for all } t, s \in \mathbb{R} \]
and
\[ f^k_t(s) = 0 \text{ if and only if } t = s. \]

Hence after applying Lemma 2.2 for $t = \frac{y}{a}$, $s = \frac{y}{b}$ to (2.4), Lemma 2.1 follows. 

Given two distinct points $z, w \in \mathbb{C}$, we will denote by $L_{z,w}$ the line passing through $z, w$. Given three pairwise different points $z_1, z_2, z_3$, we denote by $\angle(z_1, z_2, z_3)$ the smallest angle formed by the lines $L_{z_1z_2}$ and $L_{z_1z_3}$. If $L, L'$ are lines, then $\angle(L, L')$ is the smallest angle between $L$ and $L'$. Also, $\theta_V(L) := \angle(L, V)$ where $V$ is a vertical line. Furthermore for a fixed constant $\tau \geq 1$, set
\[ \mathcal{O}_\tau = \{ (z_1, z_2, z_3) \in \mathbb{C}^3 : |z_i - z_j| \leq \tau |z_i - z_k| \text{ for distinct } 1 \leq i, j, k \leq 3 \}. \]
so that all triangles whose vertices form a triple in \( \mathcal{O}_r \) have comparable sides. Finally we should also remark that it is not hard to see that for three pairwise different points \( z_1, z_2, z_3 \),
\[
c(z_1, z_2, z_3) = \frac{4 \text{area}(T_{z_1, z_2, z_3})}{|z_1 - z_2||z_1 - z_3||z_2 - z_3|}
\]
where \( T_{z_1, z_2, z_3} \) denotes the triangle determined by \( z_1, z_2, z_3 \).

**Lemma 2.3.** For \( (z_1, z_2, z_3) \in \mathcal{O}_r \), if \( \theta_V(L_{z_1, z_2}) + \theta_V(L_{z_1, z_3}) + \theta_V(L_{z_2, z_3}) \geq \alpha_0 > 0 \),
then
\[
p(z_1, z_2, z_3) \geq c(\alpha_0, \tau) c(z_1, z_2, z_3)^2.
\]

**Proof.** It suffices to prove the lemma for \( (0, z, w) \in \mathcal{O}_r \) for \( z = (x, y), w = (a, b), z \neq w \in \mathbb{C} \backslash \{0\} \). From the lemma’s assumption we infer that at least one of the angles \( \theta_V(L_{z,u}), \theta_V(L_{z,o}), \theta_V(L_{w,o}) \) is greater or equal than \( \alpha_0/3 \). Therefore without loss of generality we can assume that there exists a constant \( c_1(\alpha_0) \) such that \( |z| \leq c_1(\alpha_0)|x| \).
Furthermore let \( M := M(\alpha_0, \tau) > 10 \) be some large positive number that will be determined later. We distinguish three cases.

**Case 1:** \( M^{-1}|x| \leq |x - a| \leq M|x| \) and \( M^{-1}|a| \leq |x| \leq M|a| \).
By (2.1), (2.3) and the fact that the functions \( F_k \), as in the proof of Lemma 2.1, are non-negative we deduce,
\[
p(0, z, w) \geq n \frac{x^{2n-2}a^{2n-2}(x - a)^{2n-2}}{|z|^{2n}|w|^{2n}|z - w|^{2n}} F_1(z, w)
\]
\[
= n \frac{x^{2n-2}a^{2n-2}(x - a)^{2n-2}}{|z|^{2n}|w|^{2n}|z - w|^{2n}} (xb - ay)^2
\]
\[
= n \frac{x^{2n-2}a^{2n-2}(x - a)^{2n-2}}{|z|^{2n}|w|^{2n}|z - w|^{2n}} |z|^2|w|^2 \sin^2(z, w)
\]
\[
= n \left( \frac{|x|}{|z|}\right)^{2n-2} \left( \frac{|a|}{|w|}\right)^{2n-2} \left( \frac{|x - a|}{|z - w|}\right)^{2n-2} \frac{\sin^2(z, w)}{|z - w|^2}.
\]
Notice that in this case,
\[
|a| \geq M^{-1}|x| \geq M^{-1}c_1(\alpha_0)^{-1}|z| \geq (Mc_1(\alpha_0)\tau)^{-1}|w|,
\]
and in the same manner
\[
|x - a| \geq (Mc_1(\alpha_0)\tau)^{-1}|z - w|.
\]
Recalling that \( c(0, z, w) = \frac{2 \sin \angle(z, 0, w)}{|z - w|} \) we obtain that,
\[
p(0, z, w) \geq c(\alpha_0, \tau)c^2(0, z, w).
\]

**Case 2:** \( |x - a| < M^{-1}|x| \). In this case,
\[
|x - a| < M^{-1}|z - w|
\]
and
\[ |a| \geq \frac{|x|}{2} \geq (2c_1(\alpha_0)\tau)^{-1}|w|. \]

By the definition of \( p(0, z, w) \),
\[ p(0, z, w) = \frac{x^{2n-1}a^{2n-1}}{|z|^{2n}|w|^{2n}} + \frac{x^{2n-1}(x-a)^{2n-1}}{|z|^{2n}|z-w|^{2n}} - \frac{a^{2n-1}(x-a)^{2n-1}}{|w|^{2n}|z-w|^{2n}}. \]

Notice that,
\[ \frac{|x|^{2n-1}|x-a|^{2n-1}}{|z|^{2n}|z-w|^{2n}} \leq \frac{1}{|z||z-w|} \left( \frac{|x-a|}{|z-w|} \right)^{2n-1} \]
\[ \leq \frac{\tau}{|z|^2} \left( \frac{|x-a|}{|z-w|} \right)^{2n-1} \leq \tau^{2n}M^{-(2n-1)}|z|^{-2}, \]

and in the same way,
\[ \frac{|a|^{2n-1}|x-a|^{2n-1}}{|w|^{2n}|z-w|^{2n}} \leq \tau^{2n}M^{-(2n-1)}|z|^{-2}. \]

On the other hand,
\[ \frac{|x|^{2n-1}|a|^{2n-1}}{|z|^{2n}|w|^{2n}} = \left( \frac{|x|}{|z|} \right)^{2n-1} \left( \frac{|a|}{|w|} \right)^{2n-1} \frac{1}{|z|} \frac{1}{|w|} \]
\[ \geq (c_1(\alpha_0)^{-2}\tau^{-1}2^{n-1} \tau^{-1})^{2n-1}\tau^{-1}|z|^{-2}. \]

Therefore for \( M \) large enough and depending only on \( \alpha_0 \) and \( \tau \),
\[ p(0, z, w) \geq ((c_1(\alpha_0)^{-2}\tau^{-1}2^{n-1} \tau^{-1} - 2\tau^{2n}M^{-(2n-1)})|z|^{-2} \]
\[ \geq c(\alpha_0, \tau)c^2(0, z, w). \]

**Case 3:** \(|x-a| > M|x|\).

In this case
\[ |x| < M^{-1}|x-a| \leq M^{-1}\tau|z|, \]
and since \( M \gg c_1(\alpha_0) + \tau \) we obtain that \(|x| < c_1(\alpha_0)^{-1}|z|\) which contradicts the initial assumption, so this case is impossible.

**Case 4:** \(|x| < M^{-1}|a|\).

As with case 3, this case is impossible because it contradicts the initial assumption as
\[ |x| < M^{-1}\tau|z|. \]

**Case 5:** \(|x| > M|a|\).

In this case we have,
\[ |a| < \tau M^{-1}|x| \]
and
\[ |x-a| \geq (2c_1(\alpha_0)\tau)^{-1}|z-w|. \]
Therefore we can argue as in case 2, recalling (2.6) and noticing that now the dominating term is the second one. As in case 2 we deduce that,
\[
p(0, z, w) \geq \left( (c_1(\alpha_0)^{-2} \tau^{-1} 2^{-1})^{2n-1} \tau^{-1} - 2 \tau^{2n} M^{-2(2n-1)} \right) |z|^{-2}
\]
\[
\geq c(\alpha_0, \tau) c^2(0, z, w).
\]
\[\square\]

For a positive measure \(\mu\) (without atoms, say), denote
\[
p(\mu) = \int \int \int p(z_1, z_2, z_3) \, d\mu(z_1) \, d\mu(z_2) \, d\mu(z_3)
\]
and, recalling (2.5),
\[
p(\tau) = \int \int \int p(z_1, z_2, z_3) \, d\mu(z_1) \, d\mu(z_2) \, d\mu(z_3).
\]

We will also use the following notation. Given \(z_1 \in \mathbb{C}\), we set
\[
p(\mu)(z_1) = p[z_1, \mu, \mu] = \int \int p(z_1, z_2, z_3) \, d\mu(z_2) \, d\mu(z_3),
\]
and for another positive measure \(\nu\),
\[
p(\nu, \mu, \mu) = \int \int \int p(z_1, z_2, z_3) \, d\nu(z_1) \, d\mu(z_2) \, d\mu(z_3).
\]

For \(z_1, z_2 \in \mathbb{C}\),
\[
p(\mu)(z_1, z_2) = p[z_1, z_2, \mu] = \int p(z_1, z_2, z_3) \, d\mu(z_3).
\]
We define \(p(\tau, \mu)(z_1)\) and \(p(\tau, \mu)(z_1, z_2)\) analogously.

3. Reductions

Our purpose in this section is to reduce the proof of Theorem 1.2 to the proof of the following proposition which will occupy the biggest part of the paper.

**Proposition 3.1.** For any constant \(C_0 \geq 10\), there exists a number \(\eta > 0\) such that if \(\mu\) is any positive Radon measure on \(\mathbb{C}\) satisfying

- \(\mu(B(0, 1)) \geq 1\), \(\mu(\mathbb{C} \setminus B(0, 2)) = 0\),
- for any ball \(B\), \(\mu(B) \leq C_0 \text{diam}(B)\),
- \(p(\mu) \leq \eta\)

then there exists a Lipschitz graph \(\Gamma\) such that \(\mu(\Gamma) \geq 10^{-5} \mu(\mathbb{C})\).

**Remark 3.2.** The previous proposition is equivalent to the following stronger statement.

For any constant \(C_0 \geq 10\), there exists a number \(\eta > 0\) such that if \(\mu\) is any positive Radon measure on \(\mathbb{C}\) such that for some Borel \(F \subset \mathbb{C}\),

- \(\mu(F) \geq \text{diam}(F)\),
- for any ball \(B\), \(\mu(B \cap F) \leq C_0 \text{diam}(B)\)
- \(p(\mu|F) \leq \eta \text{ diam}(F)\)
then there exists a Lipschitz graph $\Gamma$ such that $\mu(\Gamma \cap F) \geq 10^{-5}\mu(F)$.

Indeed, suppose that Proposition 3.1 holds. Let $x_0 \in F$ and define the renormalized measure
\[ \nu := \frac{1}{\text{diam}(F)} T_2^*(\mu|F), \]
where $T(x) := \frac{x-x_0}{\text{diam}(F)}$ and as usual $T_2^*(\mu|F)(X) = \mu(F(T^{-1}(X)), X \subset \mathbb{C}$. Then $\nu(B(0,1)) \geq 1$, $\nu(\mathbb{C} \setminus B(0,2)) = 0$ and for any ball $B$, $\nu(B) \leq C_0\text{diam}(B)$. It also follows easily that for all distinct $x,y,z \in \mathbb{C}$, $p(T(x),T(y),T(z)) = \text{diam}(F)^2 p(x,y,z)$, therefore
\[ p(\nu) = \frac{\text{diam}(F)^2}{\text{diam}(F)} p(\mu|F) \leq \eta. \]

Hence we can apply Proposition 3.1 for the measure $\nu$ and obtain a Lipschitz graph $\Gamma$ such that $\nu(\Gamma) \geq 10^{-5}\nu(\mathbb{C})$, which is equivalent to $\mu(T^{-1}(\Gamma) \cap F) \geq 10^{-5}\mu(F)$ and $T^{-1}(\Gamma)$ is the desired Lipschitz graph.

We continue with the following lemma which relates $L^2$-boundedness and permutations.

**Lemma 3.3.** Let $\mu$ be a continuous positive Radon measure in $\mathbb{C}$ with linear growth. If the operator $T$ is bounded in $L^2(\mu)$ then there exists a constant $C$ such that for any ball $B$,
\[ \int \int \int_{B^3} p(x,y,z) d\mu(x) d\mu(y) d\mu(z) \leq C \text{diam}(B). \]

For the proof see [MMV, Lemma 2.1], where it is stated and proved for the Cauchy transform. The proof goes unchanged if $1/z$ is replaced by any real antisymmetric kernel $k$ with positive permutations satisfying the growth condition $k(x) \leq C|x|^{-1}, x \in \mathbb{C}\setminus\{0\}$.

For the proof of (i) of Theorem 1.2 we will need one more lemma.

**Lemma 3.4.** Let $E \subset \mathbb{C}$ be a Borel set with $0 < \mathcal{H}^1(E) < \infty$. Then for all $\eta > 0$ there exists an $F \subset E$ such that,
\begin{enumerate}
  \item $F$ is compact,
  \item $p(\mathcal{H}^1|F) \leq \eta \text{diam}F$,
  \item $\mathcal{H}^1(F) > \frac{\text{diam}E}{40}$,
  \item for all $x \in \mathbb{C}$, $t > 0$, $\mathcal{H}^1(F \cap B(x,t)) \leq 3t$.
\end{enumerate}

The (fairly easy) proof makes use of standard uniformization arguments and can be found in [Lé, Proposition 1.1]. Assuming Proposition 3.1 we can now prove the generalised version of David-Leger Theorem.

**Proof of Theorem 1.2.** First of all notice that (i) with Lemma 3.3 implies (ii). For the proof of (i) recall that since $\mathcal{H}^1(E) < \infty$, $E$ has a decomposition into a rectifiable and purely unrectifiable part, $E = E_{\text{rect}} \cup E_{\text{unrect}}$. By way of contradiction assume
that $\mathcal{H}^1(E_{\text{unrect}}) > 0$. Now, by Lemma 3.4, for all $\eta > 0$, there exists a compact set $F \subset E_{\text{unrect}}$ satisfying

- $p(\mathcal{H}^1|F) \leq \eta \text{diam} F$,
- $\mathcal{H}^1(F) > \frac{\text{diam} E_{\text{unrect}}}{40}$,
- for all $x \in \mathbb{C}$, $t > 0$, $\mathcal{H}^1(F \cap B(x,t)) \leq 3t$.

Therefore by Remark 3.2, applied to $F$ and $\mu = 40\mathcal{H}^1|F$, there exists a Lipschitz graph $\Gamma$ such that $\mathcal{H}^1(\Gamma \cap F) \geq 10^{-5}\mathcal{H}^1(F)$, which is impossible because $F$ is purely unrectifiable.

4. Preliminaries for the proof of proposition 3.1

Let $\mu$ be a positive Radon measure in $\mathbb{C}$.

**Definition 4.1.** For a ball $B = B(x,t)$ we set

$$\delta_\mu(B) = \delta_\mu(x,t) = \frac{\mu(B(x,t))}{t}.$$

**Definition 4.2.** Given some fixed constant $k > 1$, for any ball $B = B(x,t) \subset \mathbb{C}$ and $D$ a line in $\mathbb{C}$, we set

$$\beta(D) = \frac{1}{t} \int_{B(x,kt)} \left( \frac{\text{dist}(y,D)}{t} \right)^2 d\mu(y),$$

$$\beta(D)^{(1/2)} = \frac{1}{t} \int_{B(x,kt)} \left( \frac{\text{dist}(y,D)}{t} \right)^2 d\mu(y),$$

$$\beta_1(B) = \inf_{D} \beta(D),$$

$$\beta_2(B) = \inf_{D} \beta(D)^{(1/2)}.$$ 

We will also introduce a density threshold $\delta > 0$ and examine what happens in balls such that $\delta_\mu(B) > \delta$. The following lemma will be used several times.

**Lemma 4.3** ([Lé, Lemma 2.3.]). There exist constants $C_1 \geq 1, C_1' \geq 1$ depending only on $C_0$ and $\delta$ such that for any ball $B$ with $\delta_\mu(B) \geq \delta$, there exist three balls $B_1, B_2$ and $B_3$ of radius $\frac{r(B)}{C_1}$ such that

(i) their centers are at least $\frac{12r(B)}{C_1}$ apart,

(ii) and $\mu(B_i) \geq \frac{r(B_i)}{C_1}$ for $i = 1, 2, 3$.

The following lemma should be considered as qualitative version of [Lé, Lemma 2.5].

**Lemma 4.4.** Let $\mu$ be a measure with $C_0$-linear growth, and $B \subset \mathbb{C}$ a ball with $\delta_\mu(B) \geq \delta$. Suppose that $\tau$ is big enough. Then, for any $\varepsilon > 0$, there exists some $\delta_1 = \delta_1(\delta, \varepsilon) > 0$ such that if

$$\frac{p_\tau(\mu|kB)}{\mu(B)} \leq \delta_1.$$
then $\beta_2(B) \leq \varepsilon$.

**Proof.** By Lemma 4.3 we can find three balls $B_1, B_2, B_3 \subset 2B$ with equal radii $C^{-1}_1 r(B)$ such that $\mu(B_i \cap B) \geq \frac{\mu(B)}{C^2_1}$ for $i = 1, 2, 3$ and $5B_1 \cap 5B_2 = \emptyset$ if $i \neq j$.

By Chebyshev, there are sets $Z_i \subset B_i$ with $\mu(Z_i) \approx \mu(B_i) \approx \mu(B)$ such that for $r := r(B)$ and $z \in Z_i$,

$$p_{r,\mu|kB}(z) \leq C \frac{p_r(\mu|kB)}{r},$$

where here, as well as in the rest of the proof of the lemma, $C$ denotes a constant which depends on $C_1, C_1', \tau, k, \delta$. Given $z_1 \in Z_1$, we choose $z_2 \in Z_2$ such that

$$p_{r,\mu|kB}(z_1, z_2) \leq C \frac{p_r(\mu|kB)}{r^2}.$$ 

If $w \in kB \setminus (2B_1 \cup 2B_2)$, then $(z_1, z_2, w) \in \mathcal{O}_\tau$, for $\tau \geq C_1 + 2k$, and so either

$$\theta_V(L_{z_1, z_2}) + \theta_V(L_{z_2, w}) \leq \alpha_0,$$

and so $d(w, L_{z_1, z_2}) \leq C \alpha_0 r$, or otherwise, by Lemma 2.3,

$$p(z_1, z_2, w) \geq c(\alpha_0, \tau) c(z_1, z_2, w)^2 = c(\alpha_0, \tau) \frac{\text{dist}(w, L_{z_1, z_2})^2}{|w - z_1|^2 |w - z_2|^2} \geq C(\alpha_0) \frac{\text{dist}(w, L_{z_1, z_2})^2}{r^4},$$

with the constants $C(\alpha_0)$ depending on $C_1, C_1', \tau, k, \delta$ besides $\alpha_0$. Thus in any case we get

$$\int_{w \in kB \setminus (2B_1 \cup 2B_2)} \text{dist}(w, L_{z_1, z_2})^2 d\mu(w)$$

$$\leq \int_{w \in kB \setminus (2B_1 \cup 2B_2)} \left[ C\alpha_0^2 r^2 + C(\alpha_0) r^4 p(z_1, z_2, w) \right] d\mu(w)$$

$$\leq C\alpha_0^2 r^3 + C(\alpha_0) r^4 p_{r,\mu|kB}(z_1, z_2) \leq C\alpha_0^2 r^3 + C(\alpha_0) r^2 p_{r}(\mu|kB).$$

Now it remains to see what happens in $2B_1 \cup 2B_2$. By Chebyshev, there exists $z_3 \in Z_3$ such that

$$p_{r,\mu|kB}(z_1, z_3) + p_{r,\mu|kB}(z_2, z_3) \leq C \frac{p_r(\mu|kB)}{r^2}$$

and

$$p(z_1, z_2, z_3) \leq C \frac{p_r(\mu|kB)}{r^3}. \quad (4.1)$$

As above, we deduce that

$$\int_{w \in kB \setminus (2B_1 \cup 2B_3)} \text{dist}(w, L_{z_1, z_3})^2 d\mu(w) \leq C\alpha_0^2 r^3 + C(\alpha_0) r^2 p_{r}(\mu|kB), \quad (4.2)$$
and also
\[ \int_{w \in kB \setminus (2B_1 \cup 2B_3)} \text{dist}(w, L_{z_2, z_3})^2 \, d\mu(w) \leq C \alpha_0^2 r^3 + C(\alpha_0) r^2 p_r(\mu|kB). \]

Now we wish to estimate the angle \( \angle(L_{z_1, z_2}, L_{z_1, z_3}) \). Recall that
\[ c(z_1, z_2, z_3) = \frac{2 \sin \angle(L_{z_1, z_2}, L_{z_1, z_3})}{|z_2 - z_3|}, \]
and so \( \sin^2 \angle(L_{z_1, z_2}, L_{z_1, z_3}) \leq C c(z_1, z_2, z_3)^2 r^2 \). Then we deduce that
\[ \sin^2 \angle(L_{z_1, z_2}, L_{z_1, z_3}) \leq C \alpha_0^2 + C(\alpha_0) p(z_1, z_2, z_3) r^2. \]
Notice that, for any \( w \in kB \), by elementary geometry we have
\[ \text{dist}(w, L_{z_1, z_2}) \leq \text{dist}(w, L_{z_1, z_3}) + C r \sin \angle(L_{z_1, z_2}, L_{z_1, z_3}). \]
Therefore,
\[ \text{dist}(w, L_{z_1, z_2})^2 \leq 2 \text{dist}(w, L_{z_1, z_3})^2 + C \alpha_0^2 r^2 + C(\alpha_0) p(z_1, z_2, z_3) r^4. \]
Then, from (4.2) and (4.1) we obtain
\[
\int_{w \in kB \setminus (2B_1 \cup 2B_3)} \text{dist}(w, L_{z_1, z_2})^2 \, d\mu(w) \\
\quad \leq \int_{w \in kB \setminus (2B_1 \cup 2B_3)} \left[ 2 \text{dist}(w, L_{z_1, z_3})^2 + C \alpha_0^2 r^2 + C(\alpha_0) p(z_1, z_2, z_3) r^4 \right] \, d\mu(w) \\
\quad \leq C \alpha_0 r^3 + C(\alpha_0) p_r(\mu|kB) r^2 + C(\alpha_0) p(z_1, z_2, z_3) r^5 \\
\quad \leq C \alpha_0 r^3 + C(\alpha_0) p_r(\mu|kB) r^2.
\]
An analogous argument yields a similar estimate for
\[ \int_{w \in kB \setminus (2B_1 \cup 2B_3)} \text{dist}(w, L_{z_1, z_3})^2 \, d\mu(w). \]
So we get,
\[ \int_{w \in kB} \text{dist}(w, L_{z_1, z_2})^2 \, d\mu(w) \leq C \alpha_0 r^3 + C(\alpha_0) p_r(\mu|kB) r^2, \]
and thus the lemma follows by taking \( \alpha_0 \) and \( p_r(\mu|kB)/r \) both small enough. □

5. Construction of a First Lipschitz Graph

As stated above, to construct the Lipschitz graph, we follow quite closely the arguments from [Lé]. First we need to define a family of stopping time regions, which are the same as the ones defined in [Lé, Subsection 3.1]. Let \( \delta, \varepsilon, \alpha \) be positive
constants to be fixed below and choose a point \( x_0 \in F \). Then by Lemma 4.4 there exists a line \( D_0 \) such that \( \beta_1^{D_0}(x_0, 1) \leq \varepsilon \). We set

\[
S_{total} = \left\{ (x, t) \in F \times (0, 5), \begin{array}{ll}
\text{(i)} & \delta(x, t) \geq \frac{1}{2} \delta \\
\text{(ii)} & \beta_1(x, t) < 2 \varepsilon \\
\text{(iii)} & \exists L_{x,t} \text{ s.t. } \left\{ \begin{array}{c}
\beta_1^{L_{x,t}}(x, t) \leq 2 \varepsilon, \text{ and} \\
\mathcal{L}(L_{x,t}, D_0) \leq \alpha
\end{array} \right. \right\}.
\]

In the definition above to simplify notation we have denoted \( \delta(x, r) \equiv \delta_\mu B(x, r) \) and \( \beta_1(x, r) \equiv \beta_1 B(x, r) \). Also \( L_{x,t} \) stands for some line depending on \( x \) and \( t \).

For \( x \in F \) we set

\[
(5.1) \quad h(x) = \sup \left\{ t > 0 : \exists y \in F, \exists \tau, \frac{t}{3} \geq \tau \geq \frac{t}{4}, x \in B(y, \frac{\tau}{3}) \text{ and } (y, \tau) \notin S_{total} \right\},
\]

and

\[
S = \left\{ (x, t) \in S_{total} : t \geq h(x) \right\}.
\]

Notice that if \( (x, t) \in S \), then \( (x, t') \in S \) for \( t' \) such that \( t < t' < 5 \).

Now we consider the following partition of \( F \) which depends on the parameters \( \delta, \varepsilon, \alpha \):

\[
Z = \{ x \in F : h(x) = 0 \},
\]

\[
F_1 = \left\{ x \in F \setminus Z : \exists y \in F, \exists \tau \in \left[ \frac{h(x)}{5}, \frac{h(x)}{2} \right], x \in B(y, \frac{\tau}{2}), \delta(y, \tau) \leq \delta \right\},
\]

\[
F_2 = \left\{ x \in F \setminus (Z \cup F_1) : \exists y \in F, \exists \tau \in \left[ \frac{h(x)}{5}, \frac{h(x)}{2} \right], x \in B(y, \frac{\tau}{2}), \beta_1(y, \tau) \geq \varepsilon \right\},
\]

\[
F_3 = \left\{ x \in F \setminus (Z \cup F_1 \cup F_2) : \exists y \in F, \exists \tau \in \left[ \frac{h(x)}{5}, \frac{h(x)}{2} \right], x \in B(y, \frac{\tau}{2}), \mathcal{L}(L_{y,t}, D_0) \geq \frac{3}{4} \alpha \right\}.
\]

At this point we introduce some thresholds:

\begin{itemize}
  \item \( \delta = 10^{-10}/N \)
  \item \( \theta_0 = \pi/10^6 \)
  \item \( \tau = 10^4 C_1 \)
\end{itemize}

with \( C_1 \) appearing first in Lemma 4.3 and \( N \) is the overlap constant appearing in the Besicovitch covering theorem. Notice that \( \tau \) depends on \( \delta \), which was fixed earlier, and serves as threshold for the comparability of the triples in \( \mathcal{O}_r \). On the other hand \( \theta_0 \) will be a threshold for the angle \( \theta_{\mathcal{V}}(D_0) \). Concerning the parameters \( \varepsilon \) and \( \alpha \) we will always tune \( \varepsilon \alpha^\frac{5}{3} < \alpha < \pi \alpha^\frac{5}{3} \). However depending on \( \theta_{\mathcal{V}}(D_0) \) some extra tuning of \( \alpha \) will be needed.

In the rest of the section we are going to lay down the necessary background that will lead us to the definition of the Lipschitz graph. We will denote by \( \pi \) and \( \pi^\perp \) the orthogonal projections on \( D_0 \) and \( D_0^\perp \) respectively.
Definition 5.1. For all \( x \in \mathbb{C} \) let

\[
d(x) = \inf_{(X,t) \in S} (d(x,X) + t)
\]

and for \( p \in D_0 \), let

\[
D(p) = \inf_{x \in \pi^{-1}(p)} d(x) = \inf_{(x,t) \in S} (d(\pi(X),p) + t).
\]

The following Lemma, whose proof can be found in [Lé], will be used several times. We state it for the reader’s convenience.

Lemma 5.2 ([Lé], Lemma 3.9). There exists a constant \( C_2 \) such that whenever \( x,y \in F \) and \( t \geq 0 \) are such that \( d(\pi(x),\pi(y)) \leq t \), \( d(x) \leq t \), \( d(y) \leq t \) then \( d(x,y) \leq C_2 t \).

We can now define a function \( A \) on \( \pi(Z) \) by

\[
A(\pi(x)) = \pi^{\perp}(x) \quad \text{for } x \in Z,
\]

which is possible because for example by Lemma 5.2 \( \pi : Z \to D_0 \) is injective. Furthermore it is not difficult to see that the function \( A : \pi(Z) \to D_0^\perp \) is \( 2\alpha \)-Lipschitz. In order to extend the function \( A \) on the whole line \( D_0 \) a variant of Whitney’s extension theorem is used in [Lé]. Namely after a family of dyadic intervals on \( D_0 \) is chosen, for any \( p \in D_0 \) not on the boundaries of the dyadic intervals such that \( D(p) > 0 \) we call \( R_p \) the largest dyadic interval containing \( p \) such that

\[
diam(R_p) \leq \frac{1}{20} \inf_{u \in R_p} D(u).
\]

We relabel the collection of intervals \( R_p \) as \( \{R_i : i \in I\} \). The \( R_i \)'s have disjoint interiors and the family \( \{2R_i\}_{i \in I} \) is a covering of \( D_0 \setminus \pi(Z) \). In the following proposition we gather all their necessary properties for our purposes. For the proof see [Lé, Lemma 3.11] and the discussion before and afterwards.

Proposition 5.3. Let \( U_0 = D_0 \cap B(0,10) \) and \( I_0 = \{i \in I : R_i \cap U_0 \neq \emptyset\} \). There exists a constant \( C_3 \) such that

(i) Whenever \( 10R_i \cap 10R_j \neq \emptyset \) then

\[
C_3^{-1} \text{diam}(R_i) \leq \text{diam}(R_i) \leq C_3 \text{diam}(R_j).
\]

(ii) For each \( i \in I_0 \) there exists a ball \( B_i \in S \) such that

\[
\text{diam}(R_i) \leq \text{diam}(B_i) \leq C_3 \text{diam}(R_i) \quad \text{and} \quad d(\pi(B_i),R_i) \leq C_3 \text{diam}(R_i).
\]

Finally let \( A_i : D_0 \to D_0^\perp \) be the affine functions with graphs \( D_{R_i} \). By the definition of \( S_{total} \) the \( A_i \)'s are \( 2\alpha \)-Lipschitz. Using an appropriate partition of unity it is not hard to extend \( A \) on \( U_0 \setminus \pi(Z) \) such that it is \( C_L\alpha \)-Lipschitz on \( U_0 \), see [Lé, p.848-850].
6. The main step

For the rest of the section the stopping time regions $Z, F_1, F_2, F_3$, their defining parameters $\delta, \varepsilon, \alpha$ and the Lipschitz function $A$ will be as in the previous section. The main step for the proof of Proposition 3.1 consists in proving the following lemma.

**Lemma 6.1.** Under the assumptions of Proposition 3.1, if furthermore $\theta_V(D_0) > \theta_0$ there exists a Lipschitz graph $\Gamma$ such that $\mu(\Gamma) \geq \frac{99}{100} \mu(C)$.

We claim that $\Gamma = \{(x, A(x)) : x \in U_0\}$. To this end it is enough to show that

$$\mu(F_1) + \mu(F_2) + \mu(F_3) \leq \frac{1}{100} \mu(F)$$

because $Z \subset \{(x, A(x)) : x \in U_0\}$.

We start by estimating the measure of $F_2$. Notice that for this lemma we do not need to assume that $\theta_V(D_0) > \theta_0$.

**Proposition 6.2.** Under the assumptions of Proposition 3.1 we have

$$\mu(F_2) \leq 10^{-6}.$$

**Proof.** Recalling the definitions of the sets $F_1$ and $F_2$ we deduce that for every $x \in F_2$ there exist $y_x \in F$ and $\tau_x \in \left[\frac{h(x)}{5}, \frac{h(x)}{2}\right]$ such that $x \in B(y_x, \tau_x), \beta_1(y_x, \tau_x) \geq \varepsilon$ and $\delta(y_x, \tau_x) > \delta$. Therefore since $k > 1$,

$$F_2 \subset \bigcup_{x \in F_2} B(y_x, k\tau_x).$$

By the 5r-covering Theorem there exists an at most countable set $I$ such that,

(i) $F_2 \subset \bigcup_{i \in I} B(y_i, 5k\tau_i), y_i \in F$,

(ii) the balls $B(y_i, k\tau_i)$ are pairwise disjoint,

(iii) $\beta_1(y_i, \tau_i) \geq \varepsilon$,

(iv) $\delta(y_i, \tau_i) > \delta$.

Notice also that since $\mu$ has linear growth,

$$\mu(B(y_i, 5k\tau_i)) \leq C_0 5k\tau_i, \text{ for all } i \in I,$$

and by (iv), $\mu(B(y_i, \tau_i)) > \delta\tau_i$ hence,

$$\mu(B(y_i, 5k\tau_i)) \leq \frac{5kC_0}{\delta} \mu(B(y_i, \tau_i)), i \in I.$$

Furthermore, by Lemma 4.4, since $\beta_1(y_i, \tau_i) \geq \varepsilon$ there exists some $\delta_1 = \delta_1(\delta, \varepsilon, \tau)$ such that

$$\mu(B(y_i, \tau_i)) \leq \frac{p_\tau(\mu|B(y_i, k\tau_i))}{\delta_1}.$$
Therefore,
\[
\mu(F_2) \leq \sum_{i \in I} \mu(B(y_i, 5k\tau_i)) \leq \frac{5kC_0}{\delta} \sum_{i \in I} \mu(B(y_i, \tau_i))
\leq \frac{5kC_0}{\delta \delta_1} \sum_{i \in I} \mu(B(y_i, k\tau_i)) \leq \frac{5kC_0}{\delta \delta_1} \mu(B(y_i, \tau_i)) \leq \frac{C\eta}{\delta \delta_1} \leq 10^{-6},
\]
as \eta \text{ will be chosen last and hence much smaller that } \varepsilon, \delta \text{ and } \delta_1. \qed

We know shift our attention to the set \(F_1\).

**Proposition 6.3.** Under the assumptions of Proposition 3.1 we have
\[
\mu(F_1) \leq 10^{-6}.
\]

**Proof.** The main point in the proof of this estimate in [Lé] is to show that most of \(F\) lies near the graph of \(A\). This amounts to showing that
\[
(6.1) \quad \mu(F \setminus \tilde{F}) \leq C\varepsilon \frac{1}{2}
\]
as in [Lé, Proposition 3.18]. The set
\[
(6.2) \quad \tilde{F} := \{x \in F \setminus G : d(x, \pi(x) + A(\pi(x))) \leq \varepsilon \frac{1}{2} d(x)\}
\]
can be thought as a good part of \(F\) while the definition of \(G\) is given in Lemma 6.4. Once this is established the desired estimate for \(F_1\) is essentially achieved because as an application of the Besicovich covering theorem it is relatively standard to show that \(\mu(F_1 \cap \tilde{F}) \leq 10^{-7}\), see [Lé, Proposition 3.19].

The most crucial step for the proof of (6.1) in [Lé, Proposition 3.18] is [Lé, Lemma 3.14]. Nevertheless this is the only part in the proof where the curvature is involved, therefore we provide a modified argument in the following lemma. All the other parts in the proof of [Lé, Proposition 3.18] can be applied to our setting without changes.

**Lemma 6.4.** For \(K > 1\), set
\[
G = \{x \in F \setminus \mathcal{Z} : \forall i, \pi(x) \in 3R_i \text{ and } x \notin KB_i\} \cup \{x \in F \setminus \mathcal{Z} : \pi(x) \in \pi(\mathcal{Z})\}. \quad \text{If } K \text{ is big enough,}
\]
\[
\mu(G) \leq C\eta,
\]
where \(C = C(\delta, \theta_0)\).

**Proof.** First suppose that \(x \in G \setminus \pi^{-1}(\pi(\mathcal{Z}))\). Then there exist some \(i\) such that \(\pi(x) \in 3R_i\) and \(x \notin KB_i\). By Proposition 5.3 there exists some absolute constant \(C_3 > 1\) such that if \(X_i\) is the center of the ball \(B_i\) we have,
\[
d(\pi(x), \pi(X_i)) \leq C_3 \text{diam}(B_i) \quad \text{and} \quad d(X_i) \leq C_3 \text{diam}(B_i).
\]
Let \(K > 100C_2C_3\) and \(t = \max(d(x), \frac{K}{3C_2} \text{diam}(B_i))\). Then
\[
(6.3) \quad d(\pi(x), \pi(X_i)) < \frac{K}{3C_2} \text{diam}(B_i) \quad \text{and} \quad d(X_i) < \frac{K}{3C_2} \text{diam}(B_i).
\]
Then by Lemma 5.2 applied to \( x, X_i \) and \( t \) we deduce that \( d(x, X_i) \leq C_2 t \). Now suppose that \( d(x) \leq \frac{K}{3C_2} \text{diam}(B_i) \). In this case Lemma 5.2 would imply that \( d(x, X_i) \leq \frac{K}{3C_2} \text{diam}(B_i) \) which is impossible since \( x \notin K B_i \). Therefore

\[
(6.4) \quad d(x) > \frac{K}{3C_2} \text{diam}(B_i) \quad \text{and} \quad d(x, X_i) \leq C_2 d(x).
\]

Furthermore by the definition of the function \( d \) it follows that, \( d(X_i, x) + \text{diam}(B_i) \geq d(x) \) and since \( \text{diam}(B_i) < \frac{1}{10} d(x) \) we obtain that

\[
d(X_i, x) > \frac{9}{10} d(x).
\]

Let \( \widehat{B}_i \) be a ball centered at \( X_i \) such that,

\[
B\left(X_i, \frac{d(x)}{10}\right) \subset \widehat{B}_i \quad \text{and} \quad x \in 10\widehat{B}_i \setminus 9\widehat{B}_i.
\]

Notice that \( \widehat{B}_i \in S \) since it is concentric with \( B_i \) and larger. Therefore there exists some line \( L_i \) such that

\[
(6.5) \quad \beta^{L_i}(\widehat{B}_i) < 2\varepsilon \quad \text{and} \quad \angle(L_i, D_0) \leq \alpha.
\]

By Lemma 4.3 there exist two balls \( B_1, B_2 \subset 2\widehat{B}_i \) such that,

\[
\begin{align*}
(i) \quad r(B_1) &= r(B_2) = r(\widehat{B}_i) + 10 \varepsilon, \\
(ii) \quad d(B_1, B_2) &\geq \frac{10\varepsilon}{C_1}, \\
(iii) \quad \mu(B_1), \mu(B_2) &\geq \frac{r(\widehat{B}_i)}{C_1}.
\end{align*}
\]

Furthermore let for \( j = 1, 2 \),

\[
S_j = \{ y \in B_j \cap \widehat{B}_i : d(y, L_i) < 10C_1' \varepsilon r(\widehat{B}_i) \}.
\]

By Chebyshev’s inequality and (6.5) it follows that for \( j = 1, 2 \),

\[
(6.6) \quad \mu(S_j) \geq \frac{r(\widehat{B}_i)}{2C_1'}. \]

Now let \( y \in S_1 \) and \( z \in S_2 \). If \( \{ o \} = L_i \cap L_{y,z} \) then without loss of generality we can assume that \( d(o, y) \geq d(y, z) / 2 \). Therefore,

\[
\sin \angle(L_{y,z}, L_i) = \frac{d(y, L_i)}{d(o, y)} \leq \frac{10C_1' \varepsilon r(\widehat{B}_i)}{5C_1^{-1} r(B_i)} \leq 2C_1 C_1' \varepsilon,
\]

which combined with (6.5), recalling the fact that \( \varepsilon \ll \alpha \), implies that

\[
(6.7) \quad \angle(L_{y,z}, D_0) < 2\alpha.
\]

By our choice of \( \alpha \) we deduce that \( \angle(L_{y,z}, D_0) < \frac{\pi}{100} \).

Let \( x^* \) be the orthogonal projection of \( x \) on \( L_{y,z} \) and consider the following three angles

\[
\theta_1 = \angle(y, x, \pi(x)), \quad \theta_2 = \angle(x^*, x, \pi(x)) \quad \text{and} \quad \theta = \angle(y, x, x^*).
\]
Then by elementary geometry we see that \( \theta_2 = \angle(L_{y,z}, D_0) \). Furthermore,
\[
\sin \theta_1 = \frac{d(\pi(y), \pi(x))}{d(x, y)} \leq \frac{d(\pi(y), \pi(X_i)) + d(\pi(X_i), \pi(x))}{d(X_i, x) - d(X_i, y)}
\leq \frac{r(\hat{B}_i) + C \text{diam} B_i}{9r(\hat{B}_i) - r(\hat{B}_i)} \leq \frac{2r(\hat{B}_i)}{8r(\hat{B}_i)} \leq \frac{1}{4},
\]
because \( \text{diam} B_i \ll \text{diam} \hat{B}_i \). Notice that \( \theta \) equals either \( \theta_1 + \theta_2, \theta_1 - \theta_2 \) or \( \theta_2 - \theta_1 \), and hence
\[
\cos \theta \geq \cos \theta_1 \cos \theta_2 - \sin \theta_1 \sin \theta_2 \geq \frac{1}{8}.
\]
So we conclude that for \( y \in S_1 \) and \( z \in S_2 \),
\[
(6.8) \quad \text{dist}(x, L_{y,z}) = d(x, y) \cos \theta \geq \frac{d(X_i, x) - d(X_i, y)}{8} \geq r(\hat{B}_i).
\]
Notice that for \( y \in \hat{B}_1, z \in \hat{B}_2 \),
\[
\frac{10r(\hat{B}_i)}{C_1} \leq d(y, z) \leq 2r(\hat{B}_i),
\]
\[
8r(\hat{B}_i) \leq d(x, z) \leq 11r(\hat{B}_i),
\]
and thus \( (x, y, z) \in O_\tau \) for \( \tau \geq 11 + C_1 \).

At this point we consider two cases.

Case 1: \( \theta_V(D_0) > \theta_0 \).

In this case we need to tune \( \alpha < \theta_V(D_0)/10 \). Hence we conclude that,
\[
\theta_V(L_{y,z}) > \theta_V(D_0) - \angle(L_{y,z}, D_0) > \frac{4\theta_V(D_0)}{5}.
\]

Therefore by Lemma 2.3, taking \( \alpha_0 = \theta_0/10 \)
\[
p(x, y, z) \geq C(\theta_0, \tau)c^2(x, y, z) \text{ for } y \in S_1, z \in S_2
\]
and
\[
\iint_{\{(y,z):(x,y,z) \in O_\tau\}} p(x, y, z)d\mu(y)d\mu(z) \geq \int_{S_1} \int_{S_2} p(x, y, z)d\mu(y)d\mu(z)
\geq \int_{S_1} \int_{S_2} C(\delta, \theta_0)c^2(x, y, z)d\mu(y)d\mu(z).
\]

Moreover for \( y \in S_1, z \in S_2 \), by (6.8),
\[
c^2(x, y, z) = \left(\frac{2\text{dist}(x, L_{y,z})}{d(x, y)d(y, z)}\right)^2 \geq \frac{C}{r(\hat{B}_i)^2},
\]
and thus by (6.6),
\[ \int \int \int_{\{(y,z) : (x,y,z) \in O_r\}} p(x,y,z) d\mu(y) d\mu(z) \geq C(\delta, \theta_0) \frac{1}{r(B_i)^2} \int_{S_1} \int_{S_2} d\mu(y) d\mu(z) \geq C(\delta, \theta_0). \]

Recapitulating, we have shown that for all \( x \in G \setminus \pi^{-1}(Z) \) there exists some constant \( C(\delta, \theta_0) \) such that,
\[ (6.9) \int \int \int_{\{(y,z) : (x,y,z) \in O_r\}} p(x,y,z) d\mu(y) d\mu(z) \geq C(\delta, \theta_0). \]

If \( x \in G \cap \pi^{-1}(Z) \) we can get the same inequality by repeating the same arguments with the point \( X = \pi(x) + A(\pi(x)) \in Z \).

Finally by integrating (6.9) over all points \( x \in G \) deduce that,
\[ \mu(G) \leq C(\delta, \theta_0) \int \int \int_{O_r} p(x,y,z) d\mu(x) d\mu(y) d\mu(z) \leq C(\delta, \theta_0) \eta. \]

**Case 2:** \( \theta_V(D_0) \leq \theta_0 \).

Recalling (6.3) and (6.4) we get that \( d(\pi(x), \pi(X_i)) \leq \frac{3}{10} r(B_i) \). Hence if \( x' \) is the projection of \( x \) on the line \( y + D_0 \), where \( y \in S_1 \), we get that \( x' \in 2 \hat{B}_i \) and
\[ d(x, y + D_0) \geq \text{dist}(x, 2 \hat{B}_i) \geq 7r(B_i). \]
Therefore
\[ \sin \angle(L_{x,y}, D_0) \geq \frac{7r(B_i)}{11r(B_i)} \geq \frac{7}{11}, \]
using that \( d(x,y) \leq 11r(B_i) \). Therefore since \( \theta_V(D_0) \leq \theta_0 = \frac{\pi}{10} \) we deduce that \( \angle(L_{x,y}, D_0) > \frac{1}{10} \). Hence we can apply Lemma 2.3 with \( \alpha_0 = 1/10 \) and \( \tau \) as before to obtain,
\[ p(x,y,z) \geq C(\tau) c^2(x,y,z) \text{ for } y \in S_1, z \in S_2. \]
All the other steps of the proof are identical with the previous case. □

We will now consider the set \( F_3 \).

**Proposition 6.5.** Under the assumptions of Lemma 6.1 we have
\[ \mu(F_3) \leq 10^{-6}. \]

**Proof.** To estimate the measure of the set \( F_3 \) we need to take \( \alpha \leq \theta_0/10 \). Recall also that by our assumptions \( \theta_V(D_0) > \theta_0 \). We start by proving two auxiliary lemmas, the first of them is a substitute of [Lé, Lemma 2.5]. To simplify notation we let \( p_\lambda(x,t) := p_\lambda(\mu[B(x,t)]) \).
Lemma 6.6. For all $k_0 \geq 1, k \geq 2$ there exists $k_1 = k_1(k_0, \delta) \geq 1$ and $C = C(\delta, \theta_0, k_0) \geq 1$ such that if $B(x, t) \in S$, then for all $y \in B(x, k_0 t)$,

$$
(6.10) \quad \beta_1(y, t)^2 \leq C \frac{p_{k_1}(x, t)}{t} \leq C \frac{p_{k_1+k_0}(y, t)}{t}.
$$

Proof. Since $B(x, t) \in S$ we have that $\delta(B(x, t)) \geq \delta$. Hence we can apply Lemma 4.3 to find three balls $B_1, B_2, B_3 \subset B(x, 2t)$ with equal radii $C_1^{-1} t$, $\mu(B_i \cap B) \geq \frac{\mu(B)}{C_1}$ for $i = 1, 2, 3$, such that $d(B_i, B_j) \geq \frac{5t}{C_1}$ if $i \neq j$. Recall that $C_1$ and $C_1'$ depend only on $\delta$. For each ball $B_i, i = 1, 2, 3$, set

$$
Z_i = \left\{ u \in F \cap B_i \cap B(x, t) : \int \int \left\{ (v, w) : (u, v, w) \in \mathcal{C}_{k_1}(x, t) \right\} p(u, v, w) \frac{d\mu(v)d\mu(w)}{C_4} \leq C_4 \frac{p_{k_1}(x, t)}{t} \right\},
$$

where $C_4$ is a constant depending on $\delta$ such that by Chebyshev’s inequality,

$$
\mu(Z_i) \geq \frac{t}{2C_4}
$$

and $k_1$ will be chosen later. Recall that for $L := L_{x, t}$, $\beta_1^L(x, t) \leq 2 \varepsilon$ and set for $i = 1, 2, 3$,

$$
(6.11) \quad Z_i' = \left\{ u \in Z_i : d(u, L) \leq C_5 \varepsilon t \right\},
$$

where as before $C_5$ is a constant depending on $\delta$ chosen big enough so that by Chebyshev’s inequality,

$$
\mu(Z_i') \geq \frac{t}{4C_4}.
$$

For $z_1 \in Z_i'$ applying Chebyshev’s inequality once more we can choose $z_2 \in Z_i'$ such that

$$
(6.12) \quad \int \left\{ w : (z_1, z_2, w) \in \mathcal{C}_{k_1}(x, t) \right\} p(z_1, z_2, w) \frac{d\mu(w)}{C_6} \leq C_6 \frac{p_{k_1}(x, t)}{t^2},
$$

where $C_6$ depends on $\delta$.

From the definition of $Z_i'$ in (6.11), it follows that

$$
\angle(L_{z_1, z_2}, L) < C(\delta) \varepsilon.
$$

Recall also that since $B(x, t) \in S$, $\angle(L, D_0) \leq \alpha$. Then, from the assumptions $\theta_V(D_0) > \theta_0$ and $\alpha \leq \theta_0/10$, since $\varepsilon$ is chosen much smaller than $\alpha$, we deduce that $\theta_V(L_{z_1, z_2}) > \theta_0/5$. Therefore by Lemma 2.3 and $\alpha_0 = \theta_0/10$ we obtain for all $w \neq z_1, z_2$,

$$
(6.13) \quad p(z_1, z_2, w) \geq C(\theta_0, k_1) c^2(z_1, z_2, w) \geq C(\theta_0, k_1) \left( \frac{\text{dist}(w, L_{z_1, z_2})}{d(w, z_1)d(w, z_2)} \right)^2.
$$
Furthermore for $w \in F \cap B(x, (k + k_0)t) \setminus (2B_1 \cup 2B_2)$ and $i = 1, 2$, 
\[ \frac{t}{k_1} \leq \frac{t}{C_1} \leq d(z_i, w) \leq 2(k + k_0)t \leq k_1t, \]
if $k_1 \geq \max\{2(k + k_0), C_1\}$, hence for such $w$, $(z_1, z_2, w) \in O_{k_1}(x, t)$. Therefore, by (6.12) and (6.13),
\[ \int_{B(x, (k + k_0)t) \setminus (2B_1 \cup 2B_2)} \left( \frac{\text{dist}(w, L_{z_1, z_2})}{t} \right)^2 d\mu(w) \]
\[ \leq C(\delta, \theta_0, k_0)t^2 \int_{\{w : (z_1, z_2, w) \in O_{k_1}(x, t)\}} p(z_1, z_2, w)d\mu(w) \]
\[ \leq C(\delta, \theta_0, k_0)p_{k_1}(x, t). \]

Exactly as before, after applying Chebyshev’s inequality three times we can find $z_3 \in Z'_3$ such that
\begin{enumerate}[(i)]
  \item $\int_{\{w : (z_1, w, z_3) \in O_{k_1}(x, t)\}} p(z_1, w, z_3)d\mu(w) \leq C_7 \frac{p_{k_1}(x, t)}{t^2}$,
  \item $\int_{\{w : (w, z_2, z_3) \in O_{k_1}(x, t)\}} p(w, z_2, z_3)d\mu(w) \leq C_7 \frac{p_{k_1}(x, t)}{t^2},$
\end{enumerate}
and
\[ \left( \frac{d(z_3, L_{z_1, z_2})}{t} \right)^2 \leq C_7 \frac{p_{k_1}(x, t)}{t}, \]
where $C_7$ depends on $\delta$. Notice that for $w \in 2B_2$, and $i = 1, 3$,
\[ \frac{t}{k_1} \leq \frac{t}{C_1} \leq d(w, z_i) \leq k_1t \]
and $d(z_1, z_3) \geq \frac{t}{k_1}$ as well, therefore
\[ 2B_2 \subset \{w : (z_1, w, z_3) \in O_{k_1}(x, t)\}. \]

Furthermore as before by the definition of the sets $Z'_i$,
\[ \angle(L_{z_1, z_3}, L) < C(\delta)\. \]
Combined with the assumptions $\angle(L, D_0) \leq \alpha, \theta_\nu(D_0) > \theta_0$ and $\alpha \leq \theta_0/10$ we obtain that for $\varepsilon$ small enough $\theta_\nu(L_{z_1, z_3}) \geq \theta_0/5$.

Hence by Lemma 2.3, for $(z_1, w, z_3) \in O_{k_1}(x, t)$ and $\alpha = \theta_0/10$,
\[ p(z_1, w, z_3) \geq C(\theta_0, k_1)c^2(z_1, w, z_3), \]
and then, for $w \in B_2$,
\[ c^2(z_1, w, z_3) = \left( \frac{2\text{dist}(w, L_{z_1, z_3})}{d(w, z_1)d(w, z_2)} \right)^2 \geq C(\delta) \frac{d(w, L_{z_1, z_2})}{t^4}. \]
Therefore,
\[
\int_{2B_2} \left( \frac{d(w, L_{z_1, z_3})}{t} \right)^2 d\mu(w)
\]
(6.16)
\[
\leq C(\delta, \theta_0, k_0) \int_{\{w : (z_1, w, z_3) \in \mathcal{O}_{k_1}(x, t)\}} t^2 p(z_1, w, z_3) d\mu(w)
\]
\[
\leq C(\delta, \theta_0, k_0) p_{k_1}(x, t).
\]

Let \(w'\) be the projection of \(w\) on \(L_{z_1, z_3}\) and \(w''\) the projection of \(w'\) on \(L_{z_1, z_2}\). Then
\[
d(w, L_{z_1, z_3})^2 \leq d(w, w')^2 \leq 2(d(w, L_{z_1, z_3})^2 + d(w', L_{z_1, z_2})^2).
\]
By Thales Theorem it follows that \(\frac{d(z_1, w')}{d(z_1, z_3)} = \frac{d(w', L_{z_1, z_2})}{d(z_1, L_{z_1, z_2})}\). Hence, since \(d(z_1, w') \leq 4(k + k_0)t\) and \(d(z_1, z_3) \geq \frac{C}{t}\), by (6.14),
\[
\left( \frac{d(w', L_{z_1, z_2})}{t} \right)^2 \leq \left( \frac{d(z_1, L_{z_1, z_2})}{t} \right)^2 d(z_1, w')^2 \leq \frac{C(\delta, k_0) p_{k_1}(x, t)}{t}.
\]
Therefore, using also (6.16),
\[
\int_{B_2} \left( \frac{d(w, L_{z_1, z_2})}{t} \right)^2 d\mu(w) \leq 2 \int_{B_2} \left( \left( \frac{d(w, L_{z_1, z_3})}{t} \right)^2 + \left( \frac{d(w, L_{z_1, z_2})}{t} \right)^2 \right) d\mu(w)
\]
\[
\leq C(\delta, \theta_0, k_0) p_{k_1}^2(x, t).
\]
In the same way we obtain the above estimate for the ball \(2B_1\) and therefore,
\[
\int_{B(x, (k + k_0)t)} \left( \frac{d(w, L_{z_1, z_2})}{t} \right)^2 d\mu(w) \leq C(\delta, \theta_0, k_0) p_{k_1}(x, t).
\]

Since \(y \in B(x, (k + k_0)t)\) the above estimate implies that
\[
\beta_2(y, t)^2 \leq C(\delta, \theta_0, k_0) \frac{p_{k_1}(x, t)}{t}.
\]
And the proof of the lemma is complete after observing that for \(y \in B(x, k_0t)\), \(\mathcal{O}_{k_1}(x, t) \subset \mathcal{O}_{k_1+k_0}(y, t)\) implies \(p_{k_1}(x, t) \leq p_{k_1+k_0}(y, t)\).

For the second lemma we need to introduce one extra definition.

**Definition 6.7.** For \(\lambda > 1\) we define,
\[
\tilde{S}_\lambda = \{(y, t) \in F \times (0, 5) : B(y, t) \subset B(x, y, s_y)\text{ where } B(x, y, s_y) \subset S \text{ and } s_y \leq \lambda t\}.
\]

**Lemma 6.8.** For all \(\lambda > 1\) there exist constants \(k_1(\delta)\) and \(C = C(\delta, \theta_0, \lambda)\) such that
\[
\int \int_{\tilde{S}_\lambda} \beta_1(x, t)^2 \frac{d\mu(x)}{t} dt \leq C p_{2\lambda^2(k_1+1)^2} \leq C p(\mu).
\]
Proof. As in [Lé, Proposition 2.4] for any \( \lambda > 1 \), we obtain
\[
\int_0^\infty \left( \int_0^\infty \int_0^\infty \chi_{O_\lambda(x,t)}(u,v,w)p(u,v,w)d\mu(u)d\mu(v)d\mu(w) \right) \frac{d\mu(x)dt}{t^2} \leq C(\lambda) \int_0^\infty \int_0^\infty p(u,v,w)d\mu(u)d\mu(v)d\mu(w)
\]
\[
\leq C(\lambda) \int_0^\infty \int_0^\infty p(u,v,w)d\mu(u)d\mu(v)d\mu(w)
\]
\[
\leq C(\lambda) p_{2\lambda^2}(x,t).
\]

Since for every \((x,t) \in \tilde{S}_\lambda\) there exists some \((z,s) \in S\) such that \(B(x,t) \subset B(z,s)\) and \(s \leq \lambda t\), we can apply Lemma 6.6 with \(k_0 = 1\) in order to get some number \(k_1 = k_1(\delta)\) and some constant \(C = C(\delta, \lambda, \theta_0)\) such that
\[
\beta_1(x, \lambda t)^2 \leq C \frac{p_{k_1+1}(x, \lambda t)}{\lambda t}.
\]

Notice that for \(\lambda \geq 1\), \(O_{k_1+1}(x, \lambda t) \subset O_{\lambda(k_1+1)}(x,t)\) and hence \(p_{k_1+1}(x, \lambda t) \leq p_{\lambda(k_1+1)}(x,t)\). Furthermore, \(\beta_1(x, t) \leq C(\lambda)\beta_1(x, \lambda t)\), therefore,
\[
\beta_1(x, t)^2 \leq C(\delta, \theta_0, \lambda) \frac{p_{\lambda(k_1+1)}(x,t)}{t}.
\]

Hence,
\[
\int_{S_\lambda} \beta_1(x, t)^2 \frac{d\mu(x)dt}{t} \leq C \int_{S_\lambda} p_{\lambda(k_1+1)}(x,t) \frac{d\mu(x)dt}{t^2} \leq C p_{2\lambda^2(k_1+1)^2} \leq C \mu.
\]

In Section 4 of [Lé] one more geometric function is introduced; for \(p \in D_0 \cap B(0,10)\) and \(t > 0\), set
\[
\gamma(p,t) = \inf_a \frac{1}{t} \int_{B(p,t) \cap D_0} \frac{|A(u) - a(u)|}{t} du,
\]
where the infimum is taken over all affine functions \(a : D_0 \to D_0^+\). The function \(\gamma\) measures how well the the function \(A\) can be approximated by affine functions.

**Proposition 6.9.** Under the assumptions of Lemma 6.1,
\[
\int_0^2 \int_{U_0} \gamma(p,t)^2 \frac{dpdt}{t} \leq C(\varepsilon^2 + p(\mu)),
\]
where \(C\) does not depend on \(\alpha\).
Proposition 6.9 is a substitute of [Lé, Proposition 4.1] which is one of the key ingredients in the estimate of the measure of $F_3$. Its proof adapts completely to our setting, except one estimate on [Lé, p.861] where the curvature is involved. In the following we elaborate the argument which bypasses this obstacle.

Observe that for a given $(p,t) \in F \times (0, 5)$ such that $t > \frac{D(p)}{60}$, there exists some $(\tilde{X}, T) \in S$, where $\tilde{X} := \tilde{X}(p,t)$ is such that,

(i) $d(\pi(\tilde{X}), p) \leq 60t$,
(ii) $T \leq 60t$.

Also if $x \in B(\tilde{X}(p,t), t)$, then $d(\pi(x), p) \leq 61t$. Let

\[ a = \int_{U_0} \int_{\frac{D(p)}{60}}^2 \frac{1}{t} \int_{B(\tilde{X}(p,t), t)} \beta_1(x, t)^2 d\mu(x) \frac{dt dp}{t}. \]

The following arguments replace the estimate for the term $a$ on [Lé, p. 861]. We will show that

\[ a \leq C p(\mu). \]

Notice that for $(p, t, x)$ such that $p \in U_0, t \in \left[ \frac{D(p)}{60}, 2 \right]$ and $x \in B(\tilde{X}(p,t), t)$ we have that $x \in B(\tilde{X}(p,t), 60t) \in S$ and $B(x,t) \subset B(\tilde{X}(p,t), 61t)$. Hence recalling Definition 6.7, $(x,t) \in \tilde{S}_{61}$.

Moreover, as noted earlier, for such triples we also have that $d(\pi(x), p) \leq 61t$. Therefore, using Fubini and Lemma 6.8,

\[
\int_{U_0} \int_{\frac{D(p)}{60}}^2 \frac{1}{t} \int_{B(\tilde{X}(p,t), t)} \beta_1(x, t)^2 d\mu(x) \frac{dt dp}{t} \\
\leq \int \int_{\tilde{S}_{61}} \beta_1(x, t)^2 \left( \int_{p \in B(\pi(x), 61t)} dp \right) \frac{d\mu(x) dt}{t^2} \\
\leq C \int \int_{\tilde{S}_{61}} \beta_1(x, t)^2 d\mu(x) dt \frac{1}{t} \\
\leq C p(\mu) \leq C \eta.
\]

This finishes the proof of Proposition 6.9.

Proposition 6.9 is used in [Lé, Section 5] in order to show that the function $A$ cannot oscillate too much. This is the only instance where the curvature is used there, even indirectly. The rest of the arguments in [Lé, Section 5] which are mainly of Fourier analytic type apply to our setting without any changes. Therefore Proposition 6.5 is proven.

Lemma 6.1 follows from Propositions 6.2, 6.3 and 6.5.

Remark 6.10. Lemma 6.1 is equivalent to the following more general statement.

For any constant $C_0 \geq 10$, and any $\varepsilon \leq 10^{-300}$ there exists a number $\eta > 0$ such that if $\mu$ is any positive Radon measure on $\mathbb{C}$ such that for some $x_0 \in \mathbb{C}, R > 0,$
• \( \beta_\ell^x(B(x_0, R)) \leq \varepsilon \) and \( \theta_V(L) > \theta_0 \)
• \( \mu(B(x_0, R)) \geq R \),
• for any ball \( B \), \( \mu(B \cap B(x_0, R)) \leq C_0 \text{diam}(B) \)
• \( p(\mu|B(x_0, R)) \leq \eta R \)

then there exists a Lipschitz graph \( \Gamma \) such that \( \mu(\Gamma \cap B(x_0, R)) \geq 10^{-5} \mu(B(x_0, R)) \).

The same renormalization argument used in Remark 3.2 works in this case as well. One just needs to notice also, that if

\[
\nu = \frac{1}{R} T'_x(\mu|B(x_0, R))
\]

for \( T = \frac{x-x_0}{R} \), then for the line \( L' = \frac{L-x_0}{R} \),

\[
\beta_{L',\mu}^x(B(0,1)) \leq \varepsilon,
\]

and since \( L' \) is parallel to \( L \), \( \theta_V(L') > \theta_0 \). Furthermore if \( \gamma \) is the Lipschitz graph such that \( \nu(\gamma) \geq \frac{199}{100} \nu(\mathbb{C}) \) then \( \Gamma = T^{-1}(\gamma) \). By the remarks at the end of Section 5

\( \gamma \) is a graph of a Lipschitz function \( A : L \to L^\perp \) with \( \text{Lip}(A) \leq C_\ell \alpha \) and hence \( \Gamma \) is the graph of a Lipschitz function \( A' : L' \to L'^\perp \) with \( \text{Lip}(A') \leq C_\ell \alpha \).

7. Proof of Proposition 3.1

The following lemma is the last step needed for the proof of Proposition 3.1.

**Lemma 7.1.** Under the assumptions of Proposition 3.1, if \( \theta_V(D_0) \leq \theta_0 \) there exists a Lipschitz graph \( \Gamma \) such that

\[
\mu(\Gamma) \geq \frac{99}{100} \mu(F).
\]

We start with an auxilliary lemma.

**Lemma 7.2.** Suppose that the measure \( \mu \) satisfies the assumptions of Proposition 3.1 and furthermore \( \theta_V(D_0) \leq \theta_0 \). If we choose \( \alpha = 100 \theta_0 \) and the set \( F_3 := F_3(\delta, \varepsilon, \alpha) \)

has measure \( \mu(F_3) \geq \frac{1}{40} \mu(F) \), then there exist a countable family of balls \( B_i \), centered at \( \tilde{F} \), recall (6.2), and a countable family of lines \( L_i \) which satisfy

(i) \( \mu(B_i) > \frac{\delta}{2} r(B_i) \)
(ii) \( 20B_i \cap 20B_j = \emptyset \) for all \( i \neq j \),
(iii) \( \theta_0 < \theta_V(L_i) \leq 12 \theta_0 \),
(iv) \( \beta_{L_i}^x(B_i) \leq 2 \varepsilon \),
(v) \( \mu(\cup_i B_i) \geq \frac{1}{3000} \mu(F) \),
(vi) \( p(\mu|B_i, \mu, \mu) \leq \eta^2 \mu(B_i) \).

*Proof.* For all \( x \in F_3 \cap \tilde{F} \), the balls \( B(x, h(x)) \in S \), by the definition of \( h(x) \), and furthermore by [Lé, Remark 3.3], \( \frac{1}{2} \alpha \leq \angle(L_x, h(x), D_0) \leq \alpha \). Therefore since \( \theta_V(D_0) \leq \theta_0 \) and \( \alpha = 100 \theta_0 \), it follows that

\[
4 \theta_0 \leq \theta_V(L_x, h(x)) \leq 11 \theta_0.
\]
Since $\mu$ has linear growth, for every $1 < a < b$ and every ball $B(x, h(x))$ there exists an $(a,b)$-doubling ball $B_x \supset B$, i.e. $\mu(aB_x) \leq b\mu(B_x)$, whose radius satisfies $\frac{r(B_x)}{h(x)} \leq C(C_0, \delta)$. For our purposes $(100, 200)$-doubling balls will be sufficient. Indeed if all balls $B(x, 100^j h(x))$ for $0 \leq j \leq m - 1$ are not $(100, 200)$-doubling then

$$C_0 100^m h(x) \geq \mu(100^m B(x, h(x))) > 200^m \mu(B(x, h(x))) \geq 200^m \frac{\delta}{2} h(x)$$

which is impossible if $m$ is taken big enough. Therefore we can take

$$B_x := B(x, 100^m h(x))$$

where $m$ is the smallest integer such that

$$\mu(100B(x, 100^m h(x))) \leq 200\mu(B(x, 100^m h(x))).$$

Notice that from (7.2) we infer that

$$m \leq \frac{\log(2C_0/\delta)}{\log 2},$$

hence

$$\frac{r(B_x)}{h(x)} = 100^m \leq C(C_0, \delta).$$

Furthermore since $B_x \supset B(x, h(x))$, we have that $B_x \in S$. Therefore for the line $L_x := L_{x,r(B_x)}$ it holds that $\beta^{1+}(B_x) < 2\varepsilon$. Observe that,

$$\beta^{1+}(B(x, h(x))) = \int_{B(x,kh(x))} \frac{\text{dist}(y, L_x)}{h(x)^2} d\mu(y)$$

$$\leq \left( \frac{r(B_x)}{h(x)} \right)^2 \int_{kB_x} \frac{\text{dist}(y, L_x)}{r(B_x)^2} d\mu(y) \leq 2C(C_0, \delta)\varepsilon.$$

Now we can apply [Lé, Lemma 2.6] to the ball $B(x, h(x))$, the two lines $L_x, L_{x,h(x)}$ and $\varepsilon_0 = 2C(C_0, \delta)\varepsilon$ in order to obtain that,

$$\angle(L_x, L_{x,h(x)}) \leq C(C_0, \delta)\varepsilon.$$

This, combined with (7.1), implies that

$$2\theta_0 \leq \theta_V(L_x) \leq 12\theta_0.$$

Hence we can apply the $5r$-covering theorem to the family $\{20B_x\}_{x \in F_3 \cap \widetilde{F}}$ in order to find a countable family of balls $\{B_i\}_{i \in I} \subset \{B_x\}_{x \in F_3 \cap \widetilde{F}}$ and their corresponding lines $\{L_i\}_{i \in I}$ such that,

- $F_3 \cap \widetilde{F} \subset \bigcup_{i \in I} 100B_i$,
- $20B_i \cap 20B_j = \emptyset, i \neq j$,
- $\delta(B_i) \geq \frac{1}{2}\delta$,
- $\beta^{1+}(B_i) \leq 2\varepsilon$,
- $2\theta_0 \leq \theta_V(L_i) \leq 12\theta_0$.

Furthermore

$$\mu(F_3 \cap \widetilde{F}) \leq \sum_i \mu(100B_i) \leq \sum_i 200\mu(B_i) = 200\mu(\cup_i B_i),$$
hence,
\[\mu(\cup_i B_i) \geq \frac{1}{200}\mu(F_3 \cap \tilde{F}) \geq \frac{1}{200}\left(\frac{\mu(F)}{10} - \mu(F_3 \setminus \tilde{F})\right).\]

Recalling (6.1), namely \(\mu(F \setminus \tilde{F}) \leq C\varepsilon^{1/2}\), we obtain
\[\mu\left(\bigcup_i B_i\right) \geq \frac{1}{2500}\mu(F).\]

Set,
\[I_G = \{i \in I : p(\mu[B_i, \mu, \mu]) \leq \eta^{1/2}\mu(B_i)\}\]

Then,
\[\mu(\cup_{i \in I \setminus I_G} B_i) = \sum_{i \in I \setminus I_G} \mu(B_i) \leq \eta^{-1/2} \sum_{i \in I \setminus I_G} p(\mu[B_i, \mu, \mu]) \leq \eta^{-1/2} p(\mu) \leq \eta^2\mu(F).\]

By the choice of \(\eta\) we conclude that
\[\mu(\cup_{i \in I_G} B_i) \geq \frac{1}{3000}\mu(F).\]

Thus the family \(\{B_i\}_{i \in I_G}\) satisfies conditions (i)-(vi) of the Lemma. \(\square\)

**Proof of Lemma 7.1.** By Propositions 6.3 and 6.2 we have that \(\mu(F_1) + \mu(F_2) \leq 10^{-5}\), if moreover \(\mu(F_3) \leq \frac{1}{10}\) we are done. Therefore we can assume that \(\mu(F_3) \geq \frac{1}{10}\). We fix \(\alpha = \theta_0/10\).

In this case we can apply Lemma 7.2 to obtain a “good” family of balls \(B_i = B(x_i, r_i)\) with “good” approximating lines \(L_i\). Then, after choosing \(\eta\) small enough, Remark 6.10 implies the existence of Lipschitz graphs \(\Gamma_i\) such that \(\mu(B_i \cap \Gamma_i) \geq \frac{99}{100}\mu(B_i)\) and by Lemma 6.1,
\[\mu(\cup_{i \in I} (\Gamma_i \cap B_i)) \geq \frac{99}{100} \frac{1}{3000}\mu(F).\]

Furthermore, as noted in Remark 6.10, the Lipschitz functions \(\tilde{A}_i : L_i \to L_i^\perp\), whose graphs are the \(\Gamma_i\)’s, are \(C_L\theta_0/10\)-Lipschitz, as in this case \(\alpha = \theta_0/10\). Therefore since \(\angle(L_i, D_0) \leq 10\theta_0\) the graphs \(\Gamma_i\) are at most \(\theta_0(10 + \frac{C_L}{\theta_0})\)-Lipschitz when considered as graphs of functions with domain \(D_0\).

Notice that since \(\alpha\) is appropriately small, the sets \(2B_i \cap \Gamma_i\) are connected. Therefore to conclude the proof it is enough to check that it is possible to join the Lipschitz graphs \(\Gamma_i\) with line segments with uniformly bounded slope. Recalling that
\[\tilde{F} = \{x \in F \setminus G : d(x, \pi(x) + A(\pi(x))) \leq \varepsilon^{1/2}d(x)\},\]
we notice that since the balls \(B_i\) are centered in \(\tilde{F}\), they lie very close to the graph of the initial Lipschitz function \(A : U_0 \to D_0^\perp\) that was constructed in Section 5.
Therefore, if \( i \neq j \), we write \( x'_i = \pi(x_i) + A(\pi(x_i)) \) and \( x'_j = \pi(x_j) + A(\pi(x_j)) \) and
\[
d(\pi(x'_i), \pi(x'_j)) \leq C_L \alpha d(x'_i, x'_j),
\]
as \( A \) is \( C_L \alpha \)-Lipschitz. Furthermore, for \( i \neq j \),
\[
d(\pi(x'_i), \pi(x'_j)) \leq \frac{\varepsilon^2}{2} d(x_i, x_j) + C_L \alpha d(x'_i, x'_j)
\]
\[
\leq \frac{1}{4} (h(x_i) + h(x_j)) + C_L \alpha d(x_i, x_j) \leq C \alpha.
\]
The last inequality follows because \( d(x_i, x_j) \geq 20(r(B_i) + r(B_j)) \geq 20(h(x_i) + h(x_j)) \) and \( \varepsilon \) is always taken much smaller than \( \alpha \). Thus, for all \( i \neq j \),
\[
\sin \angle(L_{x_i, x_j}, D_0) \leq C \alpha.
\]
Also since \( 20B_i \cap 20B_j = \emptyset \), for all \( y_i \in 2B_i \) and \( y_j \in 2B_j \), we have
\[
\tan \angle(L_{x_i, x_j}, L_{y_i, y_j}) \leq \frac{1}{4},
\]
which combined with (7.3) implies that
\[
\angle(L_{y_i, y_j}, D_0) \leq \frac{\pi}{4}.
\]
Therefore the disjoint Lipschitz graphs \( 2B_i \cap \Gamma_i \) can be joined with line segments with uniformly bounded slope. This completes the proof of Lemma 7.1.

Therefore Proposition 3.1 follows from Lemmas 6.1 and 7.1.

8. PROOF OF THEOREM 1.3

In this section we will outline the proof of Theorem 1.3. Given a 1-dimensional AD-regular measure \( \mu \), it is already known that any singular integral with an odd kernel smooth enough is bounded in \( L^2(\mu) \) if \( \mu \) is uniformly rectifiable. Thus we just have to show that the \( L^2(\mu) \)-boundedness of \( T \) implies the uniform rectifiability of \( \mu \). As mentioned in the Introduction, we will not give all the detailed arguments, because they are quite similar to the ones for Theorem 1.2.

For the proof we need to introduce the “dyadic cubes” described in [DS1, Chapter 2]. These dyadic cubes are not true cubes, but they play this role with respect to a given 1-dimensional AD regular Borel measure \( \mu \), in a sense. To distinguish them from the usual cubes, we will call them \( \mu \)-cubes.

We recall some of the basic properties of the lattice of dyadic \( \mu \)-cubes. Given a 1-dimensional AD regular Borel measure \( \mu \) in \( \mathbb{R}^d \), for each \( j \in \mathbb{Z} \) there exists a family \( D_j \) of Borel subsets of \( \text{spt} \mu \) (the dyadic \( \mu \)-cubes of the \( j \)-th generation) such that:
(a) each \( D_j \) is a partition of \( \text{spt} \mu \), i.e. \( \text{spt} \mu = \bigcup_{Q \in D_j} Q \) and \( Q \cap Q' = \emptyset \) whenever \( Q, Q' \in D_j \) and \( Q \neq Q' \); if \( Q \in D_j \) and \( Q' \in D_k \) with \( k \leq j \), then either \( Q \subset Q' \) or \( Q \cap Q' = \emptyset \); for all \( j \in \mathbb{Z} \) and \( Q \in D_j \), we have \( 2^{-j} \leq \text{diam}(Q) \leq 2^{-j} \) and \( \mu(Q) \approx 2^{-j} \).

We denote \( D := \bigcup_{j \in \mathbb{Z}} D_j \). For \( Q \in D_j \), we define the side length of \( Q \) as \( \ell(Q) = 2^{-j} \). Notice that \( \ell(Q) \lesssim \text{diam}(Q) \leq \ell(Q) \). Actually it may happen that a \( \mu \)-cube \( Q \) belongs to \( D_j \cap D_k \) with \( j \neq k \). In this case, \( \ell(Q) \) is not well defined. However, this problem can be solved in many ways. For example, the reader may think that a \( \mu \)-cube is not only a subset of \( \text{spt} \mu \), but a couple \((Q, j)\), where \( Q \) is a subset of \( \text{spt} \mu \) and \( j \in \mathbb{Z} \) is such that \( Q \in D_j \).

Given \( a > 1 \) and \( Q \in D \), we set \( aQ := \{ x \in \text{spt} \mu : \text{dist}(x, Q) \leq (a - 1)\ell(Q) \} \). Also, analogously to the definition of the beta coefficients for balls, we define

\[
\beta_1(Q) = \inf_D \frac{1}{\ell(Q)} \int_{3Q} \frac{\text{dist}(y, D)}{\ell(Q)} \, d\mu(y),
\]

where the infimum is taken over all the lines \( D \). We denote by \( L_Q \) a best approximating line for \( \beta_1(Q) \).

Following [DS1, Chapter 2], one says that \( \mu \) admits a corona decomposition if, for each \( \eta > 0 \) and \( \delta > 0 \), one can find a triple \((\mathcal{B}, \mathcal{G}, \text{Tree})\), where \( \mathcal{B} \) and \( \mathcal{G} \) are two subsets of \( D \) (the “bad \( \mu \)-cubes” and the “good \( \mu \)-cubes”) and \( \text{Tree} \) is a family of subsets \( S \subset \mathcal{G} \), which satisfy the following conditions:

(a) \( \mathcal{D} = \mathcal{B} \cup \mathcal{G} \) and \( \mathcal{B} \cap \mathcal{G} = \emptyset \).

(b) \( \mathcal{B} \) satisfies a Carleson packing condition, i.e.,

\[
(8.1) \sum_{Q \in \mathcal{B} : Q \subset R} \mu(Q) \lesssim \mu(R) \quad \text{for all } R \in \mathcal{D}.
\]

(c) \( \mathcal{G} = \bigcup_{S \in \text{Tree}} S \) and the union is disjoint.

(d) Each \( S \in \text{Tree} \) is coherent. This means that each \( S \in \text{Tree} \) has a unique maximal element \( Q_S \) which contains all other elements of \( S \) as subsets, that is \( Q' \in S \) as soon as \( Q' \in \mathcal{D} \) satisfies \( Q \subset Q' \subset Q_S \) for some \( Q \in S \), and that if \( Q \in S \) then either all of the children of \( Q \) lie in \( S \) or none of them do (if \( Q \in D_j \), the children of \( Q \) is defined as the collection of \( \mu \)-cubes \( Q' \in D_{j+1} \) such that \( Q' \subset Q \)). We say that \( S \) is a tree.

(e) The maximal \( \mu \)-cubes \( Q_S \), for \( S \in \text{Tree} \), satisfy a Carleson packing condition. That is, \( \sum_{S \in \text{Tree} : Q_S \subset R} \mu(Q_S) \lesssim \mu(R) \) for all \( R \in \mathcal{D} \).

(f) For each \( S \in \text{Tree} \), there exists a (possibly rotated) Lipschitz graph \( \Gamma_S \) with constant smaller than \( \eta \) such that \( \text{dist}(x, \Gamma_S) \leq \delta \text{diam}(Q) \) whenever \( x \in 2Q \) and \( Q \in S \).

It is shown in [DS1] that if \( \mu \) is uniformly rectifiable, then it admits a corona decomposition for all parameters \( \eta, \delta > 0 \). Conversely, the existence of a corona decomposition for a single set of parameters \( \eta, \delta > 0 \) implies that \( \mu \) is uniformly rectifiable.
rectifiable. We will show below how one can construct a corona decomposition assuming that $T$ is bounded in $L^2(\mu)$.

Clearly, the $L^2(\mu)$-boundedness of $T$ implies that

$$p(\mu|R) \leq C \mu(R) \quad \text{for every } R \in \mathcal{D}.$$  

Then, using Lemma 4.4, one easily deduces that, for every $\varepsilon > 0$,

$$\sum_{Q \in \mathcal{D} : Q \subset R, \beta_1(Q) \geq \varepsilon} \mu(Q) \leq C(\varepsilon) \mu(R) \quad \text{for every } R \in \mathcal{D}. \tag{8.2}$$

In the terminology of [DS1], this means that $\mu$ satisfies the weak geometric lemma. Arguing as in [DS1, Lemma 7.1], one gets:

**Lemma 8.1.** There exists a decomposition $\mathcal{D} = \mathcal{B} \cup \mathcal{G}$ such that (8.1) holds, and where $\mathcal{G}$ can be partitioned into a family $\text{Tree}$ of coherent regions $S$ satisfying the following. Setting, for each $S \in \text{Tree},$

$$\alpha(S) = \frac{1}{10} \theta_0 \quad \text{if } \theta_V(L_{Q_s}) > \theta_0 := 10^{-6}\pi$$

and

$$\alpha(S) = 10\theta_0 \quad \text{if } \theta_V(L_{Q_s}) \leq \theta_0,$$

we have:

(i) if $Q \in S$, then $\angle(L_Q, L_{Q_s}) \leq \alpha(S);$

(ii) if $Q$ is a minimal cube of $S$, then at least one of the children of $Q$ lies in $\mathcal{B}$, or else $\angle(L_Q, L_{Q_s}) \geq \alpha(S)/2.$

The lemma is proved by stopping type arguments, using rather standard techniques. As in [DS1] by construction, the set $\mathcal{B}$ consists of the $\mu$-cubes such that $\beta_1(Q) > \varepsilon$ (for some choice of $\varepsilon \ll \theta_0$), and so it satisfies a Carleson packing condition, as shown above. The main difference with respect to [DS1, Lemma 7.1] is that in the preceding lemma we take two different values for the parameter $\alpha(S)$, according to the angle $\theta_V(L_{Q_s}).$

Arguing as in [DS1, Proposition 8.2], one gets:

**Proposition 8.2.** For each $S \in \text{Tree}$ (from Lemma 8.1) there exists a Lipschitz function $A_S : L_{Q_s} \to L^1_{Q_s}$ with norm $\leq C\alpha(S)$ such that, denoting by $\Gamma_S$ the graph of $A_S,$

$$\text{dist}(x, \Gamma_S) \leq C\varepsilon \ell(Q)$$

for all $x \in 2Q$, with $Q \in S.$

To conclude and show that the triple $(\mathcal{B}, \mathcal{G}, \text{Tree})$ is a corona decomposition for $\mu$, it remains to prove that the maximal $\mu$-cubes $Q_s$, for $S \in \text{Tree},$ satisfy a Carleson packing condition. To this end, we need to distinguish several types of trees. First, we denote by $\text{Stop}(S)$ the family of the minimal $\mu$-cubes of $S \in \text{Tree}$ (which may be empty). For $Q \in \text{Stop}(S)$, we write $Q \in \text{Stop}_\alpha(S)$ if at least one of the children of $Q$ belongs to $\mathcal{B}$. Also, we set $Q \in \text{Stop}_\beta(S)$ if $Q \in \text{Stop}(S) \setminus \text{Stop}_\beta(S)$ and
\[ \angle(L_Q, L_{Q_S}) \geq \alpha(S)/2. \] Notice that, by Lemma 8.1, \( \text{Stop}(S) = \text{Stop}_\alpha(S) \cup \text{Stop}_\beta(S). \) Then we set

- \( S \) is of type I if \( \mu(Q_S \setminus \bigcup_{P \in \text{Stop}(S)} P) \geq \frac{1}{2} \mu(Q_S). \)
- \( S \) is of type II if it is not of type I and \( \mu \left( \bigcup_{P \in \text{Stop}_\beta} P \right) \geq \frac{1}{4} \mu(Q_S). \)
- \( S \) is of type III if it is not of type I or II and \( \mu \left( \bigcup_{P \in \text{Stop}_\alpha} P \right) \geq \frac{1}{4} \mu(Q_S), \) and moreover \( \theta_V(L_{Q_S}) > \theta_0. \)
- \( S \) is of type IV if it is not of type I, II or III, and \( \mu \left( \bigcup_{P \in \text{Stop}_\alpha} P \right) \geq \frac{1}{4} \mu(Q_S), \) and moreover \( \theta_V(L_{Q_S}) \leq \theta_0. \)

From the definitions above and Lemma 8.1, it follows easily that any \( S \in \text{Tree} \) is of type I, II, III, or IV.

To deal with the trees of type I, just notice that the sets \( Q_S \setminus \bigcup_{P \in \text{Stop}(S)} P, \) for \( S \in \text{Tree}, \) are pairwise disjoint, and so

\[ \sum_{S \in \text{Tree} \cap I: Q_S \subset R} \mu(Q_S) \leq 2 \sum_{S \in \text{Tree}: Q_S \subset R} \mu \left( Q_S \setminus \bigcup_{P \in \text{Stop}(S)} P \right) \leq 2 \mu(R). \] (8.3)

If \( S \) is a tree of type II, then from the definition we infer that

\[ \mu(Q_S) \leq C \sum_{Q \in \text{Stop}(S)} \sum_{P \in B \cap \text{Ch}(Q)} \mu(P), \]

where the notation \( P \in \text{Ch}(Q) \) means that \( P \) is a child of \( Q. \) Then it follows that

\[ \sum_{S \in \text{Tree} \cap I: Q_S \subset R} \mu(Q_S) \leq C \sum_{Q \in B: Q \subset R} \mu(Q) \leq C \mu(R). \] (8.4)

On the other hand, if \( S \) is a tree of type III, by combining some of the techniques from the proof of Theorem 1.2 and [DS1, Chapters 9-11], denoting

\[ p_Q(\mu) = \iint_{x \in Q} \int_{c^{-1}(Q) \leq |x-y| \leq c(t(Q))} p(x,y,z) \, d\mu(x) \, d\mu(y) \, d\mu(z), \]

for some constant \( c \) big enough, one can show that

\[ \mu(Q_S) \leq C \sum_{Q \in S} p_Q(\mu). \] (8.5)

So,

\[ \sum_{S \in \text{Tree} \cap III: Q_S \subset R} \mu(Q_S) \leq C \sum_{Q \subset R} p_Q(\mu) \leq C \mu(3R) \leq C \mu(R). \] (8.6)

A key point for the proof of (8.5) is the fact that \( \theta_V(L_{Q_S}) \geq \theta_0, \) and since \( \angle(L_Q, L_{Q_S}) \leq \alpha(S) = \theta_0/10, \) most of the relevant triples of points which appear in the estimate of \( p_Q(\mu) \) for \( Q \in S \) make triangles with at least one side far from the vertical.
Finally, for a tree $S$ of type $IV$, notice that if $Q \in \text{Stop}_\alpha(S)$, then $\angle(L_Q, L_{Q_S}) \geq \alpha(S)/2 = 5\theta_0$, and thus

$$\theta_V(L_Q) \geq \angle(L_Q, L_{Q_S}) - \theta_V(L_{Q_S}) \geq 4\theta_0.$$  

As a consequence, taking into account that $\beta_1(Q) \leq \varepsilon$, assuming $\varepsilon > 0$ small enough one deduces that all the children $P \in \text{Ch}(Q)$ satisfy $\theta_V(L_P) \geq 3\theta_0$. Thus these $\mu$-cubes $P$ either belong to $B$ or are the maximal $\mu$-cubes of some tree of type $I$, $II$, or $III$. Using also that

$$\mu(Q_S) \leq 4\mu\left( \bigcup_{Q \in \text{Stop}_\alpha(S)} Q \right) = 4 \sum_{Q \in \text{Stop}_\alpha(S)} \mu(Q) = 4 \sum_{Q \in \text{Stop}_\alpha(S)} \sum_{P \in \text{Ch}(Q)} \mu(P),$$

summing over all the trees $S \in IV$ such that $Q_S \subset R$, one infers that

$$\sum_{S \in \text{Tree}(IV;Q_S \subset R)} \mu(Q_S) \leq 4 \sum_{P \in B; P \subset R} \mu(P) + 4 \sum_{S \in \text{Tree}(I \cup II \cup III); Q_S \subset R} \mu(Q_S) \leq C \mu(R),$$

by (8.2), (8.3), (8.4), and (8.6).

Gathering the estimates obtained for the the different types of trees, we get

$$\sum_{S \in \text{Tree}; Q_S \subset R} \mu(Q_S) \leq C \mu(R),$$

as wished. So the triple $(\mathcal{B}, \mathcal{G}, \text{Tree})$ is a corona decomposition, and Theorem 1.3 is proved.

**Remark 8.3.** The following result is due to Mattila, Melnikov and Verdera and is related to [MMV] although it is unpublished. Let $K(z) = |z|^{-1}\Omega(|z|)$, $z \in \mathbb{C} \setminus \{0\}$, where $\Omega$ is an odd function on the unit circle and let $\mu$ be an AD-regular measure. Then if the permutations of $K$ are positive, the $L^2(\mu)$-boundedness of the corresponding operator $T_{K, \mu}$ implies that $\mu$ is rectifiable. Recall that $\nu$ is a tangent measure of $\mu$ at $z$ if $\nu$ is a locally finite nonzero Borel measure in $\mathbb{C}$ and there exist positive numbers $r_i \to 0$ such that the measures $r_i^{-1}T_{z, r_i}\mu$ converge weakly to $\nu$, where $T_{z, r_i}(x) = (x - z)/r_i$. The set of all tangent measures of $\mu$ at $z$ is denoted by $\text{Tan}(\mu, z)$. By Lemma 3.3 we obtain that $p_K(\mu) < \infty$ and this implies easily, see [Li], that for $\mu$ a.e $z \in \mathbb{C}$, $\text{spt} \nu$ is contained in a line for all $\nu \in \text{Tan}(\mu, z)$. Furthermore using standard arguments, as for example in [Vi], for $\mu$-a.e. $z \in \mathbb{C}$,

$$\sup_{0 < r < R \leq \infty} \left| \int_{B(x, R) \setminus B(x, r)} K(x - y)d\nu(y) \right| < \infty \text{ for all } x \in \text{spt} \nu.$$  

Since every $\nu \in \text{Tan}(\mu, z)$ is AD-regular and $\text{spt} \nu$ is contained in a line, (8.7) implies that $\text{spt} \nu$ is the whole line, see e.g. [DS2, Chapter III.1], and hence $\mu$ is rectifiable.
9. Permutations in \( \mathbb{R}^m \)

The following proposition is the reason why our arguments cannot be applied in higher dimensions.

**Proposition 9.1.** Consider the kernels \( K(z) = \frac{z^{2n-1}}{|z|^{2n}} \) for \( z = (z_1, \ldots, z_m) \in \mathbb{R}^m \setminus \{0\} \) and \( n \in \mathbb{N} \). The permutations of \( K \) change sign.

**Proof.** The permutations of \( K \) are translation invariant therefore it is enough to consider any two distinct points \( z, w \in \mathbb{R}^m \setminus \{0\} \). Then,

\[
p(0, z, w) = K(0)K(w) + K(z)K(z - w) + K(w)K(w - z)
\]

\[
= \frac{z^{2n-1}w^{2n-1}|z - w|^{2n} + z^{2n-1}w^{2n-1}|z|^{2n} - w^{2n-1}(z_1 - w_1)^{2n-1}|z|^{2n}}{|z|^{2n}|w|^{2n}|z - w|^{2n}}
\]

\[
= \frac{A(z, w)}{|z|^{2n}|w|^{2n}|z - w|^{2n}},
\]

where,

\[
A(z, w) := z^{2n-1}w^{2n-1}|z - w|^{2n} + z^{2n-1}(z_1 - w_1)^{2n-1}|w|^{2n} - w^{2n-1}(z_1 - w_1)^{2n-1}|z|^{2n}
\]

\[
= z^{2n-1}w^{2n-1}\left(\sum_{j=1}^{m} (z_j - w_j)^2\right)^n + z^{2n-1}(z_1 - w_1)^{2n-1}\left(\sum_{j=1}^{m} w_j^2\right)^n
\]

\[
- w^{2n-1}(z_1 - w_1)^{2n-1}\left(\sum_{j=1}^{m} z_j^2\right)^n
\]

\[
= z^{2n-1}w^{2n-1}\sum_{k_1 + \cdots + k_m = n} \binom{n}{k_1, \ldots, k_m} (z_1 - w_1)^{2k_1} \cdots (z_m - w_m)^{2k_m}
\]

\[
+ z^{2n-1}(z_1 - w_1)^{2n-1}\sum_{k_1 + \cdots + k_m = n} \binom{n}{k_1, \ldots, k_m} w_1^{2k_1} \cdots w_m^{2k_m}
\]

\[
- w^{2n-1}(z_1 - w_1)^{2n-1}\sum_{k_1 + \cdots + k_m = n} \binom{n}{k_1, \ldots, k_m} z_1^{2k_1} \cdots z_m^{2k_m}
\]

\[
= \sum_{k_1 + \cdots + k_m = n} \binom{n}{k_1, \ldots, k_m} \left[z^{2n-1}w^{2n-1}(z_1 - w_1)^{2k_1} \cdots (z_m - w_m)^{2k_m}
\right.
\]

\[
\left. + z^{2n-1}(z_1 - w_1)^{2n-1}w_1^{2k_1} \cdots w_m^{2k_m} - (z_1 - w_1)^{2n-1}w_1^{2n-1}z_1^{2k_1} \cdots z_m^{2k_m}\right].
\]

Observe that we can assume that \( 2k_1 \leq 2n - 1 \). Because otherwise \( k_1 = n \) and hence \( k_2 = \cdots = k_m = 0 \). In that case,
\[ A(z, w) = \binom{n}{k_1} \left[ z_1^{2n-1} w_1^{2n-1} (z_1 - w_1)^{2n} + z_1^{2n-1} (z_1 - w_1)^{2n-1} w_1^{2n} \right. \\
- (z_1 - w_1)^{2n-1} w_1^{2n-1} z_1^{2n} \left. \right] = \binom{n}{k_1} z_1^{2n-1} w_1^{2n-1} (z_1 - w_1)^{2n-1} [z_1 - w_1 + w_1 - z_1] = 0. \]

Therefore,
\[
A(z, w) = \sum_{k_1 + \cdots + k_m = n \atop k_1 \leq \frac{2n-1}{2}} \left( \binom{n}{k_1, \ldots, k_m} z_1^{2k_1} w_1^{2k_1} (z_1 - w_1)^{2k_1} \times \right. \\
\left. \binom{n}{2(n-k_1)-1} w_1^{2(n-k_1)-1} (z_2 - w_2)^{2k_2} \cdots (z_m - w_m)^{2k_m} + z_1^{2(n-k_1)-1} (z_1 - w_1)^{2(n-k_1)-1} w_2^{2k_2} \cdots w_m^{2k_m} - w_1^{2(n-k_1)-1} (z_1 - w_1)^{2(n-k_1)-1} z_2^{2k_2} \cdots z_m^{2k_m} \right).
\]

Choose points \( z, w \in \mathbb{R}^m \setminus \{0\} \) such that \( w_2 = z_2 = \cdots = z_m = 1, \ w_3 = 0, \ z_1 = 1/2 \) and \( w_1 = 1 \). For such points,
\[
(9.1) \quad A(z, w) = \sum_{k_1 + \cdots + k_m = n \atop k_1 \leq \frac{2n-1}{2}} \binom{n}{k_1, \ldots, k_m} \left( \frac{1}{2} \right)^{2k_1} \left( \frac{1}{2} \right)^{2(n-k_1)-1} > 0.
\]

On the other hand for points \( z, w \in \mathbb{R}^m \setminus \{0\} \) such that \( w_2 = z_2 = \cdots = z_m = 1, \ w_3 = 0, \ z_1 = 2 \) and \( w_1 = 1 \) we have,
\[
(9.2) \quad A(z, w) = - \sum_{k_1 + \cdots + k_m = n \atop k_1 \leq \frac{2n-1}{2}} \binom{n}{k_1, \ldots, k_m} 2^{k_1} < 0.
\]

By (9.1) and (9.2) the proof is complete. \( \square \)
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