CRM Preprint Series number 1075

UNIVERSAL COMPLEX STRUCTURES IN WRITTEN LANGUAGE

ALVARO CORRAL, RAMON FERRER-I-CANCHO, ALBERT DAZ-GUILERA,
GEMMA BOLEDA

Quantitative linguistics has provided us with a number of enpirical laws that
characterise the evolution of languages?2 and competition amongst then$%. In
terms of languageusage, one of the most influential results is Zipf's law of word
frequencie<. Zipf's law appears to be universal, and may not even be unige to
human languagé. However, there is ongoing controversy over whether Zipf'saw
is a good indicator of complexity’:8. Here we present an alternative approach that
puts Zipf's law in the context of critical phenomena (the conerstone of complex-
ity in physics®) and establishes the presence of a large-scale “attractibbetween
successive repetitions of words. Moreover, this phenomenas scale-invariant and
universal — the pattern is independent of word frequency ands observed in texts
by different authors and written in different languages. There is evidence, how-
ever, that the shape of the scaling relation changes for wosthat play a key role in
the text, implying the existence of different “universality classes” in the repetition
of words. These behaviours exhibit striking parallels withcomplex catastrophic
phenomenagl?:11.12

Zipf's law states that the relative frequen&y of any wordw in a text is approxi-
mately related with rank, according to an inverse power law

1) fo 0 1/r8.

The rankr,, of a word (its position in the list of words ordered by decregfrequency)
measures its rarity. In practice the exponens usually close to one. Note that Zipf's
law describes atatic property of language; shuffling pages, for instance, wowid n
affect its validity.

To investigate thelynamicalproperties of discourse generation, we can study the
distance between consecutive appearances, or “tokenas’gigén wordw. This inter-
appearance distance, denoted/pis measured as the total number of words between
two tokens plus one (so it takes on positive values 1, 2,.€lfci3 immediately clear
that/ can have a very wide range of values. In the n@@lrissaby S. Richardson,
for example, the wordependappears 99 times with a mean inter-appearance distance
of 9248. The minimum distance is 1, and the maximum is 504 Tihofigh Zipf’s law
allows one to estimate the mean inter-appearance distdmael word (by means of
oy~ 1/f, 0r8), it cannot account for or predict the variability of wordtgrence. In
addition, it has been reported that high-frequency wordsdstributed according to

a Poisson proce$d This is the simplest stochastic point process, charaety a
1



CRM Preprint Series number 1075

2 ALVARO CORRAL, RAMON FERRER-I-CANCHO, ALBERT DAZ-GUILERA, GEMMA BOLEDA

total lack of memory. Nevertheless, even the Poisson psasesable to explain such
large variability.

In order to characterize the dispersiorfjave would normally estimate its probabil-
ity density. Due to the size of the dispersion, however, gdarumber of appearances
are necessary to get significant statistics. But Zipf’s lalistus that there are many
more low-frequency (high-rank) words than high-frequefiow-rank) words. Thus,
the vast majority of words cannot be used in such a study, ritentaow long the text
considered.

As an alternative, we define a rescaled, “dimensionlest&r-appearance distance:
6 = (/¢,. For each wordv, 8 measures the inter-appearance distance in units of its
own mean value/,,. We can then calculate the probability den&iy 0) for large sets
of wordss having similar relative frequencidg,. We remark that we aneot studying
the heterogeneous distribution of words in a collectionesd4t4.1%:16 put rather the
properties of word repetitions in an individual text. IntfaZipf himself studied this
issue using a similar approach for very low-frequency warisd proposed a power
law for Ds(60). As we shall see, the behaviourd§(6) is actually much more complex.

We have analysed eight texts in four languages (for detséls,the Methods sec-
tion). The curves in Fig. 1 show the probability densitiesescaled inter-appearance
distances for all verbs @larissaappearing in their root form. The verbs are collected
into six frequency groups from about 30 appearances to more than 10000Pa (@)
is plotted for each group in a different point style. It isa¢hat the six distributions
collapse onto a unique curve. This phenomenon signals fh@@mate fulfilment of
alawDs(60) = F(8), where thescaling function Fs independent of the word setlt
is therefore also independent of frequency, except for thalest distanced (< 10).
The shape oF approximates a gamma distribution over about five ordersagni
tude,

(2) F(9> B al_]&V) <%> liyeie/a7

with the parametea ~ 1/y (after rescaling, so tha = 1) andl the Euler gamma
function. A least-square fit yields= 0.60+ 0.05.

The validity of this result extends well beyond verb€ilarissa The topmost curves
in Fig. 2 show inter-appearance distance distributionadipectives in the same novel,
well described by the scaling functidgh Remarkably, other works in English follow
the same trend, as shown by the next curves in Fig. 2. for tfextaces inMoby
Dick andUlysses Even more unexpectedly, the verbs and adjective distoibsifrom
texts in French, Spanish, and Finnish (a highly agglutvealanguage, in contrast
with the other cases) display the same quantitative bebgvibsplayed in Fig. 2
and in the Supplementary Information; in all cageis in the range G0+ 0.10. It
appears that the dimensionless inter-appearance disthsicbution is “universal”
in the sense of statistical physfcanany different systems (texts) obey the same law
despite significant differences in their “microscopic”aitt (style, grammatical rules).
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Although it has been suggested that Zipf’'s law may have ameary explana-
tion?, clearly the distribution®s(0) are far from trivial. Thiswould be the case if
each word followed a Poisson process, as happens in randtsi{dee Supplementary
Information). Instead, the shape of the scaling functioplies a clustering phenome-
non: the appearance of a word tends to “attract” more appeesaas the distribution
is dominated by a decreasing power law €< 1. This indicates an increased prob-
ability for small inter-appearance distances relativehi® Poisson process, which is
characterized by a pure exponential distribution and apprated byF (8) ~ 1 for
0 < 0.1. The difference is clear betweén~ 10~*¢,, and Q1¢4,, but beyond ~ ¢, it
is difficult to distinguish the distribution from a Poissoropess.

On the other hand, the plot also shows that clustering anal catapse are not
valid for very short distanceg,< 10; rather, some anticlustering (“repulsion”) shows
up instead, probably due to grammatical and stylistic ie8ins on word repetition
within the same sentence. In Figs. 1 and 2, this phenomenaosilde as a downturn
in many distributions with respect to the scaling functiortie left-hand side.

Clustering properties of words have some striking sintikesito the occurrence of
natural hazard€:1% the time delay between earthquakes is shown in the lowesé cu
of Fig. 2 (*earthQ”) for comparison. This suggests that thedels used to describe
aftershock triggering may also provide insight into thegass of text generation: the
appearance of a word enhances its likelihood for a certaig,tbut without a charac-
teristic scale up to the mean distarfge This result also validates Skinner’s hypothesis
regarding the repetitive appearance of sounds in sgéech

The case of nouns and pronouns is more intricate. Their ha#s&ibutionsDs(0)
clearly deviate from the functiof. It turned out that for some words, inter-appearance
distances considerably larger than the mean vaue- (1) are more common than the
scaling relation would predict. If we remove by hand the tre¢dy few nouns and
pronouns with anomalous behaviours, we recover the samimlemwed by verbs and
adjectives. For instance, f@larissaone only needs to eliminate 12 nouns and 10
pronouns (out of 315 and 34, respectively).

We now turn our attention to these special words. Surprigititey appear to follow
a new type of structure. We display in Fig. 3a the distribngitor 9 nounslétter, lady,
mother, brother, father, sister, uncle, lord, cousamd 6 pronounsh{s, your, her, him,
she, h¢. Both groups are divided into two frequency groups. The ftigtributions
still collapse onto a unique curve, but the results are glesot fit by the function
F. Rather, we need a new scaling functi®nA good approximation is the stretched
exponential function

6 /\0
_ —(6/a)
3) G(8) AT (1/3) e :

Again, rescaling (so that the mean is 1) fixs one of the two rpatars: a ~
r(1/0)/I'(2/d). The remaining free parameterds= 0.33+ 0.05. The scaling func-

tion G also describes the clustering properties of words, butataiour is different
from that of F. Relative to a Poisson process, these words are more ligedgdur
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at both short distances and long distances; the clusteffiect & therefore quite pro-
nounced. Amazingly, the functio@ can also be used to describe the times between
ups or downs in financial marké& The remaining 7 nouns and pronoun<iiarissa,
fit by neitherF nor G, arecolonel, captain, sir, you, I, m@ndmy(see Supplementary
Information).

We can proceed by considering what these laws mean for chdaviwords. If we
can accurately measure a number of single-word probabligitysitiesD,,(¢), then we
can compare their shapes by means of the scale transfomtatio?/¢,, = 6 and
Dw(¢) — twDw(¥¢). A sufficient condition for the collapse @fs(6) to hold is that

4) Du(£) = G(£/bw)/bw

(the same holds foF). This scaling law is shown to be very accurate in Fig. 3b,
which displays the individual distributions for the noumsigoronouns whose averaged
distributions were shown in Fig. 3a. The extension of thig ta other texts and
languages is demonstrated in Fig. 3c, with impressive tsul

If we now relate the mean distance to Zipf's ldw (4),~ 1/fw Ord, then Eq. [(#)
becomes

(5) Dw(¢) = G(¢/r)/ré,

whereG is essentiallyG after including the normalization constant of Zipf's lavhi

is just the condition of scale invariance for functions witlo variablegg, and reflects
the signature characteristic of word repetition: each wotlbws the same pattern,
although on a different scale which depends on its averaggiéncy. In other words,
different parts of a text (word occurrences) have the sametste despite great dif-
ferences in their scales (this is also the main charadtenstractals). In statistical
physics, distinct scaling relations suchFagandG (or distinct values of the exponent
a) defineuniversality classe’ In linguistics these universality classes comprise dif-
ferenttypesof words, independent of author and language.

Going back to the case of adjectives and verbs, it turns aitttie single-word
distributions are described Iy only on average; that is, in many cases there are devi-
ations between their rescalBg,(¢) andF (0). The small deviations appearing at large
6 in Fig. 2 may originate from special cases, for instance tbedwelle (beautiful)
in Artamene The distribution of this word actually scales nicely wi#h) as seen in
Fig. 3c. Nevertheless, such cases are rare and theiris&tigeight is so low that they
barely modify the shape @f.

We may wonder if the universality classes that describe wbustering are an in-
trinsic property of language itself, or rather a fundamkctiaracteristic of human be-
haviour reflected in literary work8:2%. The first possibility is favoured by the fact that
adverbs and even function words (conjunctions, prepostiand determiners) clearly
do not follow a Poisson process, except perhaps for thosdsawith the very low-
est ranks (see Supplementary Information). Higher-raneda$ and function words
display clustering, and are well described by the scalimgtionF.
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However, we can establish at least one important distindbetween the univer-
sality classes we have found. It turns out that most of the¢sd’ nouns distributed
according tdG refer to persons with a particularly relevant role (note tians not re-
ferring to persons can also play an important role, as isdake withletterin Clarissa
an epistolic novel). Something similar is clearly happgniith pronouns, as the spe-
cial cases are always personal or possessive. We obsergased clustering for these
key words, although unlike Re we find well-defined universality classes. This sup-
ports the idea that this kind of clustering originates ingpecial properties of human
behaviout:2°,

METHODS SUMMARY

Identification of parts of speech.English words were placed into grammatical cate-
gories using A. Kilgarriff’s lemmatised list, elaboratedr the British National Cor-
pus??. However, we have changed the classification of possessteeniners to pos-
sessive pronouds as their behaviour is consistent with the clustering prisgeiob-
tained for other pronouns. Words belonging to more than ategory were excluded
from the study. For Spanish words, we mainly used the Wietipfrom Wikipedig3

but also drew on the electronic dictionary built by L. Padté@l. for FreeLing?®. For
French, we made use of the list elaborated by S. SHradhd Finnish words were
identified from a list available at the CSC, the Finnish IT @erfor Sciencé®.
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METHODS

Titles analyzed. The following table provides details on the texts. The lal{ebl-

umn 1) are used in Fig. 2 to identify the curves. The date gisehe year of first
publication, and the length of texts is in millions of worddw). Electronic versions
of the texts were downloaded from the Gutenberg Project’s page, except for
Artamene?.

label title author language year length (Mw)
Clar  Clarissa S. Richardson English 1748 971H
Moby Moby Dick H. Melville English 1851 @15
Uly  Ulysses J. Joyce English 1918 .269
Arta  Artaméne Scudéry siblings French 1649 .088
Brag Le Vicomte A. Dumas French 1847 .699

de Bragelonne
DonQ Don Quijote M. Cervantes Spanish 1605 381

LaRe La Regenta L. A.“Clarin”  Spanish 1884 .308
Keva Kevaja J. Aho Finnish 1906 4
Takatalvi
REFERENCES

1. http://www.gutenberg.org.
2. http://www.artamene.org.
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FIGURE 1. Scaling and clustering of inter-appearance distance dis-
tributions. Verbs appearing in their root form i@larissaare consid-
ered. Each distribution includes all words falling into mfesix equal
logarithmic ranges of absolute frequengy. All the distributions are
well described by a unique shape: the gamma distribiienplained
in the text withy = 0.60 anda = 1/y (solid line). The exponential
function, characteristic of Poisson processes, is showcdimparison.

FIGURE 2. Universality of inter-appearance distance distributions
The adjectives in several novels in different languagesaaiaysed
(see Methods), except for Finnish (“Keva”), where we havesabered
verbs, due to their better statistics. From top to bottomdisé&ibu-
tions are multiplied by 11072,10~%, and so on, to avoid overlapping
the curves. Recurrence-time distributions for earthgsigkarthQ) in
Southern California are included at the bottom for comgarighe dis-
tributions include all events with magnitutie> M. between 1995 and
1998, wheréM; = 2, 2.5, 3, and 3.5).

FIGURE 3. Scaling in a different universality class for special
nouns and pronouns. (a) Average rescaled probability densities for
the 9 nouns and 6 pronouns frdbharissalisted in the text, where each
group is divided into two frequency ranges. A stretched exmndial
function G with & = 0.33 describes all four distributions well. The
scaling functiorF is also displayed for comparison. (b) Corresponding
rescaled distance distributions for individual words. R&scaled dis-
tance distributions for words from other works, includihg &djective
belle
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