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Hate speech: defini/on

• Facebook: “We define hate speech as a direct attack on people based
on what we call protected characteristics—race, ethnicity, national
origin, religious affiliation, sexual orientation, caste, sex, gender, 
gender identity, and serious disease or disability. We define attack as 
violent or dehumanizing speech, statements of inferiority, or calls for
exclusion or segregation.”



VUCA concept. 

Berber (1992)



Hate speech on Twitter.

• How Twitter works: 

130k tweets #mociondecensura. Analysis by @barripdmx



Hate speech on Twitter.

Types of nodes:
• Fake accounts and cyborgs: The user is a human who uses 

automaOon to amplify their messaging.
• Bots: Fully automaOc accounts
• Sockpuppets: Real accounts that have not been used for a while. They

amplify messages. 
• Teams: Grups of people that generate previously agreed content. 

Further reading: @soymmadrigal



Hate speech and racist discourses have
increased since 2017.

• https://www.un.org/en/genocideprevention/documents/UN%20Strategy%20and%20Plan%20of%20Action%20on%20Hate%20Speech%2018%20June%20SYNOPSIS.pdf

13 UN key committments

https://www.un.org/en/genocideprevention/documents/UN%20Strategy%20and%20Plan%20of%20Action%20on%20Hate%20Speech%2018%20June%20SYNOPSIS.pdf


Hate speech and racist discourses have
increased since 2017.

• h"ps://www.ohchr.org/en/NewsEvents/Pages/DisplayNews.aspx?NewsID=25036&LangID=E - Genève, 23.09.2019

https://www.ohchr.org/en/NewsEvents/Pages/DisplayNews.aspx?NewsID=25036&LangID=E


Hate speech and racist discourses have
increased since 2017.
• In some sensiOve places top poliOcians and local municipaliOes have

taken these discourses as part of their poliOcal agenda. 



Hate speech and racist discourses have
increased since 2017: COVID19

• https://www.un.org/en/genocideprevention/documents/Guidance%20on%20COVID-19%20related%20Hate%20Speech.pdf

RECOMMENDATIONS:
• To united nations departments, agencies, funds

and programmes.
• To member states.
• To social media and tech companies.
• To media.
• To civil society and other stakeholders. 

The COVID-19 pandemic has amplified existing
concerns related to the spread and use of hate
speech globally. It has also created new 
vulnerable groups targeted by hate speech.

https://www.un.org/en/genocideprevention/documents/Guidance%20on%20COVID-19%20related%20Hate%20Speech.pdf


Technology for identifying hate speech.

• Hate speech detection and monitoring: database.

• h"ps://hatebase.org

https://hatebase.org/


Technology for identifying hate speech.

• Hate speech detecOon and monitoring: verificaOon.

The aim of FANDANGO is to aggregate and 
verify different typologies of news data, 
media sources, social media, open data, so as 
to detect fake news and provide a more 
efficient and verified communicaOon for all
European ciOzens. 
Fandango-project.eu has received funding from the European Union's H2020 EU 
research and innova=on programme.

• https://hatebase.org

https://hatebase.org/


Technology for identifying hate speech.

• Hate speech detection and monitoring: network analysis.

@seinecle

Klausen et al. (2012): 1) Nodes are coded in a 
formalised manner and subjected to statistical
analysis. 2) Social Network Analysis (SNA) can be used
to map communication structures and provide
intuitive understanding of different types of 
communication networks. 
Mathew et al. (2019): Understand the dynamics of 
user interaction that facilitate the spread of hateful
content.



Technology for iden/fying hate speech.

• Hate speech detection and monitoring: network analysis.

• h"ps://gephi.org

https://gephi.org/


Technology for identifying hate speech.

• Communication and visualisation. 



Technology for identifying hate speech.

• Communication and visualisation. 

• http://digitalhate.net/inicio.php

http://digitalhate.net/inicio.php


TwiGer alterna/ves?

• Mastodon (https://mastodon.social) 
Mastodon isn’t a single website like Twitter or Facebook, it's a network
of thousands of communities operated by different organizations and 
individuals that provide a seamless social media experience. Without
an incentive to sell you things, Mastodon allows you to consume 
content you enjoy uninterrupted. Your feed is chronological, ad-free 
and non-algorithmic—you decide who you want to see!

https://mastodon.social/


TwiGer alterna/ves?

• Retroshare (https://retroshare.cc) 
Retroshare establish encrypted connections between you and your
friends to create a network of computers, and provides various
distributed services on top of it: forums, channels, chat, mail... 
Retroshare is fully decentralized, and designed to provide maximum
security and anonymity to its users beyond direct friends. Retroshare is
entirely free and open-source software. 

https://retroshare.cc/


SO-CLOSE: H2020 project
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