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Prerequisites

There are no requirements.

Objectives and Contextualisation

Analyze the structure and operation of current computers (workstations, network servers, computing
nodes).
Acquire criteria for selecting indicators and metrics to evaluate performance adequately high
performance computers
Identify bottlenecks in the system (computer, communications, input / output) and analyze / propose
solutions.
Designing appropriate strategies for performance assessment, using the current tools of performance
evaluation, benchmarks, ...
Evaluate the performance of computer systems and features that affect performance and propose
strategies to improve performance

Skills

Analyse and evaluate parallel and distributed computing architectures, as well as develop and optimise
advanced software for them.
Analyse, synthesise, organise and plan projects related to information theory, security and high
performance computing.
Assure, guarantee, manage, certify and investigate the quality of advanced computing developments,
processes, systems and products.
Direct innovation and research projects and work teams in the area of information theory, security and
high performance computing.
Recognise the human, economic, legal and ethical dimensions of professional exercise.
Show responsibility in the handling of information and knowledge, and in the management of
multidisciplinary groups and/or projects.

Learning outcomes

Analyse and evaluate computer architectures, including parallel platforms, and develop and optimise
software for the same
Analyse, design, evaluate, select and configure hardware platforms for the development and running of
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computer applications and services from the hardware description level of systems
Analyse, synthesise, organise and plan projects related with information theory, security and high
performance computing
Interpret the information provided by performance analysis tools and transform it into actions that
improve advanced computer systems
Plan and develop innovation and research projects with content related to the architectures of parallel
computers
Recognise the human, economic, legal and ethical dimensions of professional exercise
Show responsibility in the handling of information and knowledge, and in the management of
multidisciplinary groups and/or projects
Use the adequate tools for the analysis of the performance of an advanced computer system

Content

Block 1: Parallel Computers

Parallel Systems: Types of parallelism. Classification of parallel computers. Benefits.

Shared Memory Parallel Computer: Organization of memory. The role of Cache

Parallel computing Message Passing: Cluster and Grid

Block 2: Interconnection Networks:

Types of networks, configuration and topology. Routing information. Simulation and modeling of
interconnection networks. Simulation tools.

Block 3: Performance Evaluation

Performance: Indexes / Benchmarks. Simulation Tools for Research in Computer Architecture and Parallel
computers. Tools for measuring performance architecture.

Block 4: Computer Architecture and Design

Design principles of current processors

Block 5: Parallelism in the compute node:

Multithreading and Multicore

Block 6: Input / Output:

Problems of E / S in today's computers. Connection. Management.

Block 7: Availability. Fault Tolerance:

Fault Tolerance in Parallel Computers. Metrics. Measures of reliability. Prevention Techniques and
Redundancy. Protocols "Rollback-recovery" based on Checkpoint and Log.

Block 8: Computer Systems:

Hierarchical Organization of memory. Interconnection inside the computer. System Input / Output

Methodology

The methodology applied to the student work will combine master classes, laboratories, independent and
assisted work of the students, and the presentation of group small project where students apply the received
knowledge.
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Distribution of the tasks:

Attending lectures and activities: 20%

Guided learning activities (outside classroom): 20%

Learning self-activities (outside classroom): 60% presented/displayed.

Activities

Title Hours ECTS Learning outcomes

Type: Directed

Attending lectures and activities 30 1.2 1, 2, 4, 5, 8

Learning self-activities 90 3.6 1, 2, 3, 4, 5, 6, 7, 8

Type: Supervised

Guided learning activities 30 1.2 1, 2, 3, 4, 5, 6, 7, 8

Evaluation

Work done by students individually or in groups 10%
Class presentation of the proposed work 10%
Practical lab and presentation and analysis of results 25%
Attendance (minimum 80% of classes) and active participation in class 5%
Attendance at tutorials. 5%
Attendance at conferences and seminars recommended. 5%
Participation in evaluation sessions. 40%.

Evaluation activities

Title Weighting Hours ECTS
Learning
outcomes

 Attendance (minimum 80% of classes) and active participation in

class

5% 0 0 1, 2, 4, 5, 6, 8

 Attendance at conferences and seminars recommended 5% 0 0 1, 2, 3, 4, 5, 6, 7,

8

 Attendance at tutorials 5% 0 0 1, 2, 3, 4, 5, 6, 7,

8

 Class presentation of the proposed work 10% 0 0 1, 2, 3, 4, 5, 6, 7,

8

 Participation in evaluation sessions. 40% 0 0 1, 2, 4, 6, 7, 8

 Practical lab and presentation and analysis of results 25% 0 0 1, 2, 3, 4, 5, 6, 7,

8

 Work done by students individually or in groups 10% 0 0 1, 2, 3, 4, 5, 6, 7,

8
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