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Prerequisites

® Mathematical knowledge at the level of Science degree

® Programming skills

Objectives and Contextualisation

The course is devoted to study and practise several heuristic and combinatorial optimisation algorithms with
special emphasis on routing, graph, network optimisation and scheduling.

The lectures are based based in slides presentations and internet material.

The theoretical material will be complemented with some assignments (at leats one) for every subject to be
developed individually by the students. This is a critical part of the learning process.

Skills

® Analyse, synthesise, organise and plan projects in the field of study.

® Apply logical/mathematical thinking: the analytic process that involves moving from general principles to
particular cases, and the synthetic process that derives a general rule from different examples.

® Apply specific methodologies, techniques and resources to conduct research and produce innovative
results in the area of specialisation.

® Apply techniques for solving mathematical models and their real implementation problems.

® Conceive and design efficient solutions, applying computational techniques in order to solve
mathematical models of complex systems.

® Formulate, analyse and validate mathematical models of practical problems in different fields.

® |solate the main difficulty in a complex problem from other, less important issues.

® Present study results in English.

® Use appropriate numerical methods to solve specific problems.

Learning outcomes



1. Analyse, synthesise, organise and plan projects in the field of study.

2. Apply logical/mathematical thinking: the analytic process that involves moving from general principles to
particular cases, and the synthetic process that derives a general rule from different examples.

3. Apply optimisation techniques to study models associated with practical problems.

4. Apply specific methodologies, techniques and resources to conduct research and produce innovative
results in the area of specialisation.

5. Identify problems that require optimisation techniques to build models associated with practical

problems.

Implement the algorithms that are present in the programme.

Implement the proposed solutions reliably and efficiently.

Isolate the main difficulty in a complex problem from other, less important issues.

Present study results in English.

Use specific software to solve optimisation problems..
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Content

® Combinatorial Algorithms for graphs and routing: Dijstra and A* algorithms. Optimisation on graphs.
® Deterministic optimization for nonlinear problems (constrained and non-constrained)

® Genetic Algorithms

® Simulated Annealing

® Ant colony optimisation algorithms

® Particle swarm optimisation

® Neural Networks in optimisation

® Scheduling

® Machine learning trough neural networks

Methodology

The methodology is based on master classes which consist in the presentation of the theory, examples and
some case studies for every algorithm of the syllabus.

Students will have to implement independently the algorithms studied in realistic situations as a crucial part of
the learning process.

Activities

Title Hours ECTS Learning outcomes

Type: Directed

Attending lectures and activities 38 1.52 1,2,3,4,5,6,7,8,9,10

Type: Autonomous

Assignments (implementation of the algorithms self-activities) 42 1.68 1,2,3,4,5,8

Evaluation

There are 7 practical realistic home assignments (programs). Three of them will be compulsory and four
optional. The compulsory assignments (together with its weight in the final mark in percentage and delivery
dates) are:

Implementation of algorithms in realistic cases in team projects (50%)

® Map routing (A* algorithm) : 50%; Delivery date: 23/12/2018



Implementation of algorithms in realistic cases in individual projects (50%)

® Genetic Algorithm: 30%; Delivery date: 30/11/2018
® Deterministic Optimisation: 20%; Delivery date: 03/02/2019

Evaluation activities

Weighting Hours Learning outcomes
Implementation of algorithms in realistic cases in individual 50% 35 1.4 1,2,3,4,5,6,7,8,
projects 9,10
Implementation of algorithms in realistic cases in team projects  50% 35 1.4 1,2,3,4,5,6,7,8,
9,10
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