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Prerrequisitos

Se recomienda que para cursar esta asignatura se hayan alcanzado las competencias minimas en las
asignaturas de Algebra, Calculo, Matematica Discreta, Fundamentos de Informatica y Metodologia de la
Programacion (primer curso), asi como Inteligencia Artificial, Estadistica y Laboratorio de Programacion
(segundo curso).

Objetivos y contextualizacion

La asignatura de Aprendizaje Computacional, se enmarca dentro de la mencion de "Computacion", junto con
asignaturas como "Conocimiento, Razonamiento e Incertidumbre", "Vision por Computador" y "Robética,
Lenguaje y Planificacion". Por su tematica, esta materia no soélo es para los alumnos que cursan la mencién
de "Computacion”, sino para cualquier Mencion de la carrera de Ingenieria Informatica ya que esta
estrechamente relacionada con la asignatura de "Inteligencia Artificial" de segundo curso. También es muy
recomendable haber cursado y sentirse comodo con los conceptos vistos en las asignaturas de "Calculo",
"Algebra" y "Matematica discreta" de primer curso, y de "Estadistica” de segundo curso, debido al fuerte
contenido matematico de la asignatura.

La asignatura pretende tanto ampliar algunos de los temas desarrollados durante "Inteligencia Artificial", como
introducir nuevos problemas asociados a la inteligencia artificial, principalmente el aprendizaje de conceptos y
tendencias a partir de datos. Se trata de formar al alumno para ser un "ingeniero o cientifico de datos", y es
una de las profesiones con mas futuro y mas demandadas en la actualidad por empresas como Facebook,
Google, Microsoft y Amazon. De hecho, se prevé que el crecimiento de la demanda de estos profesionales en
ingenieria de datos sea exponencial a nivel europeo, sobre todo debido al crecimiento en la generacion de
datos masivas. Asi, el principal objetivo de la asignatura es que el alumno sepa encontrar una buena solucion
(a veces la mejor es imposible) a problemas en contextos distintos de los tratados en clase, a partir de
identificar las necesidades de representacion del conocimiento en cada caso y, segun sea éste, aplicar la/s
técnica/ s mas adecuada/s para generar automaticamente buenos modelos matematicos que expliquen los
datos con un error aceptable.

Los contenidos elegidos para esta asignatura también se dan en las Universidades con mas prestigio a nivel
mundial, como Stanford, Toronto, Imperial College London, MIT, Carnegie Mellon y Berkeley, por poner los
centros mas representativos. Por lo tanto, por un lado se ofrece al alumno una oportunidad de alcanzar unos
conocimientos y habilidades comparables a los impartidos en las mejores universidades. Por otra parte, el



alumno debe ser consciente de que este conocimiento que es punta de lanza del estado del arte tiene una
dificultad inherente, implicando un estudio y una dedicacion considerables, cuantificada en horas en la seccion
de Actividades formativas de esta guia. Esto es porque en esta asignatura no solo se ensefian los contenidos
mas importantes para convertirse en ingeniero de datos, sino ademas se trabaja una linea de curriculo que
permita ampliar el abanico de puestos de trabajo a los que podra acceder tras la carrera, asi como poner las
bases metodoldgicas necesarias para realizar un Master en ingenieria de datos o en inteligencia artificial.

Si se busca una asignatura (i) para aprender seriamente y no soélo para aprobar a la ligera, (ii) para abrir un
mercado laboral también a nivel internacional, y (iii) para descubrir los propios limites de programacion
aprendiendo los algoritmos de aprendizaje computacional mas utilizados no sélo para las grandes empresas
tecnologicas mencionadas anteriormente, sino también en muchas spin-offs de ingenieria de datos en nuestro
pais, esta asignatura no defrauda si se pone actitud y aptitud.

Los objetivos de la asignatura se pueden resumir en:

Conocimientos:

- Describir las técnicas basicas de aprendizaje computacional.

- Enumerar los pasos esenciales de los diferentes algoritmos de aprendizaje

- Identificar las ventajas e inconvenientes de los algoritmos de aprendizaje que se explican.

- Resolver problemas computacionales aplicando diferentes técnicas de aprendizaje para encontrar la solucién
optima.

- Entender el resultado y las limitaciones de las técnicas de aprendizaje en diferentes casos de estudio.
- Saber escoger el algoritmo de aprendizaje mas adecuado para solucionar problemas contextualizados.
Habilidades:

- Reconocer las situaciones en las que la aplicacion de algoritmos de aprendizaje computacional puede ser
adecuado para solucionar un problema

- Analizar el problema a resolver y disefar la solucién éptima aplicando las técnicas aprendidas
- Redactar documentos técnicos relacionados con el analisis y la soluciéon de un problema

- Programar los algoritmos basicos para solucionar los problemas propuestos

- Evaluar los resultados de la solucién implementada y valorar las posibles mejoras

- Defender y argumentar las decisiones tomadas en la solucién de los problemas propuestos

Competencias

Ingenieria Informética

® Actitud personal.

® Adquirir habitos de pensamiento.

® Capacidad para adquirir, obtener, formalizar y representar el conocimiento humano en una forma
computable para la resolucién de problemas mediante un sistema informatico en cualquier ambito de
aplicacion, particularmente los relacionados con aspectos de computacién, percepcién y actuacion en
ambientes o entornos inteligentes.

® Capacidad para conocer los fundamentos teéricos de los lenguajes de programacion y las técnicas de
procesamiento Iéxico, sintactico y semantico asociadas, y saber aplicarlas para la creacion, disefio y
procesamiento de lenguajes.



® Capacidad para conocer y desarrollar técnicas de aprendizaje computacional y disefiar e implementar
aplicaciones y sistemas que las utilicen, incluyendo las dedicadas a extraccién automatica de
informacion y conocimiento a partir de grandes volumenes de datos.

® Trabajar en equipo.

Resultados de aprendizaje

1. Asumir y respetar el rol de los diversos miembros del equipo, asi como los distintos niveles de
dependencia del mismo.

Conocer y aplicar las técnicas de aprendizaje mas adecuadas en diferentes casos de estudio.
Conocer y comprender las técnicas de representacion del conocimiento humano.

Desarrollar la capacidad de analisis, sintesis y prospectiva.

Entender y evaluar el resultado y limitaciones de las técnicas de aprendizaje mas comunes.
Generar propuestas innovadoras y competitivas en la actividad profesional.

Identificar, gestionar y resolver conflictos.

Resolver problemas computacionales aplicando diferentes mecanismos de aprendizaje necesarios
para encontrar la solucién 6ptima.

® NGO~ WN

Contenido

TEMA 1: INTRODUCCION

1.1 Conceptos basicos

1.2 Historia del aprendizaje computacional

TEMA 2: REGRESION DE DATOS

2.1 Regresion lineal y descenso del gradiente

2.2 Regularizacion y regresion polinomial

TEMA 3: CLASIFICACION DE DATOS

3.1 Regresion logistica

3.2 Maquinas de vectores de soporte

TEMA 4: REGRESION Y CLASIFICACION BIOINSOPIRADA
4.1 Multilayer Perceptron

4.2 backpropagation

TEMA 5: AGRUPACION DE DATOS

5.1 Memorizacion de datos: aprendizaje perezoso

5.2 Clustering de datos: k-means y Expectation-Maximization

Actividades formativas y Metodologia

Resultados de
aprendizaje

Titulo Horas ECTS




Tipo: Dirigidas

MDO: Contenido tedrico y seminarios 12 0,48 2,3,5,6,8
MD1: Resolucion de problemas 10 0,4 2,4,5,8

MD2: Resolucion de proyectos practicos 6 0,24 1,2,3,4,5,7,8
MD3: Caso Kaggle 12 0,48 2,4,5,6,8

Tipo: Supervisadas

MD2: Programacion de proyectos 6 0,24 1,2,3,4,5,7

MD3: Caso Kaggle 12 0,48 1,2,3,4,5,6,7,8

Tipo: Auténomas

MDO: Estudio individual 12 0,48 2,3,4,5,6,8
MD1: Resolucion de problemas (individual) 24 0,96 2,3,4,5,6,8
MD2: Resolucién de casos practicos (en grupo) 16 0,64 1,2,3,4,5,7,8
MD3: Explicacion en python de un caso practico de aprendizaje 32 1,28 2,4,5,8
computacional

Toda la informacion de la asignatura y los documentos relacionados que los estudiantes necesiten se
encontraran en la pagina de Caronte (https://caronte.uab.cat/course/view.php?id=95), el menu de la
asignatura Aprendizaje Computacional (102787). Servira para poder ver los materiales, gestionar los grupos
de practicas, hacer las entregas correspondientes, ver las notas, comunicarse con los profesores, etc. Para
poder utilizarlo es necesario hacer los siguientes pasos:

® Darse de alta como usuario dando el nombre, NIU, y una foto carnet en formato JPG. Si ya se ha dado
de alta por alguna otra asignatura, no es necesario volver a hacer, puede ir al siguiente paso.

® Inscribirse en el tipo de docencia "Aprendizaje Computacional (102787)", dando como cddigo de
asignatura "apc2025" (sin las comillas).

En el desarrollo de la asignatura se podran diferenciar siete tipos de actividades docentes:

MDO Exposicién de contenidos de teoria: Presentacion de los contenidos tedricos a trabajar en la asignatura.
Estos contenidos tendran que haberse preparado antes de la clase a partir de la lectura de textos, busqueda
de informacidn, etc. Los contenidos presentados estaran directamente relacionados con los problemas,
proyectos y seminarios propuestos en otras actividades docentes, de modo que seran la base sobre la que se
desarrollaran otras actividades del curso. Los contenidos se encontraran en la pagina de Caronte
(presentaciones y videos) y constaran de dos partes: una presentacion en la que se exponen los principales
conceptos tedricos y matematicos relacionados con tareas concretas de aprendizaje computacional (este
temario sera la base del examen tedrico de la asignatura, ver apartado evaluacién de esta guia docente), y
una segunda parte de cédigo en python sobre Jupyter notebooks que ejemplifican los detalles de codificaciéon
y de librerias para implementar en un caso practico los principales conceptos vistos en la hora anterior . El
alumnado podra ver los videos de las clases, descargar las presentaciones y los notebooks de python y
probar todos los cédigos en su ordenador, para hacer las pruebas que hagan falta y poder jugar con los
diversos parametros para acabar de entender las razones de los distintos rendimientos y precisiones que se
alcanzan en una base de datos especifica con configuraciones concretas de los algoritmos explicados en la
asignatura.

MD1 Resolucién de problemas de computacion: Entrega de hasta un maximo de 3 problemas implementados
en un Jupyter Notebook. Todos los temas de teoria irdn acompafiados de una relacion de notebooks, a partir



de los cuales el estudiante tendra que trabajar en sesiones de problemas y entregar opcionalmente. Estas
actividades deben permitir al estudiante profundizar en la comprensién y personalizar el conocimiento tedrico
en un caso numerico concreto. Se plantearan pues unos ejemplos de datos que requieran el disefio de una
solucion en la que se utilicen los métodos vistos en las clases de teoria. Es imposible seguir las clases de
problemas si no se siguen los contenidos de las clases de teoria. El resultado de estas sesiones es alcanzar
las competencias necesarias para la resolucion de problemas que se entregaran segun el mecanismo
especifico para la entrega que se indicara en la pagina web de la asignatura (espacio Caronte).

MD2 Implementacion de proyecto corto guiado grupal: Realizacion de 1 practica guiada para profundizar en
aspectos aplicados de la teoria. La parte practica de la asignatura quedara completada con sesiones
practicas, donde las y los estudiantes tendran que resolver problemas concretos de una cierta complejidad
implementados en python. Estos proyectos se resolveran en pequefios grupos de 2-4 personas, donde cada
miembro del grupo tendra que hacer una parte y ponerla en comun con el resto para tener la solucion final.
Estos grupos de trabajo se tendran que mantener hasta mitad del curso y tendran que autogestionarse:
reparto de roles, planificacion del trabajo, asignacion de tareas, gestion de los recursos disponibles, conflictos,
etc. Aunque el profesor guiara el proceso de aprendizaje, su intervencién en la gestién de los grupos sera
minima. Para desarrollar el proyecto, los grupos trabajaran de forma auténoma y las sesiones de practicas
deben dedicarse principalmente por el profesor a realizar el seguimiento del estado del proyecto, indicar
errores a corregir, proponer mejoras, etc. Las dudas que puedan surgir para la realizacion de las practicas se
transmitiran a través del foro de Caronte, donde los demas alumnos podran contestarles.

MD3 Resolucion de un caso practico Kaggle: cada grupo de 1-2 personas realizara un jupyter notebook donde
se explicaran los distintos pasos realizados para la resolucion de un problema de Aprendizaje Computacional.
Los proyectos seran aplicados a bases de datos escogidas de la plataforma Kaggle
(https://lwww.kaggle.com/search?q=machine+learning), y constaran de tres partes: una explicacion de los
atributos mas importantes de la base de datos y del atributo a predecir/clasificar; breve descripcion del método
de aprendizaje computacional aplicado, junto con los parametros escogidos; y unapresentacion de los
resultados que se han obtenido. Ejemplosde jupyter notebooks se pueden encontrar en el siguiente
repositorio: https://datauab.github.io/

MD4 Consultas y dudas: Horas de libre disposicion para el estudiante para consultas y tutorias sobre aspectos
en los que necesite ayuda adicional por parte del profesorado. Todas las consultas se realizaran via online,
mediante el foro de la asignatura, o correos a los profesores, por ejemplo. Se valorara que los estudiantes
contesten a las dudas de sus compaferos asi como que en estas respuestas aporten informacioén que ayude
en la comprension del contenido de las actividades docentes.

MD5 Actividades de evaluacion: para cada una de las actividades descritas anteriormente. Ver apartado de
evaluacion de esta guia docente.

En el caso de los repetidores, si se pide al profesor responsable, se les convalidaran las notas de las
actividades docentes que hayan aprovado el curso anterior, en caso de que haya superado la nota minima.

Competencias Transversales

-T0O1 Habitos de pensamiento (T01.02 Desarrollar lacapacitat de analisis, sintesii prospectiva): en las
actividades auténomas y supervisadas (estudio de la teoria MDO, realizacion de las practicas MD2, realizacion
de los problemas MD1, y descripcion de un caso practico MD3)

- TO3 Trabajo en equipo (T03.02 Asumir y respetar el rol de los diversos miembros del equipo, asi como los
diferentes niveles de dependencia del mismo; T03.03 Identificar, gestionar y resolver conflictos): en las
practicas MD2, como actividad autbnoma en su preparacion y entrega, y como actividad supervisada en su
preparacionypresentacion en un seminario.

- TO6 Actitud personal (T06.03 Generar propuestasinnovadoras y competitivas en el activitatprofessional): en
las actividades auténomas (estudio de la teoria MDO, participacion en el foro de la asignatura en Caronte
MD4), dirigidas (resolucion de proyectos practicos MD2 ) y supervisadas (analisis de un caso practico MD3).



Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacién
para que el alumnado rellene las encuestas de evaluacién de la actuacién del profesorado y de evaluacion de
la asignatura o médulo.

Evaluacién

Actividades de evaluacién continuada

Resultados de
aprendizaje

Titulo Peso Horas

Documentacion escrita, implementacién y presentacion de la 20% 2 0,08 1,2,3,4,5,7,8
practica

Documentacion escrita, implementacién y presentacion del caso 35% 2 0,08 1,2,3,4,5,7,8
Kaggle

Entrega de problemas 25% 0 0 2,3,4,5,6,8
Pruebas tedricas inviduales 20% 4 0,16 2,3,4,5,6,8

Actividades e instrumentos de evaluacion:
a) Proceso y actividades de evaluacién programadas
La asignatura consta de las siguientes actividades de evaluacion:

- MDO: Examenes tedricos, donde por cada examen el alumno presencialmente debera contestar
individualmente y por escrito 5 preguntas (para desarrollar en una pagina maxima) sobre conceptos de
aprendizaje computacional vistos en las clases de teoria. Representa el 20% sobre la calificacion final, es
opcional, individual y recuperable (habra dos parciales y sus respectivas recuperaciones, sin penalizacién).

- MD1: Entrega de informe con hasta 3 problemas resueltos, donde cada alumno individualmente hara entrega
de un informe escrito de hasta 3 problemas vistos en clases (regresion, clasificacidon, memorizacién y
clustering). Representa el 25% sobre la calificacion final, es opcional, individual y recuperable (sin
penalizacion, durante la Ultima semana lectiva anterior a las vacaciones de Navidad).

- MD2: Resolucion de una practica con entrega de informe explicando la resolucién y los resultados, donde
cada grupo compuesto por dos o cuatro personas, entregaran el codigo python, asi como un informe de hasta
30 paginas donde describiran las bases de datos, la estrategia que han utilizado para analizar los datos, asi
como las pruebas con distintos valores de los parametros que han probado y los resultados que han obtenido
con la mejor configuracién posible. Se realizara una presentacion opcional de cada proyecto. Representa el
20% (codigo 5% + informe 10% + presentacion 5%) sobre la calificacion final, es opcional, grupal y es
recuperable (sin penalizacion, durante la ultima semana lectiva del afio anterioralas vacaciones de Navidad).

- MD3: Elaboracion en grupos de una o dos personas de un proyecto python con la descripcion del cédigo y
los resultados de un caso concreto de aprendizaje computacional (ya sea regresion, clasificacion, clustering o
memorizacion, asignado por el profesor de aqui: https://www.kaggle.com /search?q=machine+learning), y
realizaciéon de una presentacion opcional donde se describira con codigo los datos, los modelos utilizados (con
los parametros que mejor funcionan para los datos), y los resultados del problema escogido. Ejemplos de
jupyter notebooks aplicados a casos concretos se pueden encontrar aqui https://datauab.github.io/.
Representa un 35% de la calificacion final (codigo 10% + informe 15% + github 5% + presentacion 5%), es



opcional, grupal y NO es recuperable.

A continuacion se describe como poder aprobar la asignatura con evaluacion continuada:
— MDO: Examenes tedricos individuales

La nota final de teoria se calculara a partir de dos examenes parciales:

Nota Teoria = (0.5 * Parcial1) + (0.5 * Parcial2)

Parcial1 se realiza a mitad de semestre y sirve para eliminar parte de la materia si es aprobada. Parcial2 se
realiza al final del semestre lectivo y sirve para eliminar la parte del temario que viene después de Parcial1.

Estos examenes pretenden una evaluacion individualizada del estudiante con sus capacidades de contestar a
5 preguntas largas (desarrollar hasta ocupar una pagina de folio maximo) sobre las técnicas explicadas en
clase, asi como evaluar el nivel de conceptualizacion que el estudiante ha hecho técnicas vistas.

Para aprobar la parte de teoria de laasignatura haciendo examenes presenciales,sera necesario cumplir dos
requisitos:

® sera necesario que las notas de los parciales 1y 2 sean igual o superior a 4.0 (en ambos parciales). En
caso de que se saque menos de un 4.0 en alguno de los dos Parciales, debera volver a realizarse el
parcial que corresponda durante el examen de recuperacion.

® |a nota final de teoria debe ser mayor o igual que 4.0. En caso de que la nota de teoria final no sea
igual o superior a 4.0, los estudiantes pueden presentarse al examen de recuperacion para ser
evaluados de todos los contenidos vistos en la asignatura.

Examen de recuperacion (finales de enero o principios de febrero). En este examen se puede recuperar el(los)
parcial(es) que no haya(n) superado el 4.0, o recuperar todo el temario en caso de que la nota final de teoria
no supere el 4.0.

— MD1: Entrega individual de un informe con hasta 3 problemas resueltos

Los problemas tienen como objetivo provocar que el estudiante entre con los contenidos de la asignatura de
forma continuada y, a partir de pequenos problemas, que se familiarice directamente en la aplicacién de la
teoria. Como evidencia de este trabajo se pide la presentacion obligatoria de un portfolio en el que habra ido
guardando los problemas que habra ido realizando (competencia T04).

Nota Problemas = Evaluacion del portfolio con 3 problemas resueltos. Pueden recuperarse entregando por
Caronte la Ultima semana de clase anterior a las fiestas de Navidad, sin penalizacion.

— MD2: Resolucion de 1 practica en grupo
La evaluacion del 2 proyectode practicas incluira:

— Evaluacion conjunta de cada proyecto (competencia T02): nota Unicapara todos los miembros del grupo de
trabajo que valorara el resultado global del proyecto, la calidad del codigo, la estructura general de la
presentacion final y los documentos entregados a lo largo del proyecto.

— Evaluacion individual (competencia T01): se valorara el trabajo individual a partir de las respuestas a las
preguntas en las sesiones de control online, de la presentacion final del proyecto online y principalmente de la
participacion activa en los foros de Caronte. En los casos requeridos por cualquier grupo (en casos de
incidencias entre companeros), se evaluara un breve formulario confidencial calificando la contribucion de
cada compafiero de grupo al resultado final.

La nota del proyecto se calculara segun la férmula:



Nota Practicas = (0.2 * Programa) + (0.2 * Presentacion) + (0.6 * Documentacion)

En casos muy justificados (p.ej. PIUNE, por cuestiones laborales, familiares o de salud,...), los grupos pueden
ser de 1 persona.

— MD3:Realizacién de un caso concreto de aprendizaje computacional de la plataforma Kaggle

La evaluacioén se basara en el cédigo python y la explicacion del codigo y los resultados que se encontrara en
un repositorio github. La nota del caso kaggle se calculara segun la formula:

Nota Caso Kaggle = (0.1 * Introduccién a la base de datos) + (0.25 * Analisis de los atributos, correlaciones,...)
+ (0.25 * Descipcion del método utilizado, como encontrar los mejores parametros, comparativa de métodos...)
+ (0.3 * Descipcion de los resultados, matrices de confusion, graficas de los modelos y datos, ejemplosde
falsos positivos/negativos, curvas ROC, ...) +(0.1 * Presentacion del repositorio Github)

Ejemplos de jupyter notebooks aplicados a casos concretos se pueden encontrar aqui
https://datauab.github.io/.

— Evaluacion de competencias transversales

Los examenes parciales permitiran evaluar su adquisicion de habitos de pensamiento y de trabajo personal
(TO1 Evaluar de forma critica y con criterios calidad el trabajo realizado, Nota Teoria). Con Nota Proyecto de
practicas, también se evaluara el trabajo en equipo (T02 Trabajar cooperativamente en un contexto
multidisciplinar asume respetando el rol de las diferentes miembros del equipo, Nota Grup). Con la realizacién
de los problemas y la realizacion de un caso Kaggle, se evaluara la adquisicion de habitos para solucionar una
tarea predeterminada con unos valores de datos totalmente diferentes a los vistos en clase (T04 Utilizar
eficazmente la bibliografia y los recursos electronicos para obtener informacién, Nota Problemas y Caso
Kaggle).

La nota final de la asignatura se obtiene combinando la evaluacion de estas 4 actividades de la siguiente
forma:

Nota Final = (0.20 * Teoria) + (0.20 * Practica) + (0.25 * Problemas) + (0.35 * Caso Kaggle)
Condiciones para aprobar:

Todas las actividades evaluativas son opcionales, para aprobar la asignatura es necesario que la suma de la
evaluacién de cada una de las actividades supere los 5 puntos. En caso de no superar la asignatura, la nota
numeérica del expediente sera el valor menor entre 4.5 y lamedia ponderada de las notas alcanzadas:

La nota final de teoria MDO debe ser mayor o igual que 4.0 para poder sumar la parte de teoria a la nota final
de la asignatura.

La nota del proyecto MD2 debe ser mayor o igual que 5.0 para poder sumar la parte de la practica a la nota
final de la asignatura.

La nota final de la asignatura debe ser mayor o igual que 5.0 para poder aprobar la asignatura.

Si el alumno se presenta a algun examen o si entrega alguna practica, ya no podra ser evaluado como "No
Evaluable" en caso de que no se presente a ninguna de las otras evaluaciones, sino que se le calculara la
nota final a partir de aquellas evaluaciones continuadas en las que se haya presentado.

b) Programacion de actividades de evaluacion

Las fechas de evaluacion continua y entrega de trabajos se publicaran en el Caronte (http://caronte.uab.cat/),
en el espacio de esta asignatura y pueden estar sujetos a cambios de programacioén por motivos de
adaptacion a posibles incidencias ; siempre se informara a caronte.uab.cat sobre estos cambios ya que esta
plataforma se convertira en el mecanismo habitual de intercambio de informacién entre profesor y estudiantes.



c¢) Proceso de recuperacion

El estudiante puede presentarse a la recuperacion siempre que se haya presentado a un conjunto de
actividades que representen un minimo de dos terceras partes (4 actividades de evaluacion sobre 7 total: 2
examenes de teoria parciales; 1 evaluacion de la practica; 3 entregas de problemas, y 1 entrega del caso
kaggle) de la calificacion total de la asignatura.

De éstos, se podran presentar a la recuperacion aquellos estudiantes que tengan como media detodas las
actividades de la asignatura una calificacion superior a 3.0.

Hay que tener en cuenta que la Resolucion del Caso Kaggle (MD3) no es recuperable.
d) Procedimiento de revision de las calificaciones

Para cada examen teodrico individual,se indicaraunlugar, fecha y hora de revision en la que el estudiante podra
revisar la actividad con el profesor. En este contexto, se podran realizar reclamaciones sobre la nota de la
actividad, que seran evaluadas por el profesorado responsable de la asignatura. Si el estudiante no se
presenta a esta revision, no se revisara posteriormente esta actividad.

e) Calificaciones

Matriculas de Honor: Se concederan Matriculas de Honor a decision del profesorado responsable de la
asignatura, hasta llegar al cinco por ciento o fraccion de los alumnos matriculados en todos los grupos de
docencia de la asignatura. La normativa de la UAB indica que las MH s6lo podran otorgarse a estudiantes que
hayan obtenido una calificacion final igual o superior a 9.00.

No evaluable: Un estudiante se considerara no evaluable (NA) si no se ha presentado en ninguno de los
examenes parciales ni en ninguna de las 2 evaluaciones de las practicas.

f) Irregularidades por parte del estudiante, copia y plagio

Sin perjuicio de otras medidas disciplinarias que se estimen oportunas, se calificaran con un cero las
irregularidades cometidas por el estudiante que puedan conducir a una variacion de la calificacion de un acto
de evaluacion. Por tanto, la copia, el plagio, el engaio, dejar copiar, etc. en cualquiera de las actividades
deevaluacion supondra suspenderla con un cero. Las actividades de evaluacion calificadas de esta forma 'y
por este procedimiento no seran recuperables. Si es necesario superar cualquiera de estas actividades de
evaluacion para aprobar la asignatura, esta asignatura quedara suspendida directamente, sinoportunidad de
recuperarla en el mismo curso. Estas irregularidades incluyen, entre otras:

la copia total oparcial de unapractica, informe, o cualquier otra actividad de evaluacion;

dejar copiar;

presentar un trabajo de grupo no realizado integramente por los miembros del grupo (aplicado a todos los
miembros, no solo a los que no han trabajado);

presentar como propios materiales elaborados por un tercero, aunque sean traducciones o adaptaciones, y en
general trabajos con elementos no originales y exclusivos del estudiante;

tener dispositivos de comunicacién (como teléfonos moviles, smart watches, boligrafos con camara, etc.)
accesibles durante las pruebas de evaluacién tedrico-practicas individuales (examenes);

hablar con companeros durante las pruebas de evaluacién tedrico-practicas individuales (examenes);
copiar o intentar copiar de otros alumnos durante las pruebas de evaluacion teorico-practicas (examenes);
usar o intentar usar escritos relacionados con la materia durante la realizacion de las pruebas de evaluacion
tedrico-practicas (examenes), cuando éstos no hayan sido explicitamente permitidos.

La nota numérica del expediente sera el valor menor entre 3.0 y la media ponderada de las notas en casode
que el estudiante haya cometido irregularidades en un acto de evaluacion (y por tanto no sera posible el
aprobado por compensacion). En ediciones futuras de esta asignatura, al estudiante que haya cometido
irregularidades en un acto de evaluacion no se le convalidara ninguna de las actividades de evaluacion
realizadas.



Enresum: copiar, dejar copiar o plagiar (o el intento de) en cualquiera de las actividades de evaluacion
equivale a un SUSPENSO, no compensable ni recuperable y sin convalidaciones de partes de la asignatura
en cursos posteriores.

g) Usode la IA

En esta asignatura, se permite el uso de tecnologias de Inteligencia Atrtificial (IA) como parte integrante del
desarrollo del trabajo, siempre que el resultado final refleje una contribucién significativa del estudiante en el
analisis y la reflexion personal. El estudiante debera identificar claramente qué partes han sido generadas con
esta tecnologia, especificar las herramientas utilizadas e incluir una reflexion critica sobre cémo estas han
influido en el proceso y el resultado final de la actividad. La falta de transparencia en el uso de la IA se
considerara una falta de honestidad académica y puede conllevar una penalizacion en la calificacion de la
actividad o sanciones mayores en casos graves.

h) Evaluacion de los estudiantes repetidores

A partir de la segunda matricula, la evaluacion de la asignatura consistira en el examen tedrico individual,
afnadiendo las notas correspondientes a las MD obtenidas la primera vez que el estudiante se ha matriculado
de la asignatura, siempre que las notas de practicas MD2 sean superiores o iguales a 5.0.

Para poder optar a esta evaluacion diferenciada, el estudiante repetidor debe pedirlo al profesor a mas tardar
hasta la semana 5.

i) Evaluacion unica

La evaluacion unica de la asignatura constara de las siguientes actividades de evaluacion que sera necesario
entregar el dia del segundo parcial del examen de teoria:

- MDO, evaluacion de la teoria, 30% sobre la calificacion final, recuperable.
- MD1, entrega de los problemas, 30% sobre la calificacion final, recuperable.
- MD3, entrega del caso Kaggle (repositorio github), 40% sobre la calificacion final, no recuperable.

Para MDO y MD1, se aplicara el mismo sistema de recuperaciéon que para la evaluacién continua: se podra
realizar el examen de recuperacion de teoria, y entregar los problemas a través de Caronte durante el mismo
dia de la recuperacion de la teoria.

Ademas, la revision de la calificacion final sigue el mismo procedimiento que para la evaluacién continua.

Bibliografia
Enlaces web

- Caronte: http://caronte.uab.cat

- Artificial Intelligence: A Modern Approach. http://aima.cs.berkeley.edu/

- Web del Catalogo de las Bibliotecas de la UAB: https://bit.ly/3xdcdFB

Bibliografia basica

- C. Bishop., Pattern recognition and machine learning. New York: Springer, 2006. available online:

https://www.microsoft.com/en-us/research/uploads/prod/2006/01/Bishop-Pattern-Recognition-and-Machine-Learr
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- S. Russell, P. Norvig. Artificial Intelligence: A Modern Approach. Ed. Prentice Hall, Second Edition, 2003.
(Existeix traduccio al castella: Inteligencia artificial: Un Enfoque Moderno)

Bibliografia complementaria

- L. Igual, S. Segui. Introduction to Data Science. Ed. Springer, 2017
- Bishop, Pattern Recognition and Machine Learning, 2007.

- Duda, Hart, and Stork, Pattern Classification, 2nd Ed., 2002.

- Marlsand, Machine Learning: an Algorithmic Perspective, 2009

- Mitchell, Machine Learning, 1997

- Ripley, Pattern Recognition and Neural Networks, 1996.

Bibliografia relacionada

- Eberhart, Shi, Computational Intelligence: Concepts to Implementations, 2007

- Friedman, Tibshirani, The Elements of Statistical Learning, 2009.

- Gilder, Kurzweil, Richards, Are we spiritual machines? RayKurzweil vs. the Critics of Strong Al, 2011
- Kurzweil, The Singularity is Near: When Humans trascend Biology, 2006

- Rosen, Life Itself: A Comprehensive Inquiry into the Nature, Origin, and Fabrication of Life (Complexity in
Ecological Systems), 2005

- Witten,Frank, Hall, Data Mining: Practical Machine Learning Tools and Techniques, 2011

Software

El software necesario sera el lenguaje de programacion Python, un entorno de programacion (como Spyder,

Pycharm o Visual Studio Code), la aplicacion web Jupyter Notebook, y las librerias necesarias para analisis de

datos: scipy (contiene NumPy, matplotlib, Pandas), sklearn y Seaborn.

Grupos e idiomas de la asignatura

La informacién proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacion, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno

(PAUL) Practicas de aula 441 Catalan primer cuatrimestre manaha-mixto
(PAUL) Practicas de aula 442 Catalan primer cuatrimestre manafa-mixto
(PLAB) Practicas de laboratorio 441 Catalan/Espafiol primer cuatrimestre manafa-mixto
(PLAB) Practicas de laboratorio 442 Catalan/Espafiol primer cuatrimestre manafa-mixto
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(PLAB) Practicas de laboratorio

443

Catalan/Espanol

primer cuatrimestre

tarde

(PLAB) Practicas de laboratorio

444

Catalan/Espaniol

primer cuatrimestre

manafna-mixto

(TE) Teoria

440

Catalan

primer cuatrimestre

manafa-mixto
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