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Prerrequisitos

Esta asignatura no tiene prerrequisitos

Objetivos y contextualizacién

A partir de casos de estudio reales, este curso esta disefiado para introducir a los estudiantes las
implicaciones éticas y sociales de la inteligencia artificial (IA). La asignatura promovera la incorporacién de
estrategias y el uso de herramientas para minimizar los riesgos éticos y desarrollar sistemas de IA en el marco
de una IA responsable.

Competencias

® Actuar con responsabilidad ética y con respeto por los derechos y deberes fundamentales, la
diversidad y los valores democraticos.

® Actuar en el ambito de conocimiento propio evaluando las desigualdades por razén de sexo/género.

® Comunicarse de manera efectiva, tanto de forma oral como escrita, utilizando adecuadamente los
recursos comunicativos necesarios y adaptandose a las caracteristicas de la situacion y de la
audiencia.



® Concebir, disefiar, analizar e implementar agentes y sistemas ciber-fisicos autbnomos capaces de
interactuar con otros agentes y/o personas en entornos abiertos, teniendo en cuenta las demandas y
necesidades colectivas.

® Desarrollar pensamiento critico para analizar de forma fundamentada y argumentada alternativas y
propuestas tanto propias como ajenas.

® |dentificar, analizar y evaluar el impacto ético y social, el contexto humano y cultural, y las
implicaciones legales del desarrollo de aplicaciones de inteligencia artificial y de manipulacién de datos
en diferentes ambitos.

® Que los estudiantes tengan la capacidad de reunir e interpretar datos relevantes (normalmente dentro
de su area de estudio) para emitir juicios que incluyan una reflexién sobre temas relevantes de indole
social, cientifica o ética.

® Trabajar de forma auténoma, con responsabilidad e iniciativa, planificando y gestionando el tiempo y
los recursos disponibles, adaptandose a las situaciones imprevistas.

Resultados de aprendizaje

1. Analizar criticamente los principios, valores y procedimientos que rigen el ejercicio de la profesion.

2. Analizar las desigualdades por razon de sexo/género y los sesgos de género en el ambito de

conocimiento propio.

Comprender las implicaciones sociales, éticas y legales de la practica profesional en IA.

4. Comunicarse de manera efectiva, tanto de forma oral como escrita, utilizando adecuadamente los
recursos comunicativos necesarios y adaptandose a las caracteristicas de la situaciéon y de la
audiencia.

5. Desarrollar pensamiento critico para analizar de forma fundamentada y argumentada alternativas y

propuestas tanto propias como ajenas.

Explicar el codigo deontoldgico, explicito o implicito, del ambito de conocimiento propio.

7. ldentificar las principales desigualdades y discriminaciones por razén de sexo/géneros presentes en la

sociedad.

Identificar los sesgos sociales, culturales y econdmicos de los algoritmos.

9. Que los estudiantes tengan la capacidad de reunir e interpretar datos relevantes (normalmente dentro
de su area de estudio) para emitir juicios que incluyan una reflexién sobre temas relevantes de indole
social, cientifica o ética.

10. Saber analizar casos de aplicacion de la IA desde un punto de vista ético, legal y social.

11. Saber trabajar en equipo en el disefio proyectos interdisciplinares. Ser capaz de colaborar con no

profesionales y profesionales de otros sectores.

12. Ser capaz de incorporar los principios de la investigacion e innovacion responsable en los desarrollos

basados en la IA.

13. Ser capaz de incorporar valores adecuados a las necesidades de las personas en el disefio de

dispositivos dotados de IA.

14. Trabajar de forma autdbnoma, con responsabilidad e iniciativa, planificando y gestionando el tiempo y

los recursos disponibles, adaptandose a las situaciones imprevistas.

15. Valorar como los estereotipos y los roles de género inciden en el ejercicio profesional.

16. Valorar las dificultades, los prejuicios y las discriminaciones que pueden incluir las acciones o

proyectos, a corto o largo plazo, en relacién con determinadas personas o colectivos.
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Contenido

Parte |. Aspectos éticos de la inteligencia artificial
1. Introduccién: ¢ Por qué los profesionales de la IA deberian estudiar ética?
1.1. Cédigo Etico y de Conducta Profesional de la ACM

1.2. Marcos éticos (consecuencialismo, teoria de la justicia, ética de la virtud...)



1.3. Principios éticos (equidad, responsabilidad, justicia, privacidad...)
2. Recogida de datos y privacidad

2.1. La importancia de la privacidad

2.2. Principales técnicas para la privacidad de datos (anonimato, cifrado, privacidad diferencial...)
2.3. Privacidad mas alla de los datos (en el contexto, por disefo...)

3. Algoritmos, toma de decisiones y sesgos

3.1. Definiciones técnicas de sesgo en resultados algoritmicos

3.2. Discriminacion algoritmica directa e indirecta

3.3. Definicion de equidad y métricas de equidad

3.4. Representacion del conocimiento normativo y ético en 1A

3.5. Directrices éticas para una IA fiable: Al-Fairness Toolkits

4. Explicabilidad

4.1. El impacto sobre la responsabilidad y la rendicion de cuentas en los sistemas autonomos, centrandonos
en el caso de los vehiculos autonomos

4.2. La importancia de las buenas explicaciones en los sistemas de IA

4.3. Herramientas para evaluar la explicabilidad

Parte II: Aspectos ético-politicos de la inteligencia artificial

5.Introduccion: i, Por qué son relevantes los aspectos politicos y sociales de la inteligencia artificial?
5.1.Teoria de la mediacion tecnolégica

5.2. Narrativa en torno a la inteligencia artificial y determinismo tecnolégico

5.3. Innovacion e investigacion responsable (RRI)

6. Etica y robética

6.1. Robots y sociedad

6.2. Retos éticos en robdtica

6.3. Ejemplos aplicados de robdtica en el ambito cotidiano

Actividades formativas y Metodologia

Titulo Horas ECTS Resultados de aprendizaje
Tipo: Dirigidas
Asistencia a clase y participacion activa 30 1,2 3,4,5,9,10,12, 13,14

Casos de estudios 50 2 1,3,5,8,7,12, 15




Practicas y ejercicios 50 2 2,5,6,7,9,10, 13, 14, 16

La orientacion del curso es predominantemente practica. En general, cada clase comenzara con la
presentacion de un caso de estudio real, que dara lugar a una discusién grupal. A continuacion, se
introduciran y explicaran los conceptos, métodos o sistemas de IA relacionados con los retos éticos
planteados por el caso de estudio. Por ultimo, el alumnado realizara practicas individuales o grupales para
reforzar el aprendizaje del contenido de la clase. En algunas sesiones se reserva tiempo para repasar y
corregir estas practicas. Algunas clases consistiran en visitas a centros de investigacion en IA.

Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacién
para que el alumnado rellene las encuestas de evaluacién de la actuacién del profesorado y de evaluacion de
la asignatura o médulo.

Evaluacién

Actividades de evaluacién continuada

Titulo Peso Horas ECTS Resultados de aprendizaje

Practica evaluativa 1 34% 7 0,28 1,2,3,4,5,6,8,7,9,10, 12,13, 14,15, 16
Practica evaluativa 2 33% 7 0,28 1,3,4,5,6,8,7,9,10, 14, 16

Practica evaluativa 3 33% 6 0,24 4,5,9,11,12,13,14

La evaluacion de la asignatura se puede llevar a cabo mediante dos modalidades: evaluacién continua o
evaluacion unica.

Evaluacién continua
El estudiante debera completar individualmente tres actividades de evaluacion: dos correspondientes a la
Parte | y una a la Parte Il

Actividad 1: prueba escrita en clase con preguntas cortas sobre la Parte | y analisis de un caso real de
aplicacion de un sistema de IA.

Actividad 2: uso de kits de herramientas de |IA para evaluar y discutir métricas éticas de un sistema de IA.
Actividad 3: prueba escrita en clase sobre la Parte |l

Para poder ser evaluado mediante esta modalidad, es necesario haber realizado las tres actividades. Para
superar la asignatura, se debe obtener una nota minima de 5 sobre 10 en cada una de ellas. En caso
contrario, el estudiante debera presentarse a la recuperacién. La nota final sera la media aritmética de las tres
actividades de evaluacion.

Evaluacion unica

El estudiante realizara un examen final individual en enero, estructurado en tres partes equivalentes a las
actividades de la evaluacion continua, tanto por el tipo de prueba como por su peso. Para aprobar, se debe
obtener una nota minima de 5 sobre 10 en cada una de las tres partes. La nota final sera la media aritmética
de las tres calificaciones.

Recuperacion
Podran acceder a la recuperacion:



- Estudiantes que hayan completado las tres actividades de evaluacion (evaluacion continua)
- Estudiantes que se hayan presentado al examen de enero (evaluacion unica)

La recuperacion consistira en un examen final individual. Para aprobar, se debe obtener una nota minima de
5.Esta sera la nota final de la asignatura.

Revisién de calificaciones
Después de cada actividad de evaluacion, el profesorado informara a través de Moodle sobre las
calificaciones obtenidas y el procedimiento y la fecha para la revision.

Matricula de honor
Se otorgaran a estudiantes con una nota final de 10. Si hay mas estudiantes con esta nota que matriculas de
honor asignadas a esta asignatura, se realizara una prueba adicional para determinar a quién se otorgan.

No evaluable
El estudiante recibira la calificacion de "No evaluable" si no se presenta a mas de una actividad de evaluacion
(evaluacion continua) o si no se presenta al examen de enero (evaluacion unica).

Estudiantes repetidores
No se prevé ningun tratamiento diferenciado para estudiantes repetidores.

Uso de la Inteligencia Artificial (1A)

En esta asignatura, no se permite el uso de tecnologias de IA en ninguna de sus fases. Cualquier trabajo que
incluya fragmentos generados con IA sera considerado una falta de honestidad académica y podra conllevar
una penalizacién parcial o total en la nota de la actividad, o sanciones mayores en casos graves.

Irregularidades

Cualquier irregularidad que pueda alterar significativamente la calificacion de una actividad conllevara una
nota de cero en dicha actividad. En caso de multiples irregularidades, la nota final de la asignatura sera cero,
independientemente de cualquier proceso disciplinario.

Adaptacion a formato en linea

En caso de que las pruebas o examenes no puedan realizarse de forma presencial, se adaptaran a un formato
enlinea disponiblea través de las herramientas virtuales de la UAB (se mantendré la ponderacion original). Los
deberes, actividades y la participacion en clase se realizaran mediante foros, wikis y/o discusiones en Teams,
etc. El profesorado velara por que los estudiantes puedan acceder a estas herramientas virtuales o les
ofrecera alternativas viables.
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Software

Por determinar (Parte ).

Grupos e idiomas de la asignatura

La informacién proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacion, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno

(PAUL) Practicas de aula 711 Inglés primer cuatrimestre tarde

(TE) Teoria 71 Inglés primer cuatrimestre tarde



https://sia.uab.cat/servei/ALU_TPDS_PORT_ESP.html

