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Prerequisits

Aquesta assignatura no té prerequisits. Aquesta assignatura s'impartira amb perspectiva dels Objectius de
Desenvolupament Sostenible.

Objectius
Els objectius de I'assignatura son:

® Donar uns coneixements basics del paper del dret en el camp de la intel-ligéncia artificial

® Coneixer el marc legal aplicable de la intel-ligéncia artificial

® Entendre els principals aspectes legals relacionats amb la intel-ligéncia artificial a nivell estatal, europeu
i mundial.

Competencies

® Actuar amb responsabilitat ética i amb respecte pels drets i deures fonamentals, la diversitat i els valors
democratics.

® Comunicar-se de manera efectiva, tant oralment com per escrit, utilitzant adequadament els recursos
comunicatius necessaris i adaptant-se a les caracteristiques de la situacié i de laudiéncia.

® Desenvolupar pensament critic per analitzar de manera fonamentada i argumentada alternatives i
propostes tant propies com alienes.



® |dentificar, analitzar i avaluar limpacte étic i social, el context huma i cultural i les implicacions legals del
desenvolupament daplicacions dintel-ligéncia artificial i de manipulacio de dades en diferents ambits.

® Que els estudiants tinguin la capacitat de reunir i interpretar dades rellevants (normalment dins de la
seva area d'estudi) per emetre judicis que incloguin una reflexié sobre temes destacats d'indole social,
cientifica o ética.

® Treballar de manera autdbnoma, amb responsabilitat i iniciativa, planificant i gestionant el temps i els
recursos disponibles i adaptant-se a les situacions imprevistes.

Resultats d'aprenentatge

1. Analitzar criticament els principis, valors i procediments que regeixen lexercici de la professio.

Analitzar la propietat intel-lectual en relacié amb la IA.

3. Analitzar laplicacié de la normativa de proteccio de dades i el dret a la intimitat en el disseny i
desenvolupament de la IA.

4. Comprendre les implicacions socials, etiques i legals de la practica professional en IA.

5. Comunicar-se de manera efectiva, tant oralment com per escrit, utilitzant adequadament els recursos
comunicatius necessaris i adaptant-se a les caracteristiques de la situacio i de laudiencia.

6. Desenvolupar pensament critic per analitzar de manera fonamentada i argumentada alternatives i

propostes tant propies com alienes.

Explicar el codi deontologic, explicit o implicit, de lambit de coneixement propi.

Identificar els suposits de responsabilitat civil en lus de la IA.

9. Que els estudiants tinguin la capacitat de reunir i interpretar dades rellevants (normalment dins de la
seva area d'estudi) per emetre judicis que incloguin una reflexié sobre temes destacats d'indole social,
cientifica o ética.

10. Saber analitzar casos daplicacié de la IA des dun punt de vista &tic, legal i social.

11. Treballar de manera autonoma, amb responsabilitat i iniciativa, planificant i gestionant el temps i els
recursos disponibles i adaptant-se a les situacions imprevistes.

12. Valorar les dificultats, els prejudicis i les discriminacions que poden incloure les accions o projectes, a
curt o llarg termini, en relacié amb determinades persones o col-lectius.

N

® N

Continguts
-PART | -

1. Introducci6 al Dret / Fonaments del Dret. 1.1. Diferéncies entre Dret, ética, moral i altres tipus de normes.
1.2. Dret Internacional, Dret europeu i Dret estatal. 1.3. Directrius etiques i soft Law. 1.4. Regulacio i
autoregulacio. 1.5. Elaboracié del Dret, aplicacio del Dret i accés a la justicia.

2. Intel-ligéncia Atrtificial i drets humans. 2.1. Diferenciis entre drets humans, drets fonamentals i altres tipus de
drets. 2.2. Proteccid legal, garanties dels drets humans i la seva aplicacié en el camp de la Intel-ligéncia
Artificial. 2.3. Principis étics de la |A: respecte de I'autonomia humana, prevencio del mal, equitat i
explicabilitat. 2.4. Transparéncia en la presa de decisions.

3. Intel-ligéncia artificial i Dret Antidiscriminatori. 3.1. Marcs legals enfront de la discriminacio: internacional,
europeu i estatal. 3.2. La IA i el biaix discriminatori: instruments legals i obligacions juridiques. 3.3. Moderacio
de continguts i Codis de conducta.

4. |A, génere i menors. 4.1. Igualtat de génere, perspectiva de génere i anti-génere. 4.2. |IA com a tecnologia
del génere: instruments legals i conseqiiéncies juridiques. 4.3. 1A i els menors.

5. Drets digitals i sistemes de IA. 5.1. Marc legal i implicacions en el camp de la IA. 5.2. La Carta dels Drets
Digitals. 5.3. Set requisits dels sistemes de la IA.

6. IA i Proteccio de dades personals. 6.1. Impacte de la Regulacio de Proteccié de Dades Personals (GDPR)
enlalA. 6.2. Us legal i legitim de dades personals mitjangant IA.



- PART Il -

7. Fonaments de Dret privat. 7.1. Dret de contractes. Drets dels consumidors 7.1.1. Dret de contractes. 7.1.2.
Drets dels consumidors. 7.2. Contractes de provisio de serveis i continguts digitals. 7.3. Responsabilitat civil.
responsabilitat extracontractual. 7.4. Reglament de Serveis Digitals. 7.4.1. Introduccié. 7.4.2. Canvi de
paradigma dels serveis digitals.

8. Evolucid i de la regulacié de la IA. 8.1. Década Digital per a 2030. 8.2. Regulacié de la IA basada en els
riscos. 8.2.1. Ambit d'aplicacié. 8.2.2. Definicions legals. 8.3. Sistemes de IA. Requisits legals. 8.4. Objectius
dels models de IA. Requisits legals. 8.5. IA Generativa. 8.6. Ciberseguretat.

9. Regulacié de les dades. 9.1. Qué és una dada i com classificar-lo. 9.2. El text i I'excepcié del data mining en
la legislacio de drets d'autor. 9.3. La governancga de les dades. 9.4. La Regulacié europea sobre les dades
(Data Act).

10. Responsabilitat extracontractual derivada dels danys causats per sistemes de IA. 10.1. La proposta de
Regulacié europea sobre responsabilitat extracontractual. 10.2. La proposta europea de regulacio de la
responsabilitat dels productors de sistemes de IA.

11. La proteccio legal dels sistemes de IA. 11.1. Drets basics d'autor i creacio. 11.2. La regulacié de
Programari. 11.3. El dret Sui generis de les bases de dades. 11.4. La regulacié dels secrets comercials a
Europa.

Activitats formatives i Metodologia

Titol Hores ECTS Resultats d'aprenentatge

Tipus: Dirigides

Assisténcia i participacié en clase 44 1,76 1,3,4,5,6,9, 10, 12
Estudi de casos 50 2 1,2,3,4,6,8,9,10, 11,12
Practiques i exercicis 50 2 1,2,3,4,6,8,9,10, 11, 12

L'orientacio del curs és predominantment practica. Cada classe comencgara generalment amb la presentacio
d'un cas o problema real, que donara lloc a una discussié grupal. A continuacié, s'introduiran i explicaran els
conceptes legals, el marc legal aplicable i els reptes legals per a la intel-ligéncia artificial.

Nota: es reservaran 15 minuts d'una classe, dins del calendari establert pel centre/titulacio, perqué els
alumnes completin les enquestes d'avaluacié de I'actuacié del professorat i d'avaluacio de I'assignatura.

Avaluacié

Activitats d'avaluacié continuada

Titol Pes Hores ECTS Resultats d'aprenentatge

Avaluacio cas practic 25% 3 0,12 2,3,4,6,7,8,9,10, 11,12




Avaluacié de una noticia 25% 3 0,12 1,4,5,6,9, 10, 11,12

La nota final s'obtindra a partir dels seguients elements:

1. Avaluacié continuada de les classes (40% de la nota). Aquesta nota es divideix en:

Entrega de evidéncies de cada classe de la primera part (Marc-Abraham Puig) (20% de la nota final).
Entrega de evidencies de cada classe de la segona part (Santiago Robert) (20% de la nota final)

Les evidéncies seran el resultat de casos practics introduits pel professorat. S'aconsella a I'estudiantat
I'assisténcia continuada a classe i la realitzacié de les activitats programades al llarg del curs (lectures,
comentaris de legislacié, analisi de jurisprudencia, etc.).

2. Examen parcial (20 % de la nota final)

La matéria aprovada alliberara a I'examen final sempre i quan la nota arribi a un minim de 6

3. Examen final (40% de la nota)

L'examen final s'ha de superar amb una nota de 5 o més per fer mitja amb la resta de qualificacions de
l'avaluacié continuada.

REAVALUACIO

Només es realitzara reavaluacio de la part relativa a I'examen final. La nota final en aquest cas no podra ser
superior a un 6.

L'alumnat sera avaluable sempre que hagi realitzat un conjunt d'activitats el pes de les quals equivalgui a un
minim de 2/3 parts de la qualificacio total de I'assignatura. Si el valor de les activitats realitzades no arriba a
aquest llindar, el professor/a de I'assignatura pot considerar I'estudiant com a "no avaluable".

AVALUACIO UNICA

Examen final (50% de la nota final)

Realitzaci6 de 4 casos practics (50 %de la nota final)

S'aplicara el mateix criteri de "no avaluable" que per I'avaluacié continuada

USDE LA IA

Us restringit: per a aquesta assignatura es permet I'iis de tecnologies d'Intel-ligéncia Artificial (IA) amb
I'excepcid de totes aquelles activitats que hi computin per a l'avaluacié. En aquest cas, el professorat indicara
de quina manera es podria fer servir i com s'avaluara el seu Us. L'estudiantat haura d'identificar clarament
quines parts han estat generades amb aquesta tecnologia, especificar les eines emprades i incloure una
reflexio critica sobre com aquestes han influit en el procés i el resultat final de I'activitat. La no transparéncia
de I's de la IA en aquesta activitat avaluable es considerara falta d'honestedat académica i pot comportar una
penalitzacié parcial o total en la nota de I'activitat, o sancions majors en casos de gravetat.
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Enlaces de interés

https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper.

https://www.whitehouse.gov/ostp/ai-bill-of-rights/

https://commission.europa.eu/system/files/2020-02/commission-white-paper-artificial-intelligence-feb2020_en.pdi
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Programari

L'assignatura no exigeix un programari especific

Grups i idiomes de l'assignatura

La informacié proporcionada és provisional fins al 30 de novembre de 2025. A partir d'aquesta data, podreu
consultar 'idioma de cada grup a través daquest enllag. Per accedir a la informacid, caldra introduir el CODI
de l'assignatura

Nom Grup Idioma Semestre Torn
(PAUL) Practiques d'aula 711 Angles primer quadrimestre tarda
(PLAB) Practiques de laboratori 711 Anglées primer quadrimestre tarda

(TE) Teoria 71 Anglés primer quadrimestre tarda



https://sia.uab.cat/servei/ALU_TPDS_PORT_CAT.html

