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Prerrequisitos

Haber cursado las asignaturas de Fundamentos de Aprendizaje Automatico, Fundamentos de Programacion,
Fundamentos de Matematicas, Probabilidad y Estadistica, e Ingenieria de Datos.

Objetivos y contextualizacién

Esta asignatura tiene como objetivo dar una introduccion practica a los modelos de redes neuronales y el
aprendizaje profundo.

Los estudiantes consolidaran y ampliaran sus antecedentes tedricos, construyendo sobre asignaturas
anteriores sobre aprendizaje automatico y complementando el conocimiento previo con nuevos conceptos
sobre el disefio de redes neuronales, las herramientas y sistemas de aprendizaje profundo, y las técnicas de
aprendizaje para dichos modelos.

Los estudiantes deben terminar esta asignatura, teniendo un amplio conocimiento de las diferentes
arquitecturas de redes neuronales y sus escenarios de uso tipicos, y una capacidad demostrada para elegir
criticamente la arquitectura correcta y los mecanismos de aprendizaje adecuados para cada tarea.

Finalmente, los estudiantes recibiran capacitacion practica y adquiriran experiencia en el uso de los sistemas
actuales de aprendizaje profundo para resolver tareas concretas.

Competencias



Desarrollar pensamiento critico para analizar de forma fundamentada y argumentada alternativas y

propuestas tanto propias como ajenas.

® Elaborar estrategias para formular y solucionar diferentes problemas de aprendizaje de manera
cientifica, creativa, critica y sistematica, conociendo las capacidades y limitaciones de los diferentes
métodos y herramientas existentes.

® |dentificar, comprender y aplicar los conceptos y técnicas fundamentales de representacién del
conocimiento, razonamiento y aprendizaje computacional para la soluciéon de problemas de inteligencia
artificial.

® |dentificar, comprender y aplicar los conceptos y técnicas fundamentales de representacién del
conocimiento, razonamiento y aprendizaje computacional para la soluciéon de problemas de inteligencia
artificial.

® |ntroducir cambios en los métodos y los procesos del ambito de conocimiento para dar respuestas
innovadoras a las necesidades y demandas de la sociedad.

® Que los estudiantes tengan la capacidad de reunir e interpretar datos relevantes (normalmente dentro
de su area de estudio) para emitir juicios que incluyan una reflexion sobre temas relevantes de indole
social, cientifica o ética.

® Trabajar cooperativamente para la consecucion de objetivos comunes, asumiendo la propia

responsabilidad y respetando el rol de los diferentes miembros del equipo.

Resultados de aprendizaje

1. Comprender el algoritmo de descenso de gradiente y sus variantes, y poder aplicarlo para resolver
problemas de regresion y clasificacion.

2. Comprender los mecanismos de aprendizaje profundo basado en redes neuronales para poder disenar
y aplicar la arquitectura mas adecuada a un problema determinado.

3. Desarrollar pensamiento critico para analizar de forma fundamentada y argumentada alternativas y
propuestas tanto propias como ajenas.

4. Entender los conceptos de bias y variance, y poder emplear métodos de preparacion de datos y
técnicas de regularizacion para obtener soluciones generalizables a partir de los datos disponibles.

5. Formular la funcién de coste mas adecuada para un problema concreto segun las caracteristicas de los
datos experimentales y requerimientos / restricciones del problema.

6. Planificar, ejecutar e interpretar el proceso de entrenamiento de un modelo de red neuronal profunda
usando un método de optimizacién adecuado, empleando las técnicas adecuadas de
pre-procesamiento e inicializacion de datos, y las técnicas de regularizacion necesarias.

7. Ponderar los riesgos y las oportunidades de las propuestas de mejora tanto propias como ajenas.

8. Que los estudiantes tengan la capacidad de reunir e interpretar datos relevantes (normalmente dentro
de su area de estudio) para emitir juicios que incluyan una reflexién sobre temas relevantes de indole
social, cientifica o ética.

9. Trabajar cooperativamente para la consecucién de objetivos comunes, asumiendo la propia
responsabilidad y respetando el rol de los diferentes miembros del equipo.

Contenido

® Redes neuronales
® Neuronas McCulloch-Pitts y Perceptron
® Multi-layer perceptréon
® Backpropagation
® Proceso de entrenamiento
® |nicializaciéon
® Algoritmos de optimizacion
® Técnicas de regularizacion
® Tareas y funciones de coste
® Arquitecturas profundas de redes neuronales
® Redes convolucionales



® Redes recurrentes

® Aprendizaje no supervisado (autoencoders)

® Atencién y Transformers

® Aprendizaje de métricas (siamese vy triplet networks)

Actividades formativas y Metodologia

Titulo Horas ECTS Resultados de aprendizaje
Tipo: Dirigidas

Clases de teoria 24 0,96 2,1,4,5,6

Sesiones de laboratorio 21 0,84 2,1,3,4,5,6,7,8,9

Tipo: Supervisadas

Trabajo en problemas / proyectos 40 1,6 2,3,5,6,7,8,9

Tutorias 2 0,08 2,1,3,4,5,6,7

Tipo: Auténomas

Estudio individual 20 0,8 2,1,4,5,6

Trabajo en problemas / proyectos 30 1,2 2,3,56,7,8,9

El disefo de redes neuronales se guia por los tipos de problemas que pretende resolver. A lo largo de esta
asignatura sera esa tipologia de problemas la que proporcionara la motivacion de cada apartado y orientara la
organizacion de los contenidos.

Habra dos tipos de sesiones:

Clases de teoria: El objetivo de estas sesiones es que el profesor explique los antecedentes tedricos de la
asignatura. Para cada uno de los temas estudiados se explica la teoria y formulacién matematica, asi como
las correspondientes soluciones algoritmicas.

Sesiones de laboratorio: Las sesiones de laboratorio tienen como objetivo facilitar la interaccion, el trabajo
colaborativo y reforzar la comprensién de los temas vistos en las clases de teoria mediante la elaboracion de
casos practicos que requieren el disefio de soluciones utilizando los métodos estudiados en las clases de
teoria. La resolucion de problemas se iniciara en la clase y se complementara con una serie de problemas
semanales para trabajar en casa.

Las actividades anteriores se complementaran con un sistema de tutorias y consultas fuera del horario de
clases.

Proyecto de la Asignatura: Durante el semestre se realizara un proyecto, donde los alumnos deberan resolver
un problema especifico de cierta complejidad. Se trabajara en grupos de 2-3 alumnos, donde cada miembro
del grupo debera contribuir por igual a la solucién final. Estos grupos de trabajo se mantendran hasta el final
del semestre y deberan autogestionarse en cuanto a distribucion de roles, planificacion del trabajo, asignacion
de tareas, gestion de los recursos disponibles, conflictos, etc. Para desarrollar el proyecto, los grupos
trabajaran de forma autdbnoma, mientras que algunas de las sesiones de laboratorio se utilizaran (1) para que
el profesor presente la tematica de los proyectos y discuta los posibles enfoques, (2) para monitorear el
estado del proyecto y (3) para que los equipos presenten sus resultados finales.



En esta asignatura, el uso de tecnologias de Inteligencia Artificial Generativa (IA) se permite exclusivamente
en tareas de apoyo, como la correccion de textos o las traducciones. El estudiante no debe utilizar tecnologias
de |A para desarrollar codigo que se entregara como parte de los ejercicios semanales o del proyecto de
curso. El estudiante debe identificar claramente qué partes se han generado con esta tecnologia, especificar
las herramientas utilizadas e incluir una reflexion critica sobre como estas han influido en el proceso y el
resultado final de la actividad. La falta de transparencia en el uso de la IA en esta actividad evaluable se
considerara una falta de probidad académica y podra conllevar una penalizacion parcial o total en la
calificacion de la actividad, o sanciones mayores en casos graves.

Toda la informacion de la asignatura y los documentos relacionados que necesiten los alumnos estaran
disponibles en el campus virtual (cv.uab.cat).

Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacion

para que el alumnado rellene las encuestas de evaluacion de la actuacion del profesorado y de evaluacion de

la asignatura o modulo.

Evaluacién

Actividades de evaluacién continuada

Titulo Peso Horas ECTS Resultados de aprendizaje
Entrega de problemas 10% 5 0,2 3,7,8,9

Pruebas escritas 50% 4 0,16 2,1,4,5,6

Pruebas practicas 40% 4 0,16 3,7,8

Para evaluar el nivel de aprendizaje del alumno, se establece una formula que combina la adquisicion de
conocimientos tedricos y practicos, y la capacidad de resolucion de problemas.

Nota final

La nota final se calcula ponderada de la siguiente forma y segun las diferentes actividades que se llevan a
cabo:

Nota final = 0.5 * Nota de teoria + 0.1 * Nota de problemas + 0.4 * Nota de Proyecto

Esta formula se aplicara siempre que la calificacion de la evaluacion tedrica y practica sea superior a 5. No
hay restriccién en la calificacion del portafolio de problemas. Si al hacer el calculo de la formula se obtiene> =
5 pero la nota de teoria o la nota de la evaluacién practica no alcanza el minimo exigido, se otorgara una nota
final de 4,5.

Nota de teoria

La nota de teoria tiene como objetivo evaluar las habilidades individuales del alumno en cuanto al contenido
tedrico de la asignatura, esto se realiza de forma continua durante el curso a través de dos examenes
parciales. La calificacidon general de teoria es el promedio de las calificaciones de los dos examenes parciales.

El examen parcial # 1 se realiza a mitad de semestre y sirve para eliminar parte de la materia si se aprueba. El
examen parcial # 2 se realiza al final del semestre y sirve para eliminar la parte del temario que viene después
del parcial 1 si se aprueba.



Estos examenes tienen como objetivo evaluar las habilidades de cada alumno de forma individualizada, tanto
en la resolucion de problemas utilizando las técnicas explicadas en clase, como valorando el nivel de
conceptualizacion que ha hecho el alumno de las técnicas vistas. Para obtener una nota de teoria se requerira
que las calificaciones de ambos examenes parciales sean superiores a 4. Si al hacer el calculo de la formula
se obtiene> = 5 pero las calificaciones de cualquiera de los dos examenes parciales no alcanzan el minimo
requerido, entonces la nota final de teoria sera de 4.5.

Examen de recuperacion. En caso de que la nota de teoria no alcanza el nivel adecuado para aprobar, los
alumnos pueden realizar un examen de recuperacion, destinado a recuperar la parte reprobada (1, 2 o ambas)
del proceso de evaluacién continua.

Nota de Problemas

El objetivo de los problemas es que el alumno se entrene de forma continuada con los contenidos de la
asignatura y se familiarice con la aplicacion de los conceptos tedricos. Como prueba de este trabajo se solicita
la entrega de un portafolio con las soluciones a los problemas semanales. Para obtener una nota de
problemas se requiere que el alumno entregue un minimo del 70% de los problemas. En caso contrario, la
calificacion de problemas sera 0.

Nota de Proyecto

El proyecto de asignatura tiene un peso esencial en la nota global de la asignatura. Desarrollar el proyecto
requiere que los estudiantes trabajen de manera colaborativa y disefien una solucion integral al reto definido.
Ademas, los estudiantes deben demostrar sus habilidades de trabajo en equipo y presentar los resultados en
clase.

El proyecto se evalla a través de sus entregables, una presentacion oral que los estudiantes realizaran en
clase y un proceso de autoevaluacion. La participacion de los estudiantes en las tres actividades (preparacion
del entregable, presentacion y autoevaluacién) es necesaria para obtener la calificacion de los proyectos. La
calificacién se calcula de la siguiente manera:

Nota Proyecto = 0.6 * Nota Entregable + 0.3 * Nota Presentacion + 0.1 * Nota Autoevaluacion

Si al realizar el calculo anterior se obtiene >= 5 pero el estudiante no participé en ninguna de las actividades
(entregables, presentacion, autoevaluacion), entonces se otorgara una calificacion final de 4.5 al proyecto del
curso.

En caso de no alcanzar la nota minima, el grupo podra recuperar el proyecto, con una nota maxima restringida
a7/10.

Notas importantes

Sin perjuicio de otras medidas disciplinarias que se estimen oportunas, y de acuerdo con la normativa
académica vigente, las actividades de evaluacion seran suspendidas con cero (0) siempre que un alumno
cometa alguna irregularidad académica que pueda alterar dicha evaluacion (por ejemplo, plagio, copia, cesion
de copia, ...). Las actividades de evaluacion calificadas de esta forma y por este procedimiento no seran
recuperables. Si se necesita aprobar alguna de estas actividades de evaluacion para aprobar la asignatura,
esta asignatura se suspendera directamente, sin posibilidad de recuperarla en el mismo curso.

En caso de que el alumno no participe en el proyecto de la asignatura o en algun de los examenes, la nota
correspondiente de la actividad y la nota final de la asignatura sera "no evaluable".

Para obtener matricula de honor, la calificacion final debe ser igual o superior a 9 puntos. Debido a que el
numero de estudiantes con esta distincion no puede exceder el 5% del numero total de estudiantes inscritos
en el curso, se le otorga a quien tenga la calificacion final mas alta. En caso de empate, se tendran en cuenta
los resultados de los examenes parciales.



Mas detalles sobre el proceso de evaluacion sedaran en clase durante las primeras semanas del semestre.
En caso de discrepancia entre esta guia y la informacion proporcionada en clase, prevalecera la informacion
proporcionada en clase.

Bibliografia
Libros:

® Deep Learning, lan Goodfellow, Yoshua Bengio, and Aaron Courville, MIT Press, 15t Ed. 2016

® Deep learning with Python, Frangois Chollet, Manning Publications, 2nd Ed., 2022
® Pattern Recognition and Machine Learning, Christopher Bishop, Springer, 2011

Libros online:

® Michael Nielsen, "Neural Networks and Deep Learning"
http://neuralnetworksanddeeplearning.com/
® Zhang, Z.C. Lipton, M. Li, A.J. Smola, "Dive into Deep Learning", 2021

https://d2l.ai/

Software

Para las actividades practicas del curso usaremos Python (NumPy, MatPlotLib, SciKit Learn) y PyTorch

Grupos e idiomas de la asignatura

La informacion proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacion, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno
(PAUL) Practicas de aula 71 Inglés segundo cuatrimestre tarde
(PLAB) Practicas de laboratorio 711 Inglés segundo cuatrimestre tarde
(PLAB) Practicas de laboratorio 712 Inglés segundo cuatrimestre tarde

(TE) Teoria 71 Inglés segundo cuatrimestre tarde



http://neuralnetworksanddeeplearning.com/
https://d2l.ai/
https://sia.uab.cat/servei/ALU_TPDS_PORT_ESP.html

