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Prerequisites
® Mathematical knowledge at the level of Science or Engineering bachelor degree.

® Programming skills.

Objectives and Contextualisation

The course is dedicated to studying and practicing various deterministic and heuristic optimization methods,
with special emphasis on routing and convex optimization. The course will also cover other optimization topics.
This course aims to provide students with the necessary knowledge and basic tools to model and solve
optimization problems.

Learning Outcomes

1. CAO01 (Competence) Integrate specific optimisation tools with the aim of improving the efficiency and
accuracy of different mathematical modelling processes.

2. CA02 (Competence) Communicate the results obtained from addressing specific optimisation problems
to an expert audience.

3. CAO03 (Competence) Work in multidisciplinary teams to develop optimisation solutions in the modelling
of processes and problems in applied and/or professional contexts.



4. KAO1 (Knowledge) Identify the most common programming environments to solve optimisation
problems.

5. KAO2 (Knowledge) Identify the structure and functionality of the main mathematical optimisation

algorithms.

SAO01 (Skill) Apply specific software to solve optimisation problems.

SAO01 (Skill) Apply specific software to solve optimisation problems.

SAO02 (Skill) Apply optimisation techniques that provide an adequate response to particular problems.

SAO03 (Skill) Interpret the results obtained from implementing optimisation algorithms in particular

problems.
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Content
Main contents:

® Combinatorial Algorithms for graphs and routing: Dijkstra and A* algorithms. Optimisation over graphs.
® Deterministic optimization (constrained and non-constrained).

Possible additional topics:

® Genetic Algorithms.

® Simulated Annealing.

® Ant colony optimisation algorithms.
® Others.

Activities and Methodology

Title Hours ECTS Learning Outcomes

Type: Directed

Attending at the different sessions and related activities 37.75 1.51

Evaluation of the teaching performance and the subject 0.25 0.01

Type: Autonomous

Assignments (implementation of the algorithms individual and group activities) 42 1.68

The methodology is based on lectures with slide presentations and blackboard, including master and practical
sessions.

Annotation: Within the schedule set by the centre or degree programme, 15 minutes of one class will be
reserved for students to evaluate their lecturers and their courses or modules through questionnaires.
Assessment

Continous Assessment Activities



Title Weighting Hours ECTS Learning Outcomes

Delivery and presentation of the final project 30% 21 0.84 CAO01, CA02, CA03, KAO1,
(four-person teams) KAO02, SA01, SA02, SA03
Individual projects in realistic cases 30% 21 0.84 CAO01, CA02, KAO1, KAO2,

SA01, SA02, SA03

Projects in realistic cases in two-person teams 40% 28 1.12 CAO01, CA02, CA03, KAO1,
(exceptionally, three-person) KA02, SA01, SA02, SA03

The assessment has three parts:

® Individual assigments: summary report and code solving a given problem.

® Two-person assigments (if necessary due to the number of students, a group of 3 would be accepted):
summary report and code soling a given problem.

® Four-person assigment (if necessary due to the number of students, a group of 3 or 5 would be
accepted): report, (may include code) and oral presentation.

The final grade for the subject will be:

® The weighted average according to the weight of each part for those students who have taken 3.5 or
more in all parts.

® The minimum between 3.5 and the weighted average according to the weight of each part for those
students who have done at least two of the parts and in some of the parts do not reach 3.5.

® Not assessable for those students who have done less than two of the parts.

Students who, despite having been evaluated in at least two of the three parts, do not pass the subject may
ask the teaching staff to be re-evaluated in the parts they have not passed (this re-evaluation may include
assignments and an oral exam).
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Software

Recommended sofware:

°C
® MATLAB

Groups and Languages

Please note that this information is provisional until 30 November 2025. You can check it through this link. To
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