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Prerrequisitos
® Conocimiento de matematicas a nivel de un grado en ciencias o ingenieria.

® Saber programar.

Objetivos y contextualizacion

El curso esta dedicado a estudiar y practicar diversos métodos de optimizacion determinista y heuristica,
haciendo especial énfasis en el enrutamiento y la optimizacion convexa. El curso tratara también otros temas
de optimizacion.

Este curso pretende dar al alumnado los conocimientos necesarios y herramientas basicas para moldear y
resolver problemas de optimizacion.

Resultados de aprendizaje

1. CAO01 (Competencia) Integrar herramientas especificas de optimizacion con el objetivo de mejorar la
eficiencia y precision de diferentes procesos de modelizacidon matematica

2. CA02 (Competencia) Comunicar los resultados derivados del tratamiento de problemas concretos de
optimizacion a un publico experto



3. CAO03 (Competencia) Trabajar en equipos multidisciplinares para desarrollar soluciones de optimizacion
en la modelizacion de procesos y problemas en contextos aplicados y/o profesionales

4. KAO1 (Conocimiento) Identificar los entornos de programacién mas habituales para resolver problemas
de optimizacion

5. KA02 (Conocimiento) Identificar la estructura y funcionalidad de los principales algoritmos de
optimizacion matematica

6. SAO1 (Habilidad) Aplicar software especifico para la resolucion de problemas de optimizacion

7. SAO1 (Habilidad) Aplicar software especifico para la resolucion de problemas de optimizacién

8. SA02 (Habilidad) Aplicar técnicas de optimizacion que permitan dar respuesta adecuada a problemas
particulares.

9. SAO03 (Habilidad) Interpretar los resultados obtenidos de la implementacion de algoritmos de
optimizacion en problemas particulares

Contenido
Contenidos principales:

® Algoritmos combinatorios para grafos y enrutamientos: algoritmos Dijkstra y A *. Optimitzacién sobre
grafos.
® Optimitzacion determinista (problemas con y sin restricciones).

Posibles topicos addicionales:

® Algoritmos genéticos.

® Simulated annealing.

® Algoritmos de colonias de hormigas.
® Otros.

Actividades formativas y Metodologia

Resultados de

Titulo ECTS R
Tipo: Dirigidas

Asistir a las clases y actividades relacionadas 37,75 1,51

Evaluacion del profesorado y de la asignatura 0,25 0,01

Tipo: Auténomas

Tareas (implementacion de los algoritmos actividad individual y en 42 1,68
grupo)

La metodologia consiste en clases tedricas (presentaciones con transparencias y pizarra), y sesiones
practicas.

Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacién
para que el alumnado rellene las encuestas de evaluacién de la actuacion del profesorado y de evaluacion de
la asignatura o médulo.



Evaluacién

Actividades de evaluacién continuada

Titulo Peso Horas ECTS Resultados de aprendizaje

Entrega y exposicion del trabajo final (grupos de 4) 30% 21 0,84 CA01, CA02, CA03, KAO1, KAO2,
SA01, SA02, SA03

Proyectos de casos realistas de forma individual 30% 21 0,84 CAO01, CA02, KAO1, KAO2, SA01,
SA02, SA03

Proyectos en casos realistas en grupos de 2 40% 28 1,12 CAO01, CA02, CA03, KAO1, KA02,

(excepcionalmente 3) SA01, SA02, SA03

La evaluacion tiene tres partes:

® Trabajos individuales: informe resumido y cédigo solucionando el problema planteado.

® Trabajos en grupos de 2 (si es necesario por el nimero de alumnos, se aceptaria algin grupo de 3):
informe resumido y codigo solucionando el problema planteado.

® Trabajo en grupos de 4 (si es necesario por el nimero de alumnos, se aceptaria algun grupo 3 o 5):
informe, (puede incluir codigo) y presentacion oral.

La nota final de la asignatura sera:

® | a media ponderada segun el peso de cada parte para aquellos estudiantes que hayan sacado 3,5 o
mas a todas las partes.

® El minimo entre 3,5 y la media ponderada segun el peso de cada parte para aquellos estudiantes que
hayan realizado al menos dos de las partes y en alguna de las partes no lleguen al 3,5.

® No evaluable para aquellos estudiantes que hayan realizado menos de dos de las partes.

Aquellos alumnos que, a pesar de haberse evaluado de un minimo de dos de las tres partes, no superen la
asignatura, podran pedir al profesorado ser reevaluados de las partes que no hayan superado (esta
reevaluacion puede incluir entregas y examen oral).
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Software

Sofware recomendado:

°C
® MATLAB

Grupos e idiomas de la asignhatura

La informacién proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacién, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno

(TEm) Teoria (master) 1 Inglés primer cuatrimestre tarde
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