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Prerrequisitos

No hay prerequisitos

Objetivos y contextualizacién
El objetivo del médulo es:

® Desarrollar programas en C.

® |dentificar las dificultades relacionadas con la programacion paralela.

® Aplicar una metodologia adecuada para el desarrollo de aplicaciones paralelas.

® Comprender las diferencias de los enfoques de programacién en paralelo: memoria compartida, paso
de mensajes.

® Determinar el enfoque de programacion paralela mas conveniente para desarrollar una aplicacién
particular.

® Desarrollar aplicaciones paralelas.

® Evaluar el rendimiento de la aplicacion paralela y recopilar las medidas necesarias para ajustar la
aplicacion a fin de mejorar su rendimiento.

Al final de este médulo, los estudiantes deben tener conocimientos, métodos y habilidades técnicas suficientes
para desarrollar aplicaciones paralelas utilizando un modelo de programacién adecuado y evaluar el
rendimiento de la aplicacion.



Resultados de aprendizaje

1. CA04 (Competencia) Comunicar los resultados derivados del tratamiento de problemas de
programacion paralela a un publico experto

2. CAO05 (Competencia) Trabajar en equipos multidisciplinares en la aplicacion de la programacion en
paralelo a la modelizacion de procesos reales

3. KAO3 (Conocimiento) Identificar los entornos de programacion que permiten el desarrollo de algoritmos
de paralelizacion

4. KAO04 (Conocimiento) Identificar las principales arquitecturas de computadores paralelos y distribuidos

5. KAO05 (Conocimiento) Describir el funcionamiento y los pardmetros en que se basan las herramientas
de analisis del rendimiento de una estructura de programacién en paralelo

6. SA04 (Habilidad) Usar el software especifico para la programacién en paralelo

7. SAO05 (Habilidad) Desarrollar la solucion paralela a un problema computacional eligiendo las
herramientas mas adecuadas

8. SA06 (Habilidad) Utilizar las herramientas apropiadas para analizar el rendimiento de una aplicacion de
programacion en paralelo

Contenido

1. Introduccion al curso.

2. Programacién en C.

3. Introduccion a los sistemas de altas prestaciones, sistemas paralelos, multiprocesadores y
multicomputadores. Ejecucion de aplicaciones paralelas en sistemas de altas prestaciones.

4. Programacion OpenMP - Aplicaciones basadas en memoria compartida. Estandar OpenMP (Open
multiprocessing).

5. Programacion MPI - Aplicaciones basadas en paso de mensajes. Estandar MPI (Message Passing
Interface).

6. Analisis de rendimiento - Analisis de prestaciones de sistemas paralelos. Evaluacion de prestaciones
de sistemas paralelos. Ejemplos de herramientas de evaluacion de prestaciones.

7. Programacion GPU.

Actividades formativas y Metodologia

Titulo Horas ECTS  Resultados de aprendizaje

Tipo: Dirigidas

Asistencia a clases de teoria y ejercicios practicos 14 0,56 KAO03, KA04, KAO5, KAO3
Practicas de laboratorio 24 0,96 CAO05, SA04, SA05, SA06, CA05

Tipo: Auténomas

Disefio desarrollo de ejercicios practicos 52 2,08 KAO03, KA04, KAO5, KAO3

Estudio 36 1,44 KAO03, KA04, KAO3

La asignatura se desarrollara en clases tedricas y ejercicios practicos.

Es recomendable que el alumnado asista a todas las clases de la asignatura con un ordenador portatil con la
bateria bien cargada.



El planteamiento del trabajo esta orientado a promover un aprendizaje activo y desarrollar las competencias
de capacidad de organizacion y planificacion, comunicacion oral y escrita, trabajo en equipo y razonamiento
critico. La calidad de los ejercicios realizados, de su presentacion y de su funcionamiento se valorara
especialmente.

La gestion de la docencia de la asignatura se hara a través del Campus Virtual (https://cv.uab.cat/), que
servira para poder ver los materiales, gestionar los grupos de practicas, hacer las entregas correspondientes,
ver las notas, comunicarse con los/las profesores/as, etc.

Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacién
para que el alumnado rellene las encuestas de evaluacién de la actuacién del profesorado y de evaluacion de
la asignatura o modulo.

Evaluacién

Actividades de evaluacién continuada

Titulo Peso Horas ECTS Resultados de aprendizaje
Ejercicios practicos con GPUs 20 6 0,24 CAO05, SA04, SA05, SA06
Ejercicios practicos en C 15 6 0,24 CAO05, SA04, SA05, SA06
Ejercicios practicos en MPI 20 6 0,24 CAO05, SA04, SA05, SA06
Ejercicios practicos en OpenMP 15 4 0,16 CAO05, SA04, SA05, SA06
Examen Final 30 2 0,08 CA04, KAO3, KA04, KAO5

El objetivo del proceso de evaluacion es verificar que el alumno ha adquirido los conocimientos y habilidades de
Se evaluaran cinco tipos de actividades de forma independiente donde I

Programacion en C (15%)
Programacion en OpenMP (15%)
Programacion en MPI (20%)
Programacion con GPUs (20%)
Examen final individual (30%)

abrwbd =

Las evaluaciones de la programacion seran realizadas en grupos de 2 personas. Examen final sera individual y ¢

Nota sobre plagios:



Sin perjuicio de otras medidas disciplinarias que se estimen oportunas, y de acuerdo con la normativa
académica vigente, las irregularidades cometidas por un estudiante que puedan conducir a una variacion de la
calificacion en una actividad evaluable se calificaran con un cero (0). Las actividades de evaluacion calificadas
de esta forma y por este procedimiento no seran recuperables. Si es necesario superar cualquiera de estas
actividades de evaluacion para aprobar la asignatura, esta asignatura quedara suspendida directamente, sin
oportunidad de recuperarla en el mismo curso. Estas irregularidades incluyen, entre otros:

® |a copia total o parcial de una practica, informe, o cualquier otra actividad de evaluacion;

® dejar copiar;

® presentar un trabajo de grupo no hecho integramente por los y las miembros del grupo (aplicado a
todos los y las miembros, no soélo a los que no han trabajado);

® presentar como propios materiales elaborados por un tercero,aunque sean traducciones o
adaptaciones, y en general trabajos con elementos no originales y exclusivos del estudiante;

® el uso no autorizadode la IA (p. €j., Copilot, ChatGPT o equivalentes);

® tener dispositivos de comunicacion (como teléfonos méviles, smart watches, boligrafos con camara,
etc.)accesibles durante las pruebas de evaluacion teérico-practicas individuales (examenes);

® hablar con compaferos o companferas durante las pruebas de evaluacion tedrico-practicas individuales
(examenes);

® copiar o intentar copiar de otros alumnos durante las pruebas de evaluacion teérico-practicas
(examenes);

® usar o intentar usar escritos relacionados con la materia durante la realizacién de las pruebas de
evaluacion tedrico-practicas (examenes), cuando éstos no hayan sido explicitamente permitidos.
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Software
C
OpenMP

MPI


http://www.elsevierdirect.com/morgan_kaufmann/kirk/

OpenACC
gestor de colas (SLURM)
herramientas para evaluacion de rendimiento (perf, TAU, nvcc)

conexién remota con laboratorio (e.g. MobaTex, Eclipse, Visual Studio, etc.)

Grupos e idiomas de la asignatura

La informacién proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacion, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno
(PLABm) Practicas de laboratorio (master) 1 Inglés primer cuatrimestre tarde
(PLABm) Practicas de laboratorio (master) 2 Inglés primer cuatrimestre tarde

(TEm) Teoria (master) 1 Inglés primer cuatrimestre tarde



https://sia.uab.cat/servei/ALU_TPDS_PORT_ESP.html

