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Prerequisits

Un grau en Enginyeria, Matematiques, Fisica o similar.

Objectius

Coordinadora del modul: Dra. Coloma Ballester

L'objectiu d'aquest modul és 'aprenentatge dels algoritmes d'optimitzacié i les técniques d'inferéncia que estan

darrere de moltes tasques en la visié per computador. Els conceptes principals inclouran la formulacio
adecuada d'energies i la seva resolucio, técniques numeériques per problemes variacionals, algoritmes
d'optimitzacié de descens de gradient i eines Utils per a estratégies d'aprenentatge profund. optimitzacio
convexa i models grafics. Aquestes técniques s'apliquen en el projecte en el context de la segmentacio

d'imatges i inpainting.

Resultats d'aprenentatge

1. CAO06 (Competéncia) Aconseguir els objectius d'un projecte de visié fet en equip.




2. KAO2 (Coneixement) Identificar quins funcionals s'han d'optimitzar sobre les imatges per obtenir la
solucié a un problema de visio.

3. KAOQ9 (Coneixement) Seleccionar els millors algoritmes que es poden fer servir per optimitzar els
funcionals que s'han de resoldre per solucionar un problema de visio.

4. SA02 (Habilitat) Aplicar i avaluar tecniques d'optimitzacié sobre imatges per solucionar un problema
particular.

5. SA09 (Habilitat) Seleccionar les millors eines de programari per codificar les técniques d'optimitzacié
sobre imatges per solucionar un problema particular.

6. SA15 (Habilitat) Preparar un informe que descrigui, justifiqui i il-lustri el desenvolupament d'un projecte
de visio.

7. SA17 (Habilitat) Preparar presentacions orals que permetin debatre els resultats del desenvolupament
d'un projecte de visio.

Continguts

1. Introduccié a problemes d'optimitzacié i métodes de minimitzacié d'energia. Exemples i visié general d'una
formulacio variacional.

2. Repas de l'algebra lineal computacional: métodes de minims quadrats, descomposicié en valors singulars,
pseudoinversa, métodes iteratius. Aplicacions.

3. Técniques numeériques per a problemes variacionals: derivada de Gateaux, equacié d'Euler-Lagrange i
meétodes de gradient. Aplicacions: denoising, inpainting d'imatges i Poisson editing. L'estratégia de
Backpropagation per al calcul de gradients. Algorismes d'optimitzacié de descens per gradient Utils per a
estratégies d'aprenentatge profund.

4. Optimitzacié convexa. Optimitzacié amb i sense restriccions. Principis i métodes de la dualitat. Problemes
no-convexos i relaxacioé convexa. Aplicacions: restauracio per Variacié Total, calcul de disparitat, calcul de flux

optic.

5. Segmentacié amb models variacionals. El funcional de Mumford i Shah. Representacions de forma explicita
i implicita. Formulacié amb conjunts de nivell.

6. Xarxes Bayessianes i MRFs. Tipus d'Inferéncia. Principals algoritmes d'inferéncia. Exemples: stéreo,
denoising.

7. Algorismes d'inferéncia. Belief propagation: message passing, loopy belief propagation. Exemple: inferéncia
per a segmentacio.

8. Metodes de mostreig: Métodes basats en particules, Markov Chain Monte Carlo, Gibbs Sampling.

Activitats formatives i Metodologia

Titol Hores ECTS Resultats d'aprenentatge

Tipus: Dirigides

Sessions teoriques 20 0,8 CA06, KA02, KA09, SA02, SA09, SA15, SA17

Tipus: Supervisades

Sessions de seguiment de projectes 8 0,32 CA06, KA02, KA09, SA02, SA09, SA15, SA17




Tipus: Autonomes

Treball autonom 113 4,52 CA06, KA02, KA09, SA02, SA09, SA15, SA17

Sessions supevisades: (Algunes d'aquestes sessions podrien ser en linia sincroniques)

® Sesions magistrals, on els professors explicaran continguts generals dels diferents temes. La majoria
seran necesaris per a la resolucié de problemes.

Sessions dirigides:

® Sesions de projecte, on es presentaran i discutiran els objetius i problemes dels projectes. Els
estudiants hauran d'interactuar amb el coordinador de projecte sobre els problemes surgits i les idees
per a resoldre'ls. (Approx. 1 hora/setmana)

® Sesions de presentacid, on els estudiants faran una presentacié oral sobre como han solucionat el
projecte i sobre els resultats obtinguts.

® Sesi6 d'examen, on els estudiants seran avaluats individualment, demostrant I'adquisicié dels
coneixements desenvolupats i la capacitat de resolucié de problemes associats.

Treball autonom:

® Els estudiants hauran d'estudiar i treballar autbonomament amb els materials derivavts de les classes
magistrals i de les sessions de projecte.
® Els estudiants treballaran en grup per a resoldre els problemes plantejats en els projectes amb els
seglents entregables:
® Codi
® |nforme
® Presentacio oral

Nota: es reservaran 15 minuts d'una classe, dins del calendari establert pel centre/titulacio, perqué els

alumnes completin les enquestes d'avaluacié de l'actuacié del professorat i d'avaluacio de I'assignatura.

Avaluacié

Activitats d'avaluacié continuada

Titol Pes Hores ECTS Resultats d'aprenentatge
Assistencia a sessions 0,05 0,5 0,02 CA06, KA02, KA09, SA02, SA09, SA15, SA17
Examen 0,4 2,5 0,1 KAO02, KA09, SA02, SA09
Projecte 055 6 0,24 CA06, KAD2, KA09, SA02, SAD9, SA15, SA17

La nota final es calculara mitjancant la seglent férmula :
Nota final = 0.4 x Examen + 0.55 x Projecte + 0.05 x Assisténcia

on



Examen: és la nota obtinguda de I'examen (ha de ser >=4). Pot ésser incrementada per punts extra
corresponents als exercicis proposats en les classes d'alguns temes, perdo només si la nota de I'examen és

com a

minim 4.0.

Assisténcia: nota derivada del control d'assisténcia a les classes (minim 70%)

Projecte: nota atorgada pel coordinador del projecte basada en el seguiment que fa setmanalment i en els
lliuraments del projecte (ha de ser >=5). Tot aix0 d'acord amb criteris especifics com ara:

Participacio i discusio a les sessions i treball en grup (avaluacions intre pars)
Lliurament de parts obligatories i opcionals

Codi desenvolupat (estil, comentaris, etc.)

Informe escrit (justificacié de les decisions de desenvolupament)
Presentacio oral i demostracio

Nomeés els estudiants que han suspés (nota final < 5.0) poden fer I'examen de recuperacio.
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Programari

Programacié en Python amb especial atencié als paquets de processament d'imatges i optimitzacio.



Grups i idiomes de I'assignatura

La informacié proporcionada és provisional fins al 30 de novembre de 2025. A partir d'aquesta data, podreu
consultar l'idioma de cada grup a través daquest enllag. Per accedir a la informacio, caldra introduir el CODI
de l'assignatura

Nom Grup Idioma Semestre Torn

(TEm) Teoria (master) 1 Angles primer quadrimestre mati-mixt
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