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Prerrequisitos

Un grado en Ingenieria, Matematicas, Fisica o similar.

Objetivos y contextualizacién

Coordinadora del moédulo: Dra. Coloma Ballester

El objetivo de este mddulo es el aprendizaje de los algoritmos de optimizacién y las técnicas de inferencia que
estan detras de muchas tareas en la vision por computadora. Los conceptos principales incluiran la
formulacion adecuada de energias variacionals y su minimizacién, técnicas numéricas para problemas
variacionales, algoritmos de optimizacion de descenso de gradiente y herramientas Utiles para estrategias de
aprendizaje profundo. optimizacién convexa y modelos graficos. Estas técnicas se aplicaran en el proyecto en

el contexto de la segmentacion de imagenes y inpainting.

Resultados de aprendizaje

1. CAO06 (Competencia) Conseguir los objetivos de un proyecto de visién realizado en equipo.




2. KAO02 (Conocimiento) Identificar que funcionales deben ser optimizados sobre las imagenes para
obtener la solucién a un problema de vision.

3. KAO09 (Conocimiento) Seleccionar los mejores algoritmos que se pueden usar para optimizar los
funcionales que deben resolverse para solucionar un problema de vision.

4. SA02 (Habilidad) Aplicar y evaluar técnicas de optimizacioén sobre imagenes para solucionar un
problema particular.

5. SA09 (Habilidad) Seleccionar las mejores herramientas software para codificar las técnicas de
optimizacion sobre imagenes para la solucion de un problema particular.

6. SA15 (Habilidad) Preparar un informe que describa, justifique e ilustre el desarrollo de un proyecto de
vision.

7. SA17 (Habilidad) Preparar presentaciones orales que permitan debatir los resultados del desarrollo de
un proyecto de vision.

Contenido

1. Introduccion a los problemas de optimizacidon y métodos de minimizacion de energia. Ejemplos y
resumen de una formulacion variacional.

2. Revision del algebra lineal computacional: métodos de minimos cuadrados, descomposicion en valores
singulares, pseudoinversa, métodos iterativos. Aplicaciones.

3. Técnicas numéricas para problemas variacionales: derivada de Gateaux, ecuacion de Euler-Lagrange y
meétodos de gradiente. Aplicaciones: eliminacion de ruido, inpainting y Poisson editing. La estrategia de
Backpropagation para el calculo de gradiente. Algoritmos de optimizacién de descenso de gradiente
uUtiles para estrategias de aprendizaje profundo.

4. Optimizacion convexa. Optimizacion con y sin restricciones. Principios y métodos de dualidad.
Problemas no convexos y relajacion convexa. Aplicaciones: restauracion por Variacion Total, calculo de
disparidad, calculo de flujo optico.

5. Segmentacién con modelos variacionales. El funcional de Mumford y Shah. Representaciones de
forma explicita e implicita. Formulacion con conjuntos de nivel.

6. Redes Bayesianas y MRF. Tipos de inferencia. Principales algoritmos de inferencia. Ejemplos: estéreo,
denoising.

7. Algoritmos de inferencia. Belief propagation: message passing, loopy belief propagation. Ejemplo:
inferencia para segmentacion.

8. Métodos de muestreo: Métodos basados en particulas, Markov Chain Monte Carlo, Gibbs Sampling.

Actividades formativas y Metodologia

Titulo Horas ECTS Resultados de aprendizaje
Tipo: Dirigidas
Sesiones tedricas 20 0,8 CA06, KA02, KA09, SA02, SA09, SA15, SA17, CA06

Tipo: Supervisadas

Sesiones de seguimiento de proyecto 8 0,32 CA06, KA02, KA09, SA02, SA09, SA15, SA17, CA06

Tipo: Auténomas




Trabajo autbnomo 113 4,52 CA06, KA02, KA09, SA02, SA09, SA15, SA17, CA06

Sesiones supevisadas: (Algunas de estas sesiones podrian ser en linea sincronas)

® Sesiones magistrales, donde los profesores explicaran contenidos generales de los diferentes temas.
La mayoria seran necesarios para la resolucién de problemas.

Sesiones dirigidas:

® Sesiones de proyecto, donde los objetivos y problemas de los proyectos se presentaran y discutiran.
Los estudiantes deberan interactuar con el coordinador de proyecto sobre los problemas surgidos y las
ideas aportadas para resorverlos. (Approx. 1 hora/semana)

® Sesiones de presentacion, donde los estudiantes haran una presentacion oral sobre como han
solucionado el probema y sobre los resultados obtenidos.

® Sesién de examen, donde los estudiantes son evaluados individualmente, demostrando la adquisicién
de los conocimientos desarrollados y la capacidad de resolucién de problemas asociados.

Trabajo auténomo:

® | os estudiantes deberan estudiar y trabajar autonomamente con los materiales derivados de las clases
magistrales y de las sesiones de proyecto.
® | os estudiantes trabajaran en grupo para resolver los problemas planiteados en los proyectos con los
siguientes entregables:
® Codigo
® Informe
® Presentacion oral

Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacién
para que el alumnado rellene las encuestas de evaluacion de la actuacion del profesorado y de evaluacion de
la asignatura o modulo.

Evaluacién

Actividades de evaluacién continuada

Titulo Peso Horas ECTS Resultados de aprendizaje
Asistencia a sesiones 0,05 0,5 0,02 CA06, KA02, KA09, SA02, SA09, SA15, SA17
Examen 0,4 2,5 0,1 KA02, KA09, SA02, SA09
Proyecto 0,55 6 0,24 CA06, KA02, KAQ9, SA02, SA09, SA15, SA17

La nota final se calculara mediante la seguiente formula :
Nota final = 0.4 x Examen + 0.55 x Proyecto + 0.05 x Asistencia
donde

Examen: es la nota obtenida del examen (debe ser >=4). Puede ser incrementada con puntos extra
correspondientes a los exercicis propuestos en les clases de algunos temas, pero solo si la nota de examen
es com a minimo 4.0.



Asistencia: nota derivada del control de asistencia a les clases (minimo 70%)

Proyecto: nota otorgada por coordinador del proyecto basada en el seguimiento que hace semanalmente y en
las entregas del proyecto (debe ser >=5). Todo ello de acuerdo con criterios especificos como :

Participacion y discusidn en les sessions y trabajo en grupo (evaluaciones entre pares)
Entregas de partes obligatorias y opcionales

Caodigo desarrollado (estilo, comentarios, etc.)

Informe escrito (justificacion de las decisiones de desarrollo)

Presentacion oral y demostracion

La nota del examen se podra incrementar con puntos extra obtenidos de la entrega de ejercicios propuestos
en relacién a algunas de las clases, pero soélo en el caso que la nota del examen sea superior o igual a 3.

Solo los estudiantes que han suspendido (nota final < 5.0) podran hacer el examen de recuperacion.
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Software

Programacioén en Python, con especial atencion a los paquetes de procesamiento de imagenes y optimizacion



Grupos e idiomas de la asignatura

La informacién proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacion, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno

(TEm) Teoria (master) 1 Inglés primer cuatrimestre manafia-mixto
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