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Prerrequisitos

Grado en ingenieria, matematicas, fisica o similar.
Asignatura C2: "Machine learning for computer vision"

Objetivos y contextualizacién

Coordinador del Modulo: Dr. Maria Vanrell / Dr. Julio Silveira



En visiéon por computador, el reconocimiento visual corresponde a la tarea de explicar el contenido de una
imagen en términos de "; Qué es?" "; Dénde esta esto?". La respuesta a estas preguntas suele ser una
etiqueta de clase correspondiente al objeto o tipos de objeto en la imagen, un cuadro delimitador que contiene
el objeto en cuestion o, en un nivel mas fino, la regién (pixeles) que es su contorno. Estas tareas se
denominan, respectivamente, clasificacion de imagenes, deteccion de objetos y segmentacion semantica. Una
pregunta es "dame objetos como este", que requiere aprender una métrica similar entre imagenes, incluso en
el caso de que provengan de diferentes modalidades, como bocetos y fotografias, a través de las llamadas
arquitecturas codificador-decodificador. El médulo VR cubre arquitecturas de redes neuronales que abordan
estos cuatro tipos de tareas. Y, como complemento practico, métodos para implementarlos.

Especificamente, en este médulo brindamos al estudiante una vision general de los uUltimos métodos basados
en técnicas de aprendizaje profundo para resolver problemas de reconocimiento visual. El objetivo final es la
comprension de escenas complejas para construir sistemas viables para la comprension automatica de
imagenes capaces de responder a la compleja pregunta de qué objetos y donde estan estos objetos en una
escena compleja.

Habiendo abordado la tarea de clasificacion en cursos anteriores, los estudiantes aprenderan una gran familia
de arquitecturas exitosas de redes convolucionales profundas que han demostrado resolver las tareas
visuales de deteccidn, segmentacion y reconocimiento. Adicionalmente, se abordan otros temas avangados
de aprendizaje profundo.

Resultados de aprendizaje

1. CAO02 (Competencia) Disenar todos los componentes y su interconexion para un sistema completo de

reconocimiento visual.

CA06 (Competencia) Conseguir los objetivos de un proyecto de visién realizado en equipo.

3. KAO5 (Conocimiento) Identificar los problemas basicos que se deben solucionar en un problema de
reconocimiento visual de una escena.

4. KA13 (Conocimiento) Proporcionar la mejor modelizacion de un problema de reconocimiento visuales,
tales como la clasificacion, la deteccion o la segmentacion semantica.

5. SA05 (Habilidad) Resolver un problema de reconocimiento visual entrenando una arquitectura de red
neuronal profunda y evaluar los resultados.

6. SA11 (Habilidad) Definir los mejores conjuntos de datos para entrenar arquitecturas de reconocimiento
visual.

7. SA15 (Habilidad) Preparar un informe que describa, justifique e ilustre el desarrollo de un proyecto de
vision.

8. SA17 (Habilidad) Preparar presentaciones orales que permitan debatir los resultados del desarrollo de
un proyecto de vision.
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Contenido

Atencién propia y Transformers

Deteccion de objetos

Segmentacion Semantica de imagenes e instancias
Aprendizaje de Métricas

Aprendizaje por Transferencia: pre-entrenamiento, adaptacién de dominio, no-supervisado,
auto-supervisado.

Arquitecturas para la generacion de imagenes: GAN y VAE
Aprendizaje por reforzamiento

Aprenentage Continuo

Redes Neuronales Gréficas

Lenguaje y Vision
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11. Aprendizaje profundo Multimodal

12. Modelos de difusion

13. Reconocimiento centrado en humanos
14. |A afectiva y fiable.

Actividades formativas y Metodologia

Titulo Horas ECTS Resultados de aprendizaje
Tipo: Dirigidas
clases de teoria 35 1,4 CA02, CA06, KAO5, KA13, SA05, SA11, SA15, SA17, CA02

Tipo: Supervisadas

proyecto 10 0,4 CA02, CA06, KAD5, KA13, SA05, SA11, SA15, SA17, CA02

Tipo: Auténomas

estudio, ejercicios 170 6,8 CA02, CA06, KAO5, KA13, SA05, SA11, SA15, SA17, CA02

La metodologia de aprendizaje se basa en las conferencias y ejercicios, pero principalmente en el proyecto,
que se desarrolla durante todo el médulo. Consiste en resolver algunas tareas para la comprension de la
escena aplicada a la conduccién auténoma. El objetivo es aprender los conceptos y técnicas basicos para
construir redes neuronales profundas para detectar, segmentar y reconocer objetos especificos, centrandose
en las imagenes grabadas por una camara de vehiculo a bordo para la conduccion auténoma.

Los objetivos de aprendizaje utilizan diferentes marcos de programacion de aprendizaje profundo (DL) (en la
actualidad, PyTorch) y la construccién de bloques/capas de diferents arquitectures (MLP, CNN, Transformers
visuales). Incluye la comprension de redes estandar para deteccion (RCNN, Fast RCNN, Faster RCNN,
YOLO) y segmentacion (FCN, SegNet, UNET) y mas aplicaciones.

Los estudiantes adquiriran las habilidades para las tareas de disefio, capacitacion, ajuste y evaluacién de
redes neuronales para resolver el problema de la comprensién automatica de imagenes.

Todo esto se realiza a través de tres formatos:

® Sesiones supervisadas: conferencias donde los instructores explicaran contenidos generales sobre los
diferentes temas. Se utilizaran para resolver el proyecto y / o los ejercicios propuestos.

® Sesiones dirigidas:

® Sesiones de proyectos, donde se presentaran y debatiran los problemas y objetivos de
los proyectos, los estudiantes interactuaran con el coordinador del proyecto sobre
problemas e ideas para resolver el proyecto. Ademas, los estudiantes realizan
presentaciones orales sobre como han resuelto el proyecto e informan los resultados
(aproximadamente una vez por semana)

® Sesidn de examen, donde los estudiantes son evaluados individualmente. Logros de
conocimiento y habilidades para resolver problemas.

® Trabajo auténomo:

® Estudiar y trabajar con los materiales derivados de las conferencias, ademas de resolver
algunos pequenos ejercicios practicos para comprender mejor a los lectores tedricos que
no estan directamente involucrados en la solucién del proyecto.



® Trabajar en grupos para resolver los problemas de los proyectos con entregables:
codigo, informes, presentaciones orales, ejercicios

Nota: se reservaran 15 minutos de una clase dentro del calendario establecido por el centro o por la titulacién
para que el alumnado rellene las encuestas de evaluacién de la actuacién del profesorado y de evaluacion de
la asignatura o modulo.

Evaluacién

Actividades de evaluacién continuada

Titulo Peso Horas ECTS Resultados de aprendizaje

asistencia a las sesiones 0.05 0,5 0,02 CA02, CA06, KAO5, KA13, SA05, SA11, SA15, SA17
examen 0.4 2,5 0,1 CA02, KAD5, KA13, SA05, SA11

proyecto 0.55 7 0,28 CA02, CA06, KAO5, KA13, SA05, SA11, SA15, SA17

La nota final se calculara mediante la seguiente férmula :
Nota final= 0.4 x Examen+ 0.55 x Proyecto + 0.05 x Asistencia
donde

Examen:es la nota obtenida del examen (debe ser >=3). Puede ser incrementada con puntos extra
correspondientes a los exercicis propuestos en les clases de algunos temas, pero sélo si la nota de examen
es como minimo de 3.

Asistencia: nota derivada del control de asistencia a les clases (minimo 70%)

Proyecto:nota otorgada por coordinador del proyecto basada en el seguimiento que hace semanalmente y
en las entregas del proyecto (debe ser >=5). Todo ello de acuerdo con criterios especificos como :

® Participacion y discusion en les sessions y trabajo en grupo (evaluaciones entre pares)
® Entregas de partes obligatorias y opcionales

® Cadigo desarrollado (estilo, comentarios, etc.)

® Informe escrito (justificacion de las decisiones de desarrollo)

® Presentacion oral y demostracion

Solo los estudiantes que han suspendido (nota final < 5.0) podran hacer el examen de recuperacion.

Bibliografia
Referencias genéricas :

1. Deep Learning. lan Goodfellow, Yoshua Bengio, Aaron Courville. MIT Press, 2016.
2. Dive into deep learning. Aston Zhang, Zack C. Lipton, Mu Li, Alex J. Smola. https://d2l.ai/


https://d2l.ai/

La mayoria de los contenidos estan relacionados con el estado del arte en los diferentes temas, asi que no hi
existen libros publicados sin6 articulos de reivision (surveys) y de investigacion de cada uno de los temas, que
seran seleccionados por los profesores.

Software

Entorno de programacion en Python con especial atencion a las librerias de vision por computador y Pythorch

Grupos e idiomas de la asignatura

La informacién proporcionada es provisional hasta el 30 de noviembre de 2025. A partir de esta fecha, podra
consultar el idioma de cada grupo a través de este enlace. Para acceder a la informacion, sera necesario
introducir el CODIGO de la asignatura

Nombre Grupo Idioma Semestre Turno

(PLABm) Practicas de laboratorio (master) 1 Inglés segundo cuatrimestre manafia-mixto
(PLABm) Practicas de laboratorio (master) 2 Inglés segundo cuatrimestre manafia-mixto
(TEm) Teoria (master) 1 Inglés segundo cuatrimestre manafia-mixto



https://sia.uab.cat/servei/ALU_TPDS_PORT_ESP.html

