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ARITHMETIC BASED FRACTALS ASSOCIATED WITH

PASCAL’S TRIANGLE

T. W. Gamelin and Mamikon A. Mnatsakanian

Abstract

Our goal is to study Pascal-Sierpinski gaskets, which are certain
fractal sets defined in terms of divisibility of entries in Pascal’s tri-
angle. The principal tool is a “carry rule” for the addition of the
base-q representation of coordinates of points in the unit square.
In the case that q = p is prime, we connect the carry rule to
the power of p appearing in the prime factorization of binomial
coefficients. We use the carry rule to define a family of fractal
subsets Bqr of the unit square, and we show that when q = p

is prime, Bqr coincides with the Pascal-Sierpinski gasket corre-
sponding to N = pr. We go on to describe Bqr as the limit of
an iterated function system of “partial similarities”, and we deter-
mine its Hausdorff dimension. We consider also the corresponding
fractal sets in higher-dimensional Euclidean space.

1. Introduction

Just as the Cantor set is obtained from an interval by excising “middle
thirds”, so is the Sierpinski gasket (or Sierpinski triangle) obtained from
a triangle by excising “middle triangles”. Starting with a triangle T , we
excise the open triangle U1 with vertices at the midpoints of the three
sides of T . This yields T1 = T\U1, which is a union of three congruent
triangles each similar to T . Performing the same procedure on each of
the three triangles in T1, we excise the union U2 of the three middle
triangles. This yields T2 = T1\U2, which consists now of nine congruent
triangles each similar to T . Iterating the procedure, we obtain in the
limit the Sierpinski gasket X as a decreasing limit of the Tn’s as n → ∞.
If φ1, φ2, φ3 are the affine maps of T onto the three triangles in T1,
then Tn+1 = ∪φj(Tn), and in the limit, X = ∪φj(X). This relation
expresses the self-similarity of X .
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It is well known (cf. [Man]) that the Sierpinski gasket can also be
obtained by operations on Pascal’s triangle. We view Pascal’s triangle
as a quarter-plane suspended from its vertex and tiled by unit squares, so
that each square cell of the tiling contains an entry of Pascal’s triangle.
We color black the cells with odd entries, and we color white those with
even entries. If we scale the triangular figure consisting of the top 2n rows
of Pascal’s triangle to fit a fixed triangle, and we let En be the image of
the black squares, we see visually and verify easily that the En’s decrease
to a Sierpinski gasket.

In [H], Holter, Lakhtakia, Varadan, Varadan, and Messier extend this
idea by performing the following experiment. For a fixed integer N ≥ 2,
they color black the cells of Pascal’s triangle whose labels are not divisible
by N , the other cells white, they truncate the triangle, and they look
for patterns. They observe that when N = p is prime, the truncated
and rescaled sets have a limit set that is self-similar and has Hausdorff
dimension

(1) βp = 1 +
log((p + 1)/2)

log p
.

They report that when N = pr is a power of a prime, “visual inspec-
tion alone suffices to show that the resulting gaskets are self-similar”,
and they raise the problem of determining their dimensions. For N = 6
they report that “visual inspection extended up to n = 198 rows does
not reveal any self-similarity in these gaskets”. (These sets can be
viewed on the interactive web site at http://www.its.caltech.edu/

~mamikon/PasFastC.html.)
Our goal is to introduce and investigate a family of “fractal” sub-

sets Bqr of the plane, defined for integers q ≥ 2 and r ≥ 1, which coincide
with the Pascal-Sierpinski gaskets of [H] in the case that q = p is prime
and N = pr. We refer to Bqr as the (q, r)-basket, since in some sense
it is a basket of gaskets. We study the self-similarity properties of Bqr,
and we determine its Hausdorff dimension.

The paper is organized as follows. In Section 2 we derive the “carry
rule”, which gives a condition equivalent to a multinomial coefficient
being divisible by a fixed prime power pr. In Section 3 we define for
each q ≥ 2 the Sierpinski q-gasket Bq, we show how it is obtained
from a triangle by an iterative process of excising subtriangles, and
we collect some basic facts for later use. In Section 4 we define for
each q ≥ 2 and r ≥ 1 the (q, r)-basket Bqr. The (q, 1)-basket Bq1 co-
incides with the Sierpinski q-gasket Bq , and Bqr ⊂ Bq,r+1 for r ≥ 1.
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The carry rule shows that in the case that q = p is prime, Bqr co-
incides with the Pascal-Sierpinski gasket treated in [H] for N = pr.
In Section 5 we describe in more detail the dynamics of the (q, r)-bas-
ket by showing that Bqr can be viewed as a limit of an iterated func-
tion system of certain “partial self-similarities”. If r > 1, we show
that Bqr is obtained from Bq by plugging scaled copies of lower or-
der gaskets Bqt, 1 ≤ t < r, into the triangles forming the complemen-
tary components of Bq. In Sections 6 and 7 we show that for fixed q,
the (q, r)-baskets have Hausdorff dimension β = βq determined by the
identity qβ = q(q + 1)/2, which is equivalent to the formula (1) with p
replaced by q. In Section 8 we indicate how the analysis can be extended
to the corresponding fractal sets in higher dimensions and higher order
multinomial coefficients.

This collaboration began in connection with a project for professional
development of K-12 mathematics teachers. We hope that various of the
ideas that appear here can be reformulated to be useful for professional
development.

2. The carry rule

We are interested in the prime decompositions of multinomial coeffi-
cients. For a given prime number p, we would like to specify the prime
power pr appearing in the prime decomposition of a multinomial coeffi-
cient. We begin with the following.

Lemma 2.1. Let p be a prime number, and let n ≥ 0. Suppose n has
the base-p representation

n = akpk + ak−1p
k−1 + · · · + a1p + a0,

where 0 ≤ aj ≤ p − 1 for 0 ≤ j ≤ k. Then the power pr of p appearing
in the prime decomposition of n! has exponent r given by

r =
1

p − 1
[n − (ak + ak−1 + · · · + a1 + a0)] .

Proof: We may assume n ≥ 1. We express n! = n(n−1)(n−2) . . . . The
factors that are divisible by p are the multiples p, 2p, 3p, . . . , (akpk−1 +
ak−1p

k−2 + · · · + a1)p of p. Thus the number of factors divisible by p is
akpk−1 + ak−1p

k−2 + · · ·+ a1. Similarly, the number of factors divisible
by p2 is akpk−2 +ak−1p

k−3 + · · ·+a2. We count in this fashion, until we
reach the number of factors divisible by pk, which is ak. The exponent r
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is the sum of these numbers,

r = (akpk−1 + ak−1p
k−2 + · · · + a1)

+ (akpk−2 + ak−1p
k−3 + · · · + a2) + · · · + ak

= ak(pk−1 + pk−2 + · · · + 1)

+ ak−1(p
k−2 + pk−3 + · · · + 1) + · · · + a2(p + 1) + a1.

Summing geometric series, we obtain

r =
akpk + ak−1p

k−1 + · · · + a1p − (ak + ak−1 + · · · + a1)

p − 1
.

Substituting n−a0 for akpk +ak−1p
k−1+ · · ·+a1p, we obtain the desired

identity.

Lemma 2.2. Let p be a prime number, and let m1, . . . , m` ≥ 0, N =
m1 + · · · + m`. Suppose that the mi’s and N have base-p representa-
tions mi =

∑

j aijp
j , 1 ≤ i ≤ `, and N =

∑

j bjp
j . Then the power pr

of p appearing in the prime decomposition of the multinomial coefficient

(2)
N !

m1! . . . m`!

has exponent r given by

(3) r =
1

p − 1





∑

i,j

aij −
∑

j

bj



 .

Proof: Apply the preceding lemma to each of the factorials, and use
N = m1 + · · · + m`.

Now we consider the addition algorithm for adding numbers of the
form mi =

∑

j aijp
j in base-p representation, by adding successively

digits in each place and carrying if the sum is ≥ p. We count the carries
according to multiplicity. The number of carries in the jth place is the
integer κj ≥ 0 defined inductively, starting with κ−1 = 0, by

(4) a1j + a2j + · · · + a`j + κj−1 = bj + pκj , j ≥ 0,

where 0 ≤ bj ≤ p − 1.
In the case that ` = 2, we are adding only two mi’s, and there is never

more than one carry, that is, each κj is either 0 or 1.
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Theorem 2.3 (Carry Rule). Let p be a prime number, and let
m1, . . . , m` ≥ 0, N = m1 + · · ·+ m`. Suppose that the mi’s and N have
base-p representations mi =

∑

j aijp
j , 1 ≤ i ≤ `, and N =

∑

j bjp
j .

Then the exponent r in the power pr of p appearing in the prime de-
composition of the multinomial coefficient (2) is equal to the number of
carries in adding the base-p representations of mi’s.

Proof: From (4) we have

∑

i,j

aij −
∑

j

bj =
∑

pκj −
∑

κj−1 = (p − 1)
∑

κj .

Thus from (3) we obtain r =
∑

κj , as required.

Corollary 2.4. Let p be a prime number, and let m1, . . . , m` ≥ 0,
N =m1+· · ·+m`. Let the mi’s have base-p representations mi =

∑

j aijp
j

as above. Then p does not divide the multinomial coefficient (2) if
and only if there are no carries in adding the base-p representations
of the mi’s, that is, if and only if a1j + a2j + · · · + a`j < p for j ≥ 0.

3. The Sierpinski q-gasket

We fix q ≥ 2. For n ≥ 0, let Gn be the grid of subsquares of the unit
square of sidelength 1/qn. We label the squares according to their lower
left corners (x, y), and we represent x and y in their base-q expansions

x = 0.xnxn−1 . . . x1 =
1

qn
(x1 + x2q + · · · + xnqn−1),

y = 0.ynyn−1 . . . y1 =
1

qn
(y1 + y2q + · · · + ynqn−1),

where 0 ≤ xj , yj ≤ q − 1.
Let En be the squares in Gn whose labels (x, y) satisfy

(5) xj + yj ≤ q − 1, 1 ≤ j ≤ n.

We refer to the squares in En as the “black squares”, and to the other
squares in Gn as the “white squares”. Let En be the union of the (closed)
black squares in Gn,

En = ∪{S : S ∈ En}.
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Figure 1. Three stages E1, E2, E3 in construction of
Sierpinski gasket.

Now consider the corresponding grid Gn+1 and black squares En+1.
The union of the squares in Gn+1 with labels (0.xn+1xn . . . x2x1,
0.yn+1yn . . . y2y1), taken over 1 ≤ x1, y1 ≤ q − 1, is the square in Gn

with label (0.xn+1xn . . . x2, 0.yn+1yn . . . y2). From (5) we see that if a
square in Gn is white, then each of the constituent squares in Gn+1 is
also white. Thus {En} is a decreasing sequence of nonempty compact
sets.

Definition 3.1. The Sierpinski q-gasket Bq is the decreasing limit of
the En’s,

Bq = lim
n→∞

En = ∩∞
n=0En.

Evidently Bq is a nonempty compact set. When q = 2, we ob-
tain the usual Sierpinski gasket B2. Figure 1 indicates the first three
stages E1, E2, E3 in the construction of B2. Figure 2 depicts two stages
in the construction of B3. In this figure, the shaded squares (both light
and dark) represent E1, and the darkly shaded squares represent E2.
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Figure 2. Two stages E1, E2 in construction of B3.

We refer to a square in Gn as diagonal if its center lies on the diagonal
line {x + y = 1}. Otherwise the square is subdiagonal or superdiagonal
depending on whether it lies below-left or above-right of the diagonal
squares. Note that the diagonal and subdiagonal squares in G1 are black
(the squares in E1), and the superdiagonal squares in G1 are white. For
each square S ∈ E1, we define an affine map φS of the unit square onto S
by scaling by 1/q and translating. If the square S has label (0.a, 0.b),
where 0 ≤ a, b ≤ q − 1, then

φS(x, y) =

(

a + x

q
,
b + y

q

)

=
1

q
(a + x, b + y).

Note that φS maps the square U in Gn with label (0.xn . . . x1, 0.yn . . . y1)
onto the square V in Gn+1 with label (0.axn . . . x1, 0.byn . . . y1). If U is
black, then xj + yj ≤ q − 1 for 1 ≤ j ≤ n, so since a + b ≤ q − 1,
the square V is also black. Further, if V is a black square in Gn+1,
say with label (0.xn+1xn . . . x1, 0.yn+1yn . . . y1), then V = φS(U) for
the black square U with label (0.xn . . . x1, 0.yn . . . y1) and S with la-
bel (0.xn+1, 0.yn+1). Thus

En+1 = ∪{φS(En) : S ∈ E1},
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and in the limit
Bq = ∪{φS(Bq) : S ∈ E1}.

The maps {φS}S∈E1
form an iterated function system (see [B], [Men]).

The limit Bq is the unique fixed point of the set-mapping

E 7→ ∪φS(E),

which is a contraction of the space of nonempty compact subsets of the
unit square, endowed with the usual Hausdorff metric.

The Sierpinski q-gasket can also be obtained through an iterative
process of excising triangles. We start with the triangle T = {(x, y) :
x ≥ 0, y ≥ 0, x + y ≤ 1}. Let W = {(x, y) : x < 1, y < 1, x + y > 1},
which is an open triangle disjoint from T .

Lemma 3.2. The triangle T contains Bq. The boundary ∂T of T is
contained in Bq. The triangle W is disjoint from Bq.

Proof: The squares in En have labels in T , so points of En have distance
at most 1/2qn from T . Passing to the limit, we obtain Bq ⊂ T , and Bq is
disjoint from W . The squares in Gn bordering on the x-axis or the y-axis
have labels with one coordinate equal to 0, hence belong to En. Thus
the unit intervals on the two coordinate axes are contained in each En

hence in Bq . Also the diagonal squares in Gn have labels (x, y) satisfying
xj + yj = q − 1, for all j, so the diagonal squares in Gn are all black.
Thus the diagonal edge of T is contained in each En, hence in Bq .

We consider the q(q − 1)/2 open triangles φS(W ), where S is subdi-
agonal. We refer to these as the first-generation triangles. They play
the role of the first middle triangle in the construction of the Sierpinski
triangle. Let U1 be the union of the first-generation triangles, and set
T1 = T\U1. Since W is disjoint from Bq, each φS(W ) is disjoint from Bq ,
U1 is disjoint from Bq, and Bq ⊂ T1.

In each black square S ∈ E1 we define q(q+1)/2 second-generation tri-
angles to be the triangles in φS(U1). Thus there are [q(q+1)/2]q(q−1)/2
second-generation triangles. Let U2 be the union of the second-gener-
ation triangles, and let T2 = T1\U2. Again U2 is disjoint from Bq ,
and Bq ⊂ T2. Proceeding by induction, we define the nth-generation
triangles to be the images of the (n−1)th generation triangles under the
maps φS for S ∈ E1. There are [q(q +1)/2]n−1q(q− 1)/2 triangles in the
nth-generation. The union Un of the nth-generation triangles is disjoint
from Bq , so that Tn = Tn−1\Un contains Bq . Passing to the limit, we
have Bq ⊂ lim Tn = T\(∪∞

n=1Un). On the other hand, Tn is contained
in the black squares in Gn−1, so that lim Tn ⊂ Bq . We have established
the following.
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Theorem 3.3. The Sierpinski q-gasket Bq is obtained from the trian-
gle T by excising the nth-generation triangles, 1 ≤ n < ∞,

Bq = lim Tn = T\ (∪∞
n=1Un) .

Now we focus on the case when q = p is prime. We consider the
quarter-plane tiled by cells that are unit squares containing the entries
of Pascal’s triangle, and we rotate the quarter-plane so that it fills the
first quadrant. With this representation, the entry in the cell whose
lower left corner has coordinates (k, m) is the binomial coefficient

(

k+m
k

)

,

0 ≤ k, m < ∞. We color the cell white if
(

k+m
k

)

is divisible by p, and we

color the cell black if
(

k+m
k

)

is not divisible by p.
Fix n ≥ 0, and consider the square [0, pn] × [0, pn]. The scaling by

the factor 1/pn maps this square onto the unit square, and it maps the
cells corresponding to the binomial coefficients onto squares in Gn.

Theorem 3.4. Let p be a prime number. Fix n ≥ 1, and 0 ≤ k,
m < pn. The binomial coefficient

(

k+m
k

)

is not divisible by p if and only
if the corresponding square in Gn belongs to En. In other words, the cell
in Pascal’s triangle corresponding to

(

k+m
k

)

is black if and only if the
corresponding square in Gn is black.

Proof: Let k = an−1p
n−1+an−2p

n−2+· · ·+a1p+a0 and m = bn−1p
n−1+

bn−2p
n−2 + · · · + b1p + b0 be the base-p representations of k and m.

By the carry rule,
(

k+m
m

)

is not divisible by p if and only if there are
no carries when we add these representations. This occurs if and only
if aj + bj ≤ q − 1 for 0 ≤ j ≤ n − 1, and this occurs if and only if the
square with label

(0.an−1 . . . a0, 0.bn−1 . . . b0) =
1

pn
(k, m)

belongs to En.

4. The (q, r)-basket

Again we fix q ≥ 2, and we let r ≥ 1. Let Ern be the set of squares
in Gn with labels (x, y) such that when we add the base-q representations
of qn−1x and qn−1y, there are fewer than r carries. In other words, the
squares in Ern are the squares with labels (0.xnxn−1. . . x1, 0.ynyn−1. . . y1)
such that when we add x1+x2q+· · ·+xnqn−1 and y1+y2q+· · ·+ynqn−1,
there are fewer than r carries. Occasionally we refer to the squares in Ern

as the “black squares”, and we refer to the other squares in Gn as the
“white squares”. Again, if a square in Gn is white, then the squares
in Gn+1 it contains are white.
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Let Ern be the union of the (closed) black squares in Gn,

Ern = ∪{S : S ∈ Ern}.

Then {Ern}
∞
n=1 is a decreasing sequence of nonempty compact sets.

Definition 4.1. The (q, r)-basket Bqr is the decreasing limit of the Ern’s,

Bqr = lim
n→∞

Ern = ∩∞
n=1Ern.

Thus Bqr is a nonempty compact subset of the unit square. When r =
1, the definition of E1n coincides with that of En, so that E1n = En for
each n, and the (q, 1)-basket coincides with the Sierpinski q-gasket,

Bq1 = Bq .

If we allow more carries, we obtain more black squares. Thus if r ≤ s,
then Ern ⊆ Esn, Ern ⊆ Esn, and in the limit,

Bqr ⊆ Bqs, 1 ≤ r ≤ s.
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Figure 3. Fourth stage E24 in construction of B22.
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Figure 3 depicts the fourth stage E24 in the construction of B22 (q = 2,
r = 2, n = 4). In the lower left quarter we see the preceding stage of the
construction. In the upper right quarter we see the third stage of the
construction of the Sierpinski gasket (see Figure 1).

Now suppose that q = p is prime. We parametrize Pascal’s triangle as
before, and we consider the cell with coordinates (k, m), which contains

the binomial coefficient
(

k+m
k

)

. We color the cell white if
(

k+m
k

)

is divisi-

ble by pr, and we color the cell black if
(

k+m
k

)

is not divisible by pr. Again
the scaling by the factor 1/pn maps the square {(x, y) : 0 ≤ x, y ≤ pn}
onto the unit square, and it maps the cells corresponding to the bino-
mial coefficients onto squares in Gn. The following theorem is a direct
consequence of the carry rule, as in the preceding section.

Theorem 4.2. Let p be a prime number, and let r ≥ 1. Fix n ≥ 1,
and 0 ≤ k, m < pn. The binomial coefficient

(

k+m
k

)

is not divisible by pr

if and only if the corresponding square in Gn belongs to Ern. In other
words, the cell in Pascal’s triangle corresponding to

(

k+m
k

)

is black if and
only if the corresponding square in Gn is black.

This shows that Bqr is effectively the Pascal-Sierpinski fractal associ-
ated in [H] to N = pr.

5. The dynamics of the black squares

We wish to specify which squares are in Ern in terms of previous stages
(smaller values of n or r). We begin with a subdiagonal square T in G1,
with label (0.a, 0.b). Consider the affine map φT : [0, 1]2 7→ T defined by

φT (x, y) = (0.a, 0.b) +
1

q
(x, y), 0 ≤ x, y ≤ 1.

Under φT there is a one-to-one correspondence of squares in Gn−1 and
the squares in Gn that are contained in T . The square U in Gn−1 with
label (0.xn−1 . . . x1, 0.yn−1 . . . y1) is mapped by φT to the square V in Gn

with label (0.axn−1 . . . x1, 0.byn−1 . . . y1). Since T is subdiagonal, a+b ≤
q − 2. Consequently there are the same number of carries when we add
the x and y coordinates of U and V . We have established the following.

Lemma 5.1. Let T be a subdiagonal square in G1, and let φT be the
affine map from the unit square to T defined above. Then for each n ≥ 1,
the squares V in Ern that are contained in T are exactly those squares
of the form V = φT (U) for squares U in Er,n−1.
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Next fix 1 ≤ t ≤ r, and let T0 ∈ Gt. We say that T0 is a superdiagonal
square of tier t if there is a diagonal square T ∈ Gt−1 such that T0

is a superdiagonal subsquare of T . Suppose the square T0 has label
(0.a1 . . . at, 0.b1 . . . bt). Then the label of T is (0.a1 . . . at−1, 0.b1 . . . bt−1),
and since T is diagonal, aj + bj = q − 1 for 1 ≤ j ≤ t − 1. Since T0 is a
superdiagonal subsquare of T , at + bt ≥ q.

Suppose n ≥ t, and that V ∈ Gn is contained in T0. Then the label
of V has the form (0.a1 . . . atxn−t . . . x1, 0.b1 . . . btyn−t . . . y1). The affine
map φT0

: [0, 1]2 7→ T0 defined by

φT0
(x, y) = (0.a1 . . . at, 0.b1 . . . bt) +

1

qt
(x, y), 0 ≤ x, y ≤ 1,

maps squares in Gn−t to squares in Gn that are contained in T0, and it
maps the square U with label (0.xn−1 . . . x1, 0.yn−1 . . . y1) onto V . When
we add the coordinates of the label of V , we evidently have t more carries
than when we add those for U , corresponding to the additional t place
values in the coordinates of U . Hence we obtain the following.

Lemma 5.2. Suppose 1 ≤ t ≤ r − 1. Let T0 be a superdiagonal square
of tier t in Gt, and let φT0

be the affine map defined above. Then for
each n ≥ t, the squares V in Ern that are contained in T0 are exactly
those squares of the form V = φT0

(U) for squares U in Er−t,n−t.

Lemma 5.3. Suppose t ≥ r. Let T0 be a superdiagonal square of tier t
in Gt. Then for n ≥ t, T0 does not contain any squares in Er,n.

To complete the picture, we focus on the subdiagonal part of a di-
agonal square in G1. For this, let S be the sawtooth subset of the unit
square that is the union of the diagonal and subdiagonal squares in Gr−1.
Let T be a diagonal square in G1, let φT : [0, 1]2 7→ T be the usual affine
map, and let ST = φT (S). Then ST is a sawtooth subset of T that is
the union of the squares in Gr that are either diagonal or subdiagonal
subsquares of T .

Lemma 5.4. Let T be a diagonal square in G1, let S and ST be the
sawtooth sets defined above, and let φT be the affine map of S onto ST

as above. Then for each n ≥ r, the squares V in Ern that are contained
in ST are exactly those squares of the form V = φT (U) for squares U
in Er,n−1 that are contained in S.
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Proof: Let V be a square in Gn that is contained in ST , and let U
be the corresponding square in Gn−1 such that V = φT (U). Sup-
pose the label of V is (0.xn . . . x1, 0.yn . . . y1). Then the label of U
is (0.xn−1 . . . x1, 0.yn−1 . . . y1). Let W be the square in Gr containing V .
The label of W is (0.xnxn−1 . . . xn−r+1, 0.ynyn−1 . . . yn−r+1). Since W
is a diagonal or subdiagonal square,

xj + yj ≤ q − 1, n − r ≤ j ≤ n.

We consider three cases. Suppose first there is an index k such that
n − r + 1 ≤ k ≤ n − 1 and xk + yk ≤ q − 2. Then there are no carries
in adding the the values in the kth place or beyond for the labels of
both U and V . Consequently the number of carries of U is the same
as that for V , and V ∈ Ern if and only if U ∈ Er,n−1. Suppose next
that xj + yj = q − 1 for n − r + 1 ≤ j ≤ n − 1, and there is no carry
from the (n − r)th place in adding the labels of U or V . Then there
are no carries in adding the values beyond the (n − r)th place for the
labels of both U and V . Again the number of carries for U is the same
as that for V , and V ∈ Ern if and only if U ∈ Er,n−1. Suppose finally
that xj + yj = q − 1 for n − r + 1 ≤ k ≤ n − 1, and there is a carry
from the (n − r)th place in adding the labels of U or V . Then there
are carries for both U and V in each place from the (n − r)th place to
the (n − 1)th place. Thus there are at least r carries for both U and V ,
and consequently U /∈ Er,n−1, V /∈ Er,n. Since these three cases cover all
possibilities, we conclude that V ∈ Ern if and only if U ∈ Er,n−1. This
proves the lemma.

These three lemmas allow us to describe the part of the (q, r)-bas-
ket Bqr lying above the diagonal in terms of the scaled baskets for smaller
values of r.

Theorem 5.5. Let r ≥ 2 and 1 ≤ t ≤ r − 1. Let T0 be a superdiagonal
square of tier t. Then the limit of the squares in Ern contained in T0 is
the (q, r − t)-bucket Bq,r−t, scaled by 1/qt.

Thus the part of (q, r)-bucket Bqr to the upper right of the diago-
nal {x + y = 1} is a union of scaled (q, t)-buckets, 1 ≤ t ≤ r − 1, and
a row of triangles adjacent to the diagonal. Each of the triangles is the
half of a diagonal square in Gr−1 to the upper right of the diagonal. In
the case q = 2 and r = 4, Figure 4 indicates the placement of the scaled
lower order fractals B21, B22, and B23 in the fractal B24.
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B21

B22

B23

B21

B21

B21
B22

Figure 4. Superdiagonal tiers in construction of B24.

Now recall that Bq is obtained from the triangle T by excising the
nth-generation triangles for n ≥ 1. Let V be a first-generation triangle.
Then V is the superdiagonal of a subdiagonal square S. Let φS be
the affine map of the unit square onto S, so that V = φS(W ). Then
φS(W ∩ Bqr) = V ∩ Bqr, so that the part of Bqr in V can be viewed
as obtained by plugging a scaled copy of W ∩ Bqr into V . Similarly, an
nth-generation triangle has the form V = (φSn

◦ · · · ◦ φS2
◦ φS1

)(W ),
where S1 ∈ E1 is subdiagonal, and S2, . . . , Sn ∈ E1. Again V ∩Bqr is the
image of W ∩ Bqr under this composition, so that the part of Bqr in V
can be viewed as obtained by plugging a scaled copy of W ∩Bqr into V .
We have established the following.

Theorem 5.6. Let W be the upper triangle in the unit square, as before.
Let r ≥ 2, and let X = Bqr ∩ W . The (q, r)-basket Bqr is obtained from
the Sierpinski q-gasket Bq by plugging scaled copies of X into each of the
nth-generation triangles in Un, n ≥ 1.

6. Counting the black squares

Let Rr(n) denote the number of squares in Ern, that is, the number
of black squares at the nth stage. The black-square count will provide
us with one route to determine the Hausdorff dimension of Bqr. Since
all squares are black when n < r, we are only interested in finding Rr(n)
for n ≥ r.
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Theorem 6.1. Fix q ≥ 2, and let r ≥ 1. There is a polynomial Pr(n)
in n of degree r − 1 such that

(6) Rr(n) =

[

q(q + 1)

2

]n

Pr(n), n ≥ r.

Further,

(7) Pr(n) =
1

(r − 1)!

(

q − 1

q + 1

)2(r−1)

nr−1 + O(nr−2), n ≥ r.

Proof: We have already observed in Section 4 that R1(n) = [q(q+1)/2]n.
Hence the theorem holds for r = 1, and in this case P1 = 1. Thus we
assume that r ≥ 2, and we make an induction hypothesis that

(8)

[

q(q + 1)

2

]−n

Rk(n) = aknk−1 + O(nk−2), n ≥ k, 1 ≤ k < r,

where the big-oh term in (8) is a polynomial in n of degree ≤ k − 2.
We assume n ≥ r, and we count black squares. There are q(q − 1)/2

subdiagonal squares in G1. In view of Lemma 5.1, we see that each of
these contains Rr(n − 1) squares in Ern. Thus there are a total of

(9)
q(q − 1)

2
Rr(n − 1)

squares of Ern contained in the subdiagonal squares of G1.
Let Sr(n) denote the number of superdiagonal squares in Ern. Each

such square is in tier t for some 1 ≤ t ≤ r − 1. There are qt−1 diagonal
squares in Gt−1, and each of these contains q(q − 1)/2 superdiagonal
subsquares in Gt. Thus there are a total of qt(q − 1)/2 superdiagonal
squares in tier t. In view of Lemma 5.2, we see that each of these contains
Rr−t(n − t) squares in Ern. Thus

(10) Sr(n) =

r−1
∑

t=1

qt(q − 1)

2
Rr−t(n − t).

There are Sr(n − 1) superdiagonal squares in Er,n−1, so there are
Rr(n−1)−Sr(n−1) diagonal and subdiagonal squares in Er,n−1. There
are q diagonal squares in G1, so that in view of Lemma 5.4 we see that
there are

(11) qRr(n − 1) − qSr(n − 1)

squares of Ern contained in the diagonal squares of G1.
If we add (9), (10), and (11) and combine like terms, we obtain

(12) Rr(n) =
q(q + 1)

2
Rr(n − 1) − qSr(n − 1) + Sr(n), n ≥ r.
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Now consider
[

q(q + 1)

2

]−n

Sr(n) =

r−1
∑

t=1

qt(q − 1)

2

[

q(q + 1)

2

]−n+t

Rr−t(n − t).

By our induction hypothesis, the right-hand side is a polynomial in n of
order r− 2. Only the summand t = 1 contributes to the nr−2 term, and
we find using (8) with k = r − 1 that

(13)

[

q(q + 1)

2

]−n

Sr(n) =
q(q − 1)

2

[

q(q + 1)

2

]−1

ar−1n
r−2+O(nr−3).

Substituting n−1 for n in (13), and dividing by q(q +1)/2, we also have

(14)

[

q(q + 1)

2

]−n

Sr(n−1)=
q(q − 1)

2

[

q(q + 1)

2

]−2

ar−1n
r−2+O(nr−3).

Multiplying (12) by [q(q + 1)/2]−n, using (6), (8), (13), and (14), and
doing some algebra, we obtain the recursion relation

Pr(n) = Pr(n − 1) +
(q − 1)2

(q + 1)2
ar−1n

r−2 + O(nr−3).

Thus Pr(n) is a polynomial in n of degree r−1, unique up to an additive
constant, and in fact we obtain (essentially by integrating) that

Pr(n) =
1

r − 1

(q − 1)2

(q + 1)2
ar−1 nr−1 + O(nr−2).

Thus

ar =
1

r − 1

(q − 1)2

(q + 1)2
ar−1.

Since a1 = 1, this recursion relation has a unique solution, which is given
by the leading coefficient in (7).

7. Hausdorff dimension

Let E be a subset of R
d, and let s > 0. For each δ > 0, let Λ

(δ)
s (E)

denote the infimum of the sums
∑

rs
j , taken over all covers of E by balls

with radii rj satisfying rj ≤ δ. As δ decreases, the infimum is taken over

fewer covers, and Λ
(δ)
s (E) increases. Its limit Λs(E) = limδ→0 Λ

(δ)
s (E)

is the s-dimensional Hausdorff measure of E. The Hausdorff dimen-
sion of E is the infimum of s such that Λs(E) = 0. For background
information on Hausdorff measures, see [R].

Theorem 7.1. Fix q ≥ 2 and r ≥ 1. If qs > q(q+1)/2, then Λs(Bqr)=0.
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Proof: Let δ = 1/qn. Each square in Ern is contained in a disk of radius δ.
Using Theorem 6.1, we obtain

Λ(δ)
s (Bqr) ≤ Rr(n)

(

1

qn

)s

∼

[

q(q + 1)

2qs

]n

nr−1.

Since this tends to 0 as n → ∞, Λ
(δ)
s (Bqr) → 0 as δ → 0, and Λs(Bqr) =

0.

Fix q ≥ 2 and associated grids Gn. For E a subset of the unit
square [0, 1]2 in R

2, define

λ(δ)
s (E) = inf

∑

(sidelength Gj)
s,

where the infimum is taken over all finite covers of E by sets Gj ∈ ∪Gn.
It is easy to see that there are constants c, C > 0 such that

cλ(δ)
s (E) ≤ Λ(δ)

s (E) ≤ Cλ(δ)
s (E),

for all compact subsets E of the unit square (though not for arbitrary

subsets). We aim to compute λ
(δ)
s (Bqr) explicitly. First we prove two

lemmas.

Lemma 7.2. If U is a (closed) square in Ern, then Bqr contains interior
points of U .

Proof: If U∈Ernhas label (0.an. . . a2a1,0.bn. . . b2b1), then (0.an. . . a2a110,
0.bn . . . b2b101) is an interior point of U . From the definition of Ern, we
see that it labels a square in Erk for all k ≥ n + 2, hence it belongs
to Bqr.

Lemma 7.3. Let U ∈ Er,n−1. Then either all q2 subsquares of U in Gn

are contained in Ern, or exactly q(q + 1)/2 of the subsquares of U in Gn

are contained in Ern.

Proof: Let U have label (0.an . . . a2, 0.bn . . . b2). Subsquares U0 of U then
have labels of the form (0.an . . . a2a1, 0.bn . . . b2b1). Since U ∈ Er,n−1,
there are at most r − 1 carries when we add the coordinates of U . De-
fine k, 0 ≤ k ≤ q − 1, so that k = 1 if a2 + b2 6= q − 1, and otherwise k is
the largest integer such that aj + bj = q − 1 for 2 ≤ j ≤ k. For a sub-
square U0 with label as above, there are no new carries if a1 +b1 ≤ q−1,
while there are k more carries for U0 if a1 +b1 ≥ q. If now the number of
carries for U is < r − k, then all subsquares U0 have < r carries, and all
q2 subsquares belong to Ern. If on the other hand the number of carries
for U is ≥ r − k, then the subsquares U0 with < r carries are precisely
the subsquares for which a1 +b1 ≤ q−1, and there are exactly q(q+1)/2
such subsquares, namely the diagonal and subdiagonal subsquares.
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Theorem 7.4. Fix q ≥ 2 and r ≥ 1. Define β by qβ = q(q + 1)/2.

Let δ = 1/qn. Then the infimum defining λ
(δ)
s (E) is attained for the

cover Ern of Bqr by black squares in Gn. Thus

λ(δ)
s (Bqr) = Pr(n), δ = 1/qn, n ≥ r,

where Pr(n) is the polynomial of Theorem 6.1. In particular,

λ
(δ)
β (Bq) = 1, 0 < δ < 1.

If r ≥ 2, then as δ → 0,

λ
(δ)
β (Bqr) ∼

(

log
1

δ

)r−1

.

Proof: Let {G1, . . . , G`} be a finite cover of Bqr by (closed) squares
in ∪∞

k=nGk , so the sidelength of each Gj is ≤ 1/qn. By discarding Gj ’s
that are contained in a larger Gk, we can assume that no Gj is a sub-
square of another. Then the interior of each Gi is disjoint from the
other Gj ’s.

Suppose that Gi is a white square, that is, Gi does not belong to one
of the Erk’s. If p ∈ Gi∩Bqr , then p lies on a boundary segment of Gi. Let
1/qm be the minimal sidelength of the Gj ’s, and let U be a black square
of sidelength 1/qm that contains p. By Lemma 7.2, U contains points of
Bqr in its interior, and any such point belongs to one of the Gj ’s, hence
U must be contained in one of the Gj ’s, and consequently p is in one of
the Gj ’s other than Gi. Thus the Gj ’s, for j 6= i already cover Bqr . By
discarding one by one the Gi’s that are white, we can then assume that
each Gi is black, that is, each Gi belongs to Erk for some k, n ≤ k ≤ m.

Let Gi be a square in the cover of minimal sidelength 1/qm. Suppose
Gi is a subsquare of V ∈ Gm−1. Then V is black, that is, V ∈ Er,m−1,
and by Lemma 7.3, at least q(q + 1)/2 subsquares of V are black. Since
Gi has minimal sidelength, and since the Gj ’s are disjoint, each of these
black subsquares of V must be among the Gj ’s. If we replace these
squares by the parent square V , and we note that

∑

Gj⊂U

(sidelength Gj)
β ≥

q(q + 1)

2

(

1

qm

)β

=

(

1

qm−1

)β

=(sidelength U)β,

we obtain a cover by fewer squares for which the sum defining the min-
imum is at least as small. By successively replacing smaller squares
by their parent squares, we eventually arrive at the situation where all
the squares among the Gj ’s are in Ern. Since no subset of Ern covers
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Brq, we conclude that the infimum defining λ
(δ)
β (Bqr) is attained for the

cover Ern.
The remaining assertions of the theorem follow from the definitions

of Rr(n) and Pr(n) and Theorem 6.1.

Theorem 7.5. Fix q ≥ 2 and r ≥ 1. Define β by qβ = q(q + 1)/2.
The Sierpinski q-gasket Bq has finite positive β-dimensional Hausdorff
measure. For r ≥ 2, the (q, r)-basket Bqr has infinite though σ-finite
β-dimensional Hausdorff measure.

Proof: The first statement follows from Theorem 7.4 and the compara-

bility of λ
(δ)
s and Λ

(δ)
s . For the second statement, suppose first that r = 2.

By Theorem 5.6, Bq2 is obtained from Bq by plugging scaled copies of Bq

into the complementary triangles of Bq . In this construction, there are
q(q − 1)/2 triangles with scaling factor 1/q, and at the nth stage there
are [q(q + 1)/2]n−1q(q − 1)/2 triangles with scaling factor 1/qn. Thus
the β-dimensional Hausdorff measure of the copy of Bq plugged in to the
triangles at the nth stage is ∼ 1/qnβ, and

Λβ(Bq2) ≥ c

∞
∑

n=1

(

q(q + 1)

2

)n
q(q − 1)

2

1

qnβ
= c

q(q − 1)

2

∑

1 = +∞.

Thus Bq2 has infinite though σ-finite β-dimensional Hausdorff measure.
If now r > 2, Bqr is the union of Bq and a countable number of scaled
copies of Bqt for t < r. By induction on r, we see that Bqr has infinite
though σ-finite β-dimensional Hausdorff measure.

Note that the fact that Bqr has σ-finite β-dimensional Hausdorff mea-
sure already implies that Λs(Bqr) = 0 for s > β. This provides another
route to Theorem 7.1, which depends only on the (easy) case r = 1 of
Theorem 6.1. In any event, we have the following corollary to Theo-
rem 7.5.

Corollary 7.6. Fix q ≥ 2 and r ≥ 1, and define β by qβ = q(q + 1)/2.
Then the (q, r)-basket Bqr has Hausdorff dimension β.

8. Baskets in higher dimensions

We can define baskets in d-dimensional Euclidean space for any d ≥ 2
in the same way as in the two-dimensional case. Carrying over the same
notation, we let Gn be the grid of subcubes of the unit cube [0, 1]d of
sidelength 1/qn, and we label a cube in Gn by the d-tuple of coordinates
of its lower left corner. We express the coordinates in base-q, and we
define Ern to be the subset of Gn of cubes with the property that when
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we add the coordinates of the label, there are fewer than r carries. Again
we define Ern be the union of the (closed) cubes in Ern. The Ern’s form
a decreasing sequence of nonempty compact sets. We define their limit
to be the (q, r)-basket in R

d, and we denote it by Bqr.
If r = 1, we obtain the analogue Bq = Bq1 in R

d of the Sierpinski
q-gasket. It is the limit of the iterated function system consisting of
functions of the form

φk(x) =
1

q
(k + x), x ∈ [0, 1]d,

where k = (k1, . . . , kd), and the kj ’s are nonnegative integers satisfying
k1 + · · ·+ kd ≤ q− 1. Each k/q is the label of a diagonal or subdiagonal
cube in G1. In this case there are qd−1(q + 1)/2 cubes in E1, hence
[qd−1(q + 1)/2]n cubes in En. Consequently

∑

{(sidelength U)β : U ∈ En} =

[

qd−1(q + 1)

2

]n

·
1

qnβ

=

[

qd−1(q + 1)

2
q−β

]n

.

This has a finite nonzero limit as n → ∞ when

qβ =
qd−1(q + 1)

2
,

that is, for β = βq defined by

βq = d − 1 +
log((q + 1)/2)

log q
.

It is straightforward to verify that βq is the Hausdorff dimension of Bq .
Again Bq has finite positive βq-dimensional Hausdorff measure, and
for r ≥ 2, Bqr has infinite though σ-finite βq-dimensional Hausdorff
measure.

In the case that q = pr is a prime power, there is a connection between
the (q, r)-basket and the d-dimensional analogue of Pascal’s triangle con-
sisting of multinomial coefficients. The connection can be made through
the following theorem, which is a direct consequence of the carry rule.

Theorem 8.1. Let p be a prime number, and let r ≥ 1. For n ≥ 1
and 0 ≤ k1, . . . , kd < pn, the multinomial coefficient

(k1 + · · · kd)!

k1! . . . kd!

is not divisible by pr if and only if the cube in Gn with label q−n(k1, . . . , kd)
belongs to Ern.
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