ELLIPITIC OBSTACLE PROBLEMS WITH MEASURE DATA: POTENTIALS AND LOW ORDER REGULARITY
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Abstract: We consider obstacle problems with measure data related to elliptic equations of $p$-Laplace type, and investigate the connections between low order regularity properties of the solutions and non-linear potentials of the data. In particular, we give pointwise estimates for the solutions in terms of Wolff potentials and address the questions of boundedness and continuity of the solution.
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1. Introduction

The problems treated in the present work are related to measure data problems of the type

\begin{equation}
- \text{div} a(x, Du) = \mu \quad \text{on} \ \Omega,
\end{equation}

where the left-hand side is given by an elliptic differential operator of $p$-Laplace type for $p > \frac{2n}{n+1}$ and $\mu$ is a bounded Radon measure. Such problems have been studied extensively in the literature, see [5], [7], [2], [10] for the foundations of this theory. Interesting examples for solutions to measure data problems are given by super-solutions studied in nonlinear potential theory, see [16], [28]. In many applications, e.g. in mechanics or in control theory, elliptic equations are coupled with an obstacle constraint of the form $u \geq \psi$ for a given function $\psi: \Omega \to \mathbb{R}$, see e.g. [3], [21] for examples and an overview of the classical theory. Another motivation for considering obstacle problems are their applications in non-linear potential theory, where solutions to obstacle problems can be employed very effectively for approximating super-solutions, see e.g. [17], [22], [16]. Obstacle problems with measure data have been considered e.g. by Boccardo and Gallouët [6] and by Boccardo and Cirmi [4].
In this work, we are interested in the connections between non-linear potentials of the data $\mu$ and $\psi$ and regularity properties of the solutions. The important role of such potentials in the theory of super-solutions has been illuminated in the fundamental work of Kilpeläinen and Malý [19], cf. also the book by Malý and Ziemer [28]. They observed that non-negative solutions to (1.1) can be estimated in terms of the non-linear Wolff potentials of the right-hand side measure, which are defined as

$$W^\mu_{\beta,p}(x_0,R) := \int_0^R \left[ \frac{|\mu|(B_{\rho}(x_0))}{\rho^{n-\beta p}} \right]^\frac{1}{p-1} d\rho,$$

whenever $\beta \in (0,n]$. More precisely, Kilpeläinen and Malý derived the following pointwise estimate from above. For every non-negative solution to (1.1) and every ball $B_R(x_0) \subset \Omega$, they proved

$$u(x_0) \leq c \left( \int_{B_{R/2}(x_0)} u^\gamma \, dx \right)^\frac{1}{\gamma} + c W^\mu_{1,p}(x_0,R),$$

for some $\gamma > p - 1$. Moreover, they achieved an estimate from below by the Wolff potential of $\mu$ and a criterion for the continuity of non-negative solutions in terms of the Wolff potential [19], see also [18], [20] for related results. A different method of proof for such estimates has later been developed by Trudinger and Wang [36], who provided extensions to much more general settings. While all of the above-mentioned results are concerned with properties of the solution itself, analogous results for the gradient of solutions have been achieved by Mingione [30] for $p = 2$ and by Duzaar and Mingione [11], [13], [14] for general growth exponents. Moreover, their techniques allowed not only to bound the gradient in terms of potentials, but to go one step further and analyze the continuity of the gradient with the help of non-linear potentials [12]. Their approach yields results analogous to the continuity result by Kilpeläinen and Malý mentioned above, but now on the level of the gradient. Finally, we remark that Kuusi and Mingione [23], [24] recently gave an improved criterion for gradient continuity in terms of Riesz potentials, which implies in particular the sharp criterion $\mu \in L(n,1)$ for gradient continuity also for growth exponents $p > 2$.

Gradient estimates for solutions to obstacle problems in terms of potentials have been investigated in our preceding works [32], [35], where we considered more regular vector fields $a(x,\xi)$ that depend Dini-continuously on $x \in \Omega$ and differentiably on the gradient variable $\xi \in \mathbb{R}^n$. In the present work, we are concerned with the question what can be said for much less regular vector fields that need only be Carathéodory...
functions, i.e. measurable in $x$ and continuous in $\xi$. Moreover, contrary to the situation in [35], we are now able to allow an additional divergence term on the right-hand side of (1.1). In such a general situation, regularity of the gradient can not be expected anymore, but one might still ask for local boundedness or continuity of the solution itself. Also for these questions, the techniques developed by Duzaar and Mingione in [11], [12], [14] provide answers in the case of the elliptic equation (1.1). The question of local boundedness can be answered positively with the help of the bound (1.3) by Kilpeläinen and Malý if the Wolff potential $W^{\mu}_{1,p}(\cdot, R)$ is locally bounded. On the other hand, continuity of the solution to (1.1) follows if the Wolff potential $W^{\mu}_{1,p}(x_0, R)$ vanishes in the limit $R \downarrow 0$, uniformly in $x_0 \in \Omega'$ for all compactly contained subdomains $\Omega' \Subset \Omega$ (cf. [19]). The aim of the present work is to investigate the analogous questions for a rather general class of elliptic obstacle problems. Parabolic analogues of these results have been discussed in [32], [33], [34].

1.1. The setting.

We investigate solutions to elliptic obstacle problems on a bounded domain $\Omega \subset \mathbb{R}^n$ of dimension $n \geq 2$, and more generally suitable limits of solutions as stated in Definition 1.1. Our general assumptions are the following. We suppose that $a: \Omega \times \mathbb{R}^n \to \mathbb{R}^n$ is a Carathéodory function, i.e. that $\xi \mapsto a(x, \xi)$ is continuous for a.e. $x \in \Omega$ and that $x \mapsto a(x, \xi)$ is measurable for every $\xi \in \mathbb{R}^n$. Moreover, we assume the following standard ellipticity and growth properties for some growth exponent $p \in (\frac{2n}{n+1}, n]$ and given structure constants $0 < \nu \leq 1 \leq L$ and $s \in [0, 1]$.

\[(a(x, \xi) - a(x, \xi_0)) \cdot (\xi - \xi_0) \geq \nu(s + |\xi| + |\xi_0|)^{p-2}|\xi - \xi_0|^2,\]

\[(1.4) \quad |a(x, \xi)| \leq L(1 + |\xi|)^{p-1},\]

for all $x \in \Omega$ and $\xi, \xi_0 \in \mathbb{R}^n$. We consider an obstacle function $\psi \in W^{1,p}(\Omega)$. In the classical setting, we consider inhomogeneities $f \in L^p(\Omega)$ and $F \in L^p(\Omega, \mathbb{R}^n)$ and investigate solutions $u \in W^{1,p}(\Omega)$ with $u \geq \psi$ a.e. on $\Omega$ of the variational inequality

\[(1.6) \quad \int_{\Omega} a(x, Du) \cdot D(v-u) \, dx \geq \int_{\Omega} f(v-u) + |F|^{p-2}F \cdot D(v-u) \, dx \]

for all comparison functions $v \in u + W^{1,p}_0(\Omega)$ with $v \geq \psi$ a.e. on $\Omega$. The existence of solutions to this inequality with given Dirichlet boundary data follows from classical results, see e.g. [27], [21].
However, we are also interested in solutions to obstacle problems with measure data in the sense that we want to replace the inhomogeneity $f \in L^{p'}(\Omega)$ appearing in the above formulation of the obstacle problem by a signed Radon measure $\mu$. For this purpose, we introduce the notation $\mathcal{M}_b(\Omega)$ for the space of bounded Radon measures, i.e. the space of signed Radon measures $\mu$ whose total variation $|\mu|$ is bounded on $\Omega$ in the sense $|\mu|(\Omega) < \infty$. When considering elliptic problems with general measure data $\mu \in \mathcal{M}_b(\Omega)$, it is evident that even in the obstacle-free problem

$$- \text{div} a(x, Du) = \mu \quad \text{on } \Omega,$$

we can not expect the existence of solutions in the space $W^{1,p}(\Omega)$ unless the right-hand side satisfies $\mu \in W^{-1,p'}(\Omega)$. Therefore, it is not possible to use the formulation (1.6) of the obstacle problem in the case of general measure data. For such more general settings, different notions of solution and corresponding existence results have been developed in the literature. For example, solutions to elliptic obstacle problems with measure data in $L^1(\Omega) + W^{-1,p'}(\Omega)$ have been constructed in the articles [6], [4], [25], based on the concept of entropy solutions (see [5], [2], [8] for the case of obstacle-free problems). In [31], the notion of renormalized solutions has been adapted to the case of obstacle problems, which allows also to treat measures with non-negative singular part. For a brief summary of these results, we refer to our article [35, Section 1.1]. The solutions from the mentioned works can all be constructed by approximating the solution by solutions to regularized obstacle problems for inhomogeneities $f_i \in W^{-1,p'}(\Omega) \cap L^1(\Omega)$ with $f_i \rightharpoonup^* \mu$ weakly* in the space $\mathcal{M}_b(\Omega)$, as $i \to \infty$. According to classical theory [27], [21], the approximating obstacle problems have solutions $u_i \in W^{1,p}(\Omega)$ in the sense of (1.6) and can be shown to converge to a limit map in a suitable way, cf. [35, Lemma 3.4]. We follow the approach of approximation with regularized problems also for the derivation of our estimates. More precisely, we first derive certain comparison estimates for solutions of the regularized obstacle problems and then pass to the limit. It turns out that the limit maps fulfill the desired potential estimates regardless of the fact if or in what sense they solve the obstacle problems. This is the reason why we state our results not only for solutions, but more generally for limits of approximating solutions in the sense of the following definition. However, the class of functions introduced in the following lemma includes in particular the solutions for obstacle problems with measure data constructed in [6], [4], [25], [31], and clearly, also classical solutions of the variational inequality (1.6).
Definition 1.1. Suppose that $p > 1$ and that an obstacle function $\psi \in W^{1,p}(\Omega)$, measure data $\mu \in \mathcal{M}_b(\Omega)$, a function $F \in L^p(\Omega, \mathbb{R}^n)$ and boundary data $g \in W^{1,p}(\Omega)$ with $g \geq \psi$ a.e. are given. We say that a map $u \in T^{1,p}_g(\Omega)$ (see Section 2 for the definition) with $u \geq \psi$ a.e. on $\Omega$ is a limit of approximating solutions of the obstacle problem $OP(\psi; \mu, F)$ if there are functions $f_i \in W^{-1,p'}(\Omega) \cap L^1(\Omega)$ with $f_i \rightharpoonup^* \mu$ in $\mathcal{M}_b(\Omega)$ as $i \to \infty$, and solutions $u_i \in W^{1,p}(\Omega)$ with $u_i \geq \psi$ a.e. of the variational inequalities
\begin{equation}
\int_\Omega a(x, Du_i) \cdot D(v-u_i) \, dx \geq \langle f_i, v-u_i \rangle + \int_\Omega |F|^{p-2} F \cdot D(v-u_i) \, dx
\end{equation}
for all comparison functions $v \in u_i + W^{1,p}_0(\Omega)$ with $v \geq \psi$ a.e., such that the maps $u_i$ tend to $u$ as $i \to \infty$ in the sense
\begin{equation}
\begin{cases}
u_i \to u & \text{almost everywhere on } \Omega, \\
\int_\Omega |u_i - u|^q \, dx \to 0 & \text{for every } 0 < q < (p-1) \frac{n}{n-p}, \\
\int_\Omega |Du_i - Du|^r \, dx \to 0 & \text{for every } 0 < r < (p-1) \frac{n}{n-1}.
\end{cases}
\end{equation}

The existence of approximating solutions converging in the sense of the above definition follows with standard techniques for measure data problems, see e.g. [2], [5], [7], [9]. A proof tailored to the particular situation considered here can be found in [35, Lemma 3.4].

Remark 1.2. The convergence (1.8) implies $u_i \to u$ in $L^1(\Omega)$ as long as $p > \frac{2n}{n+1}$. Consequently, every limit of approximating solutions in the meaning of the above definition satisfies $u \in L^1(\Omega)$ if $p > \frac{2n}{n+1}$. The gradients of the limits of approximating solutions may not be locally integrable anymore, but they still satisfy $|Du|^{\frac{n}{n+1}} \in L^1(\Omega)$ as a consequence of (1.8). These integrability properties are consistent with classical results in measure data problems, which have first been obtained by Lindqvist [26] in the case of $p$-superharmonic functions, see also [16]. The fact that this level of integrability is optimal is already indicated by the simple example of the fundamental solution $u(x) := c|x|^{-\alpha}$, where $\alpha := \frac{n-p}{p-1}$, of the $p$-Laplacean. This map solves the measure data problem $-\Delta_p u = \delta_0$ on $\mathbb{R}^n$ and satisfies $u \in L^1_{\text{loc}}(\mathbb{R}^n)$ if and only if $p > \frac{2n}{n+1}$. In order to exclude solutions that are not locally integrable, we therefore impose the general assumption $p > \frac{2n}{n+1}$ throughout this work.
1.2. Summary of results.

We begin by stating our results in the case $p \in [2, n]$. In this case, we prove the following potential estimate for every limit $u \in L^1(\Omega)$ of approximating solutions to $OP(\psi; \mu, F)$, in the sense of the preceding definition. For every Lebesgue point $x_0 \in \Omega$ of $u$ and every radius $0 < R < \min\{1, \text{dist}(x_0, \partial\Omega)\}$, we have

$$
|u(x_0)| \leq c \int_{B_R(x_0)} 1 + |u| \, dx + cW_{1,p}^\mu(x_0, R)
$$

(1.9)

with the Wolff potential $W_{1,p}^\mu$ as defined in (1.2) above. Here, we adopted notations such as $|F|^p(B_{\varrho}(x_0)) := \int_{B_{\varrho}(x_0)} |F|^p \, dx$. For the proof, we refer to Theorem 4.3. By classical estimates for potentials, the right-hand side of (1.9) can be bounded further. As an example of the possible applications, we derive criteria for Lorentz space regularity of solutions. In the case of exponents below the duality exponent, i.e. for $r < (p^*)' = \frac{np}{np-n+p}$, we deduce that

$$
\mu \in L(r, t) \implies |u|^{p-1} \in L_{\text{loc}}\left(\frac{nr}{n-p}, t\right)
$$

for every $1 \leq t \leq \infty$, together with the corresponding local estimate, see Corollary 4.5. In the case $(p^*)'< r < \frac{n}{p}$, this implication remains valid under additional assumptions on $|F|$ and $|D\psi|$. More precisely, in this case we have that

$$
\mu \in L(r, t) \quad \text{and} \quad |F|^{p-1}, |D\psi|^{p-1} \in L\left(\frac{nr}{n-r}, t\right)
$$

implies $|u|^{p-1} \in L_{\text{loc}}\left(\frac{nr}{n-p}, t\right)$.

The borderline case $r = \frac{n}{p}$ is particularly interesting, since here one might hope for local boundedness of the solution. This is satisfied by the bound (1.9) if the Wolff potential and the last integral in (1.9) are locally bounded. If more strongly, these quantities tend to zero in the limit $R \searrow 0$, uniformly in $x_0 \in \Omega'$ for every compactly contained subdomain $\Omega' \subseteq \Omega$, the solutions are even continuous, see Theorem 4.6. This is in particular the case if the data belong to certain Lorentz spaces, which yields the following Lorentz space criterion for continuity, provided $p < n$ (cf. Corollary 4.7).

$$
(1.10) \quad \mu \in L\left(\frac{a}{p}, \frac{1}{p-1}\right) \quad \text{and} \quad |D\psi|, |F| \in L(n, 1) \implies u \in C_0^{\infty}(\Omega).
$$
Moreover, we also derive a criterion for H"older continuity of the solution in terms of a Morrey type condition on the data, see Lemma 4.8. To be precise, if the data satisfy

\[
\begin{align*}
\sup_{x_0 \in \Omega'} \sup_{0 < \rho < 1} \left[ \rho^{p-n-\gamma(p-1)} |\mu|(B_{\rho}(x_0) \cap \Omega) + \rho^{p-n-\gamma_p} \int_{B_{\rho}(x_0) \cap \Omega} |F|^p + |D\psi|^p \, dx \right] < \infty
\end{align*}
\]

for some $\gamma \in (0, 1)$ and every subdomain $\Omega' \Subset \Omega$, then we have $u \in C^{0,\alpha}_{\text{loc}}(\Omega)$ for some $\alpha > 0$ that can be determined in dependence on $\gamma$, $n$, $p$, $\nu$ and $L$.

The proofs are based on a comparison argument, a strategy which has first been used by Mingione [30] for the derivation of potential estimates. All of the above-mentioned results rely on an excess decay estimate for solutions of obstacle problems with measure data. Such excess decay estimates are available for solutions to homogeneous elliptic equations by the DeGiorgi-Nash-Moser theory (cf. Section 4.1). We extend these decay estimates to obstacle problems by a comparison scheme of several steps. In a first step, we remove the right-hand side measure and consider the resulting obstacle problem. In order to derive suitable comparison estimates, we have to make use of truncation methods, as they are standard in the theory of measure data problems (see e.g. [16], [2]). In a second step, we compare with a suitable elliptic equation, whose solutions obey the obstacle condition due to a comparison principle. Finally, in a third step, we compare with the solution of a homogeneous equation to which the DeGiorgi-Nash-Moser theory applies. This procedure yields an excess decay estimate, cf. Lemma 4.2, which can be iterated to give the desired pointwise estimates by potentials of the data, see Theorem 4.3. On the other hand, the mentioned excess decay estimate can be used to examine the continuity of the solutions, as carried out in Theorem 4.6 and Lemma 4.8.

The case $\frac{2n}{n+1} < p < 2$ is more involved since the problem might degenerate for large values of $|Du|$. This causes particularly intricate problems for exponents $p \in (\frac{2n}{n+1}, 2 - \frac{1}{n}]$, since in this case, the solutions do not in general satisfy $Du \in L^1(\Omega, \mathbb{R}^n)$. However, we need some bounds on the gradients in order to control the degeneration, and this is implemented by bounding integrals of the type

\[
\int_{B_{\rho}(x_0)} |Du|^\frac{n}{n+1} \, dx.
\]
These integrals turn out to be finite for solutions of measure data problems provided \( p > \frac{2n}{n+1} \). In fact, the solutions that we consider satisfy \( |Du|^p \in L^\gamma(\Omega) \) for every \( \gamma \in [1, \frac{n}{n+1}) \), which implies \( |Du|^\frac{n}{n+1} \in L^1(\Omega) \) if and only if \( p > \frac{2n}{n+1} \), cf. Remark 1.2. In order to bound the integrals (1.11) for all of the maps occurring in the comparison argument, we have to derive comparison estimates for the gradient below the \( L^1 \)-level, namely on the integrability level \( \frac{n}{n+1} \) (cf. Lemma 3.2). For this aim we use once more the truncation arguments from the theory of measure data problems. During the iteration process, we have to deal with additional terms of the type (1.11), but it turns out that most of them can be re-absorbed during the iteration, so that again, we arrive at a potential estimate. However, since the degeneration of the problem depends on the size of the gradient, it seems natural that in this case, the right-hand side contains an integral involving \( |Du| \). To be precise, in the case \( \frac{2n}{n+1} < p < 2 \) the potential estimate reads as follows.

\[
|u(x_0)| \leq c \int_{B_R(x_0)} 1 + |u| \, dx + cR \left( \int_{B_R(x_0)} |Du|^\frac{n}{n+1} \, dx \right)^{1+\frac{1}{n}} + cW_1^{\mu}(x_0, R) + c \int_0^R \left[ \frac{|D\psi|^p(B_\varrho(x_0))}{\varrho^{n-p}} \right]^\frac{1}{p} + \left[ \frac{|F|^p(B_\varrho(x_0))}{\varrho^{n-p}} \right]^\frac{1}{p} \, d\varrho
\]

for all Lebesgue points \( x_0 \in \Omega \) of \( u \) and every radius \( 0 < R < \min \{1, \text{dist}(x_0, \partial\Omega)\} \), see Theorem 4.3. Moreover, the condition (1.10) for the continuity of solutions continues to hold in the same way if \( \frac{2n}{n+1} < p < 2 \), and also the Lorentz space estimates and the Hölder continuity result are valid analogously for exponents \( p < 2 \), cf. Corollary 4.7 and Lemma 4.8.

2. Preliminaries

**Notation.** In what follows, we consider elliptic obstacle problems on a bounded domain \( \Omega \subset \mathbb{R}^n \) of dimension \( n \geq 2 \). For the open ball with radius \( \varrho > 0 \) centered in \( x_0 \in \Omega \) we write \( B_\varrho(x_0) \), and occasionally we use the shorter notation \( B_\varrho := B_\varrho(0) \) in case \( x_0 = 0 \). Given a subset \( A \subset \Omega \) and \( g \in L^1(A) \), we abbreviate \( (g)_A := \frac{1}{\text{meas}(A)} \int_A g \, dx \) for the mean value of \( g \) over the set \( A \). In case \( A = B_\varrho(x_0) \) is a ball, we write furthermore \( (g)_{x_0, \varrho} := (g)_{B_\varrho(x_0)} \), respectively \( (g)_\varrho := (g)_{B_\varrho} \).

**Function spaces.** We employ the customary notation \( W^{1,p}(\Omega) \) for the Sobolev space of weakly differentiable functions \( u \in L^p(\Omega) \) with \( |Du| \in L^p(\Omega) \) and write \( W_0^{1,p}(\Omega) \) for the closure of \( C_c^\infty(\Omega) \) in \( W^{1,p}(\Omega) \) with
respect to the $W^{1,p}$-norm. The dual space to $W^{-1,p}(Ω)$ will be denoted by $W^{-1,p'}(Ω)$, where $p' := \frac{p}{p-1}$, and for the dual pairing between $W^{-1,p'}(Ω)$ and $W^{-1,p}(Ω)$ we write $\langle \cdot, \cdot \rangle$. For parameters $1 \leq p < \infty$ and $0 < q \leq \infty$, the Lorentz space $L(p,q)(Ω)$ is defined via the non-increasing rearrangement of a measurable function $f: Ω → R$ that is defined by

$$f^*: [0, \infty) → [0, \infty), \quad f^*(s) := \sup\{t ≥ 0 : ||f| > t|| > s\}.$$ 

The space $L(p,q)$ with $0 < q < \infty$ consists of those functions $f: Ω → R$ for which the norms

$$(2.1) \quad \|f\|_{L(p,q)} := \left(\int_0^\infty \left[r^{1/p} f^*(r)\right]^q \frac{dr}{r}\right)^{\frac{1}{q}}$$

are finite, and the spaces $L(p,\infty)$, also known as Marcinkiewicz spaces, are defined analogously by the condition

$$(2.2) \quad \|f\|_{L(p,\infty)} := \sup_{r>0} r^{1/p} f^*(r) < \infty.$$ 

Moreover, we write $L_{loc}(p,q)(Ω)$ for the space of functions $f: Ω → R$ with $f|_{Ω'} \in L(p,q)(Ω')$ for every compactly contained subdomain $Ω' \subset Ω$. For a more detailed exposition of the properties of Lorentz spaces we refer to [37].

Natural function spaces for dealing with measure data problems are defined via the truncations

$$(2.3) \quad T_k(y) := \begin{cases} y & \text{if } |y| \leq k, \\ k \text{sgn}(y) & \text{if } |y| > k, \end{cases}$$

for $k > 0$ and all $y ∈ R$. Following [2], we abbreviate

$$(2.4) \quad T^{1,p}(Ω) := \{u: Ω → R \text{ measurable: } T_k(u) ∈ W^{1,p}(Ω) \text{ for all } k > 0\}.$$ 

For a discussion of the properties of these spaces we refer to [2]. In particular, functions $u ∈ T^{1,p}(Ω)$ have an almost everywhere well-defined gradient $Du = Φ$, whose definition is consistent with the weak derivative in case $u ∈ T^{1,p}(Ω) ∩ W^{1,1}(Ω)$. Moreover, for given Dirichlet boundary data $g ∈ W^{1,p}(Ω)$, we define

$$T^1_p(Ω) := \{u: Ω → R \text{ measurable: } T_k(u-g) ∈ W^{1,p}_0(Ω) \text{ for all } k > 0\}.$$
Potentials and Lorentz spaces. We consider parameters $d \geq 1$, $\gamma \in (0, n]$ and $q > 0$. Then we define a general potential of $f \in L^d(\Omega)$ by

$$P^f_{\gamma,d,q}(x_0, R) := \int_0^R \left( \frac{|f|^d(B_\rho(x_0))}{\rho^{n-\gamma}} \right)^{\frac{q}{d}} \frac{d\rho}{\rho},$$

for $x_0 \in \mathbb{R}^n$ and $R > 0$, and $|f|^d(B_\rho(x_0)) := \int_{B_\rho(x_0)} |f|^d dx$, where we extended $f$ by zero outside of $\Omega$ for the definition. The above potentials include the localized Riesz potentials

$$I^f_\gamma(x_0, R) := \int_0^R \frac{|f|(B_\rho(x_0)) d\rho}{\rho^{n-\gamma}},$$

as the special case $d = 1 = q$, and the non-linear Wolff-potentials defined in (1.2) as the case $d = 1$ and $q = \frac{1}{p-1}$. More generally, the potentials $P^f_{\gamma,d,q}$ can be estimated by iterated Riesz potentials of Maz’ja-Havin type as they have been used in the seminal works [1], [29]. Therefore, the above potentials can be estimated by means of classical Riesz potential estimates. Here, we will use the following estimates in Lorentz spaces, a detailed proof of which can be found in [35, Section 5]. Suppose that $d \geq 1$, $1 < r < \infty$ and $1 \leq s \leq \infty$ are given and $f \in L^{rd,sd}(\Omega)$. Then, for every $0 < \gamma < \frac{n}{r}$ and $0 < q \leq 1$ we have

$$\|P^f_{\gamma,d,q}(\cdot, R)\|_{L^{\left(\frac{1}{q}, \frac{n-\gamma}{n}, \frac{s}{q}\right)}} \leq c(n, q, \gamma) \|f\|_{L^{rd,sd}}^{qd},$$

for every $R > 0$. In the borderline case $f \in L^d(\Omega)$ and $0 < \gamma < n$, the following estimate holds true.

$$\|P^f_{\gamma,d,q}(\cdot, R)\|_{L^{\left(\frac{1}{q}, \frac{n}{n-\gamma}, \infty\right)}} \leq c\|f\|_{L^d}^{qd}.$$

For the proof we refer to [35]. Moreover, we have the following $L^\infty$-bound of the potentials $P^f_{\gamma,d,q}$ for every $d \geq 1$, $0 < \gamma < n$ and $q > 0$:

$$\sup_{x \in \Omega} P^f_{\gamma,d,q}(x, R) \leq c(n, q, \gamma) \int_0^{|B_R|} \left[ \varrho^{\frac{n}{q}d} f^*(\varrho) \right]^{qd} \frac{d\varrho}{\varrho},$$

for every $R > 0$. In particular, we have the implication

$$f \in L^{\left(\frac{nd}{\gamma}, qd\right)}(\Omega) \implies \lim_{R \to 0} \sup_{x \in \Omega} P^f_{\gamma,d,q}(x, R) = 0.$$

The proof has been carried out in [35].
A comparison principle. The following classical comparison principle will be crucial for constructing comparison maps that satisfy the obstacle constraint \( v \geq \psi \) a.e. on \( \Omega \). A proof can be retrieved from [16, Lemma 3.18].

**Lemma 2.1.** We assume that \( \mathcal{O} \subset \mathbb{R}^n \) is a bounded domain and that (1.4) and (1.5) are in force for the vector field \( a: \mathcal{O} \times \mathbb{R}^n \rightarrow \mathbb{R}^n \). Suppose that the maps \( v, \psi \in W^{1,p}(\mathcal{O}) \) satisfy
\[
\begin{cases}
- \text{div} a(\cdot, Dv) \geq - \text{div} a(\cdot, D\psi) & \text{on } \mathcal{O}, \\
v \geq \psi & \text{on } \partial \mathcal{O},
\end{cases}
\]
where the second inequality is to be understood in the sense \( (\psi - v)_+ \in W^{1,p}_0(\mathcal{O}) \). Then we have \( v \geq \psi \) a.e. on \( \mathcal{O} \).

**Some auxiliary lemmata.** The proof of the following well-known lemma can be found e.g. in [15, Lemma 6.1, p. 191].

**Lemma 2.2.** For \( R > 0 \), let \( f: [\frac{R}{2}, R] \rightarrow [0, \infty) \) be a bounded function satisfying
\[
f(\sigma) \leq \vartheta f(\varrho) + \frac{A}{(\varrho - \sigma)^\alpha} + \frac{B}{(\varrho - \sigma)^\beta} + C
\]
for all \( \frac{R}{2} < \sigma < \varrho < R \) and fixed non-negative constants \( A, B, C, \alpha > \beta > 0 \) and a parameter \( \vartheta \in (0, 1) \). Then we have the estimate
\[
f\left( \frac{R}{2} \right) \leq c(\alpha, \vartheta) \left( \frac{A}{R^\alpha} + \frac{B}{R^\beta} + C \right).
\]

The following lemma will be useful for estimating potentials by sums and vice versa.

**Lemma 2.3.** Assume that \( \Phi: (0, R] \rightarrow [0, \infty) \) is a function with the property
\[
(2.10) \quad \Phi(\varrho) \leq K \Phi(r) \quad \text{if } \theta r \leq \varrho \leq r \leq R,
\]
for constants \( K \geq 1 \) and \( \theta \in (0, 1) \). Then the following chain of estimates holds true.
\[
\frac{|\log \theta|}{K} \sum_{\ell=1}^\infty \Phi(\theta^\ell R) \leq \int_0^R \Phi(\varrho) \frac{d\varrho}{\varrho} \leq K |\log \theta| \sum_{\ell=0}^\infty \Phi(\theta^\ell R).
\]

**Proof:** For \( R_\ell := \theta^\ell R, \ell \in \mathbb{N}_0 \), we decompose \( (0, R) \) into the intervals \( (R_{\ell+1}, R_\ell) \), on which the assumption (2.10) implies the bound \( K^{-1} \Phi(R_{\ell+1}) \leq \Phi \leq K \Phi(R_\ell) \). Summing over \( \ell \in \mathbb{N}_0 \) yields the claim. \( \Box \)
3. Comparison estimates for measure data problems

3.1. Comparison estimates below the growth exponent.

The following lemma will enable us to derive comparison estimates below the growth exponent by testing with suitable truncations. Results of the same type have been established in \cite[Lemma 7.43]{16} and \cite[Lemma 4.1]{2}. The particular form of the lemma that we present here was proven in \cite{35}.

**Lemma 3.1.** For fixed constants $M > 0$, $\alpha \in (0, 1]$ and \( p \in (1, n] \), we suppose that the map \( h \in T_0^{1,p}(B_R(x_0)) \) satisfies
\[
\int_{B_R(x_0) \cap \{|h| \leq k\}} |Dh|^p \, dx \leq Mk^\alpha \quad \text{for every } k > 0.
\]

(i) For every $0 < q < (p - \alpha) \frac{n}{n-p}$, the bound
\[
\int_{B_R(x_0)} |h|^q \, dx \leq c(n, p, q, \alpha) \left[ \frac{M}{R^{n-p}} \right]^\frac{q}{p-\alpha}
\]
holds true. In the case $p = n$, this estimate is valid for every $q < \infty$.

(ii) In the case $0 < r < (p - \alpha) \frac{n}{n-\alpha}$, we additionally have
\[
\int_{B_R(x_0)} |Dh|^r \, dx \leq c(n, p, r, \alpha) \left[ \frac{M}{R^{n-\alpha}} \right]^\frac{r}{p-\alpha}.
\]

Our first goal in this section is a suitable comparison estimate between a solution of a measure data problem and the solution of the corresponding homogeneous obstacle problem. We start with a comparison estimate in the classical setting, i.e. with an inhomogeneity in $W^{1,p'}$.

**Lemma 3.2.** Assume that \( f \in W^{-1,p'}(B_R) \cap L^1(B_R) \), \( F \in L^p(B_R, \mathbb{R}^n) \), and that \( u \in W^{1,p}(B_R) \) with \( u \geq \psi \) solves the variational inequality
\[
(3.1) \quad \int_{B_R} a(\cdot, Du) \cdot D(v-u) \, dx \geq \langle f, v-u \rangle + \int_{B_R} |F|^{p-2} F \cdot D(v-u) \, dx
\]
for all \( v \in u + W_0^{1,p}(B_R) \) with \( v \geq \psi \) a.e., where (1.4) and (1.5) are in force. Moreover, let \( w \in u + W_0^{1,p}(B_R) \) with \( w \geq \psi \) be the weak solution of the obstacle problem
\[
(3.2) \quad \int_{B_R} a(\cdot, Dw) \cdot D(v-w) \, dx \geq \int_{B_R} |F|^{p-2} F \cdot D(v-w) \, dx
\]
for all \( v \in u + W^{1,p}_0(B_R) \) with \( v \geq \psi \). In the case \( 2 \leq p \leq n \), we have the comparison estimate

\[
\int_{B_R} |Du - Dw| \, dx \leq c \left( R \int_{B_R} |f| \, dx \right)^{\frac{1}{p-1}},
\]

while for \( \frac{2n}{n+1} < p < 2 \), we have the zero order estimate

\[
\int_{B_R} |u - w| \, dx + R \left( \int_{B_R} |Du - Dw|^{\frac{n}{n+1}} \, dx \right)^{1 + \frac{1}{n}} \leq c \left( R^p \int_{B_R} |f| \, dx \right)^{\frac{1}{p-1}}
\]

\[
+ c R^{2-p} \left( \int_{B_R} (s + |Du|)^{\frac{n}{n+1}} \, dx \right)^{(1 + \frac{1}{n})(2-p)} R^p \int_{B_R} |f| \, dx.
\]

In both estimates, the constant \( c \) depends at most on \( n \), \( p \) and \( \nu \).

\textbf{Proof: } We point out that it is not possible to use \( u \) respectively \( w \) as comparison functions in the variational inequalities since these functions might not be bounded, and consequently, this approach would result in comparison estimates involving stronger norms than the \( L^1 \)-norm of the inhomogeneity \( f \). Therefore, we use the truncated functions \( v_k := u + T_k(w - u) \in u + W^{1,p}_0(B_R) \), for \( k > 0 \), as comparison functions in the variational inequality (3.1). This is allowed since the maps \( v_k \) satisfy the obstacle constraint \( v_k \geq \psi \) as a consequence of \( u, w \geq \psi \). We thereby get

\[
- \int_{B_R} a(x, Du) \cdot D[T_k(w - u)] \, dx \leq k \int_{B_R} |f| \, dx
\]

\[
- \int_{B_R} |F|^{p-2} F \cdot D[T_k(w - u)] \, dx,
\]

where we used \( |v_k - u| \leq k \), by the definition of the truncations \( v_k \). Similarly, we may use \( \tilde{v}_k := w - T_k(w - u) \in u + W^{1,p}_0(B_R) \), for \( k > 0 \), as comparison function in the inequality (3.2), which gives

\[
\int_{B_R} a(x, Dw) \cdot D[T_k(w - u)] \, dx \leq \int_{B_R} |F|^{p-2} F \cdot D[T_k(w - u)] \, dx.
\]
Adding the two preceding inequalities, we arrive at
\begin{equation}
\int_{B_R} [a(x, Dw) - a(x, Du)] \cdot D[T_k(w - u)] \, dx \leq k \int_{B_R} |f| \, dx.
\end{equation}

Abbreviating \( D_k := \{ x \in B_R : |w(x) - u(x)| \leq k \} \), and applying the monotonicity assumption (1.4) on \( a \), we thus deduce
\begin{equation}
\nu \frac{\nu}{c(p)} \int_{D_k} (s + |Dw| + |Du|)^{p-2} |Dw - Du|^2 \, dx \leq k \int_{B_R} |f| \, dx.
\end{equation}

In order to bound the left-hand side from below, we have to distinguish between two cases.

Case 1: \( 2 \leq p \leq n \). In this case, the bound (3.8) readily implies
\[
\frac{\nu}{c(p)} \int_{D_k} |Du - Dw|^p \, dx \leq k \int_{B_R} |f| \, dx
\]
for all \( k > 0 \). An application of Lemma 3.1 with \( h := w - u \), \( \alpha = 1 \), and \( M := \int_{B_R} |f| \, dx \) now yields the claim (3.3).

Case 2: \( 2 - \frac{1}{n} < p < 2 \). Because of \( p > \frac{2n}{n+1} \geq \frac{n+2}{n+1} \), the exponent \( r := \frac{n}{n+1} \) satisfies \( r > 2 - p \) and consequently, the exponent \( \gamma := \frac{2r}{2-p+r} \) satisfies \( \gamma \in (1,2) \). Applying Hölder’s inequality with the exponents \( \frac{2r}{\gamma(2-p)} \) and \( \frac{2}{\gamma} \), we infer
\[
\int_{D_k} |Du - Dw|^\gamma \, dx \leq \left( \int_{D_k} (s + |Du| + |Dw|)^r \, dx \right)^{\frac{2-p}{r} \frac{\gamma}{2}}
\]
\[
\times \left( \int_{D_k} (s + |Du| + |Dw|)^{p-2} |Du - Dw|^2 \, dx \right)^{\frac{\gamma}{2}}
\]
\[
\leq ck^{\frac{\gamma}{2}} \left( \int_{B_R} (s + |Du| + |Dw|)^r \, dx \right)^{\frac{2-p}{r} \frac{\gamma}{2}} \left( \int_{B_R} |f| \, dx \right)^{\frac{\gamma}{2}},
\]
by an application of (3.8) in the last step. Next, we wish to apply Lemma 3.1 with \( p \) replaced by \( \gamma \), the choices \( \alpha = \frac{\gamma}{2}, q = 1 \) and \( r = \frac{n}{n+1} \) as well as
\[
M := c \left( \int_{B_R} (s + |Du| + |Dw|)^r \, dx \right)^{\frac{2-p}{r} \frac{\gamma}{2}} \left( \int_{B_R} |f| \, dx \right)^{\frac{\gamma}{2}}.
\]
In order to apply the lemma, one has to check the assumptions $1 = q < (\gamma - \frac{\gamma}{2}) \frac{n}{n-\gamma}$ and $r < (\gamma - \frac{\gamma}{2}) \frac{n}{n-\gamma/2}$, but these are equivalent to $\gamma > \frac{2n}{n+1}$, which in turn is equivalent to our assumption $p > \frac{2n}{n+1}$. Therefore, Lemma 3.1 yields the estimate

$$
\int_{B_R} |u - w| \, dx + R \left( \int_{B_R} |Du - Dw|^r \, dx \right)^{\frac{1}{r}} \leq \left[ \frac{M}{R^{n-\gamma}} \right]^\frac{2}{\gamma} = c R^{2-p} \left( \int_{B_R} (s + |Du| + |Dw|)^r \, dx \right)^{\frac{2-p}{r}} R^p \int_{B_R} |f| \, dx.
$$

In the penultimate integral, we use the estimate $|Dw| \leq |Du| + |Du - Dw|$ and apply Young’s inequality with exponents $\frac{1}{2-p}$ and $\frac{1}{p-1}$ in order to derive the bound

$$
\int_{B_R} |u - w| \, dx + R \left( \int_{B_R} |Du - Dw|^r \, dx \right)^{\frac{1}{r}} \leq \frac{1}{2} R \left( \int_{B_R} |Du - Dw|^r \, dx \right)^{\frac{1}{r}} + c \left( R^p \int_{B_R} |f| \, dx \right)^{\frac{1}{p-1}} + c R^{2-p} \left( \int_{B_R} (s + |Du|)^r \, dx \right)^{\frac{2-p}{r}} R^p \int_{B_R} |f| \, dx.
$$

This yields the last claim (3.4) after re-absorbing the first integral from the right-hand side.

Since the comparison estimates in the preceding theorem depend only on the $L^1$-norm of the inhomogeneity $f$, they imply also comparison estimates for measure data problems as follows.

**Corollary 3.3.** Let $w$ be as in the preceding Lemma 3.2, but now let $\mu \in M_b(\Omega)$ and $u$ be a limit of approximating solutions for $OP(\psi; \mu, F)$, in the sense of Definition 1.1. Then we have the following comparison estimates on every ball $B_R \subset \Omega$, where we write $c$ for constants that depend only on $n$, $p$ and $\nu$.

$$
\int_{B_R} |Du - Dw| \, dx \leq c \left[ \frac{|\mu|(B_R)}{R^{n-1}} \right]^{\frac{1}{p-1}}
$$

if \( p \geq 2 \), while in the case \( \frac{2n}{n+1} < p < 2 \), the corresponding statement reads

\[
\int_{B_R} |u-w| \, dx + R \left( \int_{B_R} |Du-Dw|^{\frac{n}{n+1}} \, dx \right)^{1+\frac{1}{n}} 
\leq c \left[ \frac{|\mu|(B_R)}{R^{n-p}} \right]^{\frac{1}{p-1}} 
+ c R^{2-p} \left( \int_{B_R} (s + |Du|)^{\frac{n}{n+1}} \, dx \right)^{(1+\frac{1}{n})(2-p)} \frac{|\mu|(B_R)}{R^{n-p}}.
\]

(3.10)

**Proof:** By Definition 1.1, there are functions \( f_i \in W^{-1, p'}(B_R) \cap L^1(B_R) \) with \( f_i \rightharpoonup \mu \) weakly* in \( M_b(B_R) \) and solutions \( u_i \in W^{1, p}(B_R) \) of the obstacle problems (1.7) with \( u_i \to u \) in the sense of (1.8), as \( i \to \infty \). We begin by considering the case \( p > 2 - \frac{1}{n} \), which is equivalent to \((p-1)\frac{n}{n-1} > 1\). In this case, the convergence (1.8) includes in particular the convergence \( u_i \to u \) in \( W^{1,1}(B_R) \). Moreover, the weak*-convergence \( f_i \rightharpoonup \mu \) in \( M_b(B_R) \) implies

\[
\limsup_{i \to \infty} \int_{B_R} |f_i| \, dx \leq |\mu|(B_R).
\]

Therefore, the claim (3.9) follows by applying the comparison estimates from Lemma 3.2 to the solutions \( u_i \) of the regularized problems and passing to the limit \( i \to \infty \). For the proof of the last claim (3.10), we note that for exponents with \( \frac{2n}{n+1} < p < 2 \), the convergence (1.8) implies in particular \( u_i \to u \) in \( L^1(B_R) \) and

\[
\int_{B_R} |Du_i - Du|^{\frac{n}{n+1}} \, dx \to 0,
\]

as \( i \to \infty \), since the assumption \( p > \frac{2n}{n+2} \) implies \( 1 < (p-1)\frac{n}{n-p} \) and \( \frac{n}{n+1} < (p-1)\frac{n}{n-1} \). Thus, the last asserted estimate follows from the estimate (3.4) for \( u_i \) by passing to the limit.

\( \square \)

**3.2. Comparison estimates at the level of the growth exponent.**

The proof of the potential estimates also contains some estimates involving \( L^p \)-norms of the gradients of solutions. These will be matched with the comparison estimates on \( L^1 \)-level from the preceding paragraph by the following reverse Hölder inequality.
Lemma 3.4. Assume that $w \in W^{1,p}(B_R)$ with $w \geq \psi$ a.e. on $B_R$ solves the variational inequality
\[
\int_{B_R} a(x, Dw) \cdot D(v - w) \, dx \geq \int_{B_R} |F|^{p-2} F \cdot D(v - w) \, dx
\]
for all comparison functions $v \in W^{1,p}_0(B_R)$ with $v \geq \psi$ a.e. on $B_R$, where the assumptions (1.4) and (1.5) are valid for a growth exponent $p > 1$. Then, the solution satisfies the reverse Hölder inequality
\[
\int_{B_{R/2}} |Dw|^p \, dx \leq c \left( \int_{B_R} |Dw|^r \, dx \right)^{\frac{p}{r}} + c \int_{B_R} 1 + |D\psi|^p + |F|^p \, dx
\]
for every exponent $r \in (0, p)$, with a constant $c = c(n, p, r, \nu, L)$.

Proof: For arbitrary radii $\sigma$ and $\varrho$ with $\frac{R}{2} < \sigma < \varrho < R$, we choose a cut-off function $\zeta \in C_0^\infty(B_{\varrho}, [0, 1])$ with $\zeta \equiv 1$ on $B_{\sigma}$ and $|D\psi| \leq \frac{2}{\varrho - \sigma}$ on $B_{\varrho}$. We define a comparison function
\[
v := w + \zeta^p [\psi - (\psi)_\varrho - (w - (w)_\varrho)] = (1 - \zeta^p)w + \zeta^p \psi + \zeta^p [(w)_\varrho - (\psi)_\varrho] \geq \psi.
\]
The obstacle constraint $v \geq \psi$ is satisfied since $w \geq \psi$ and $(w)_\varrho \geq (\psi)_\varrho$, and moreover we have $v \in w + W^{1,p}_0(B_R)$. The function $v$ is thus admissible in the variational inequality for $w$, from which we obtain
\[
0 \leq \int_{B_R} \left[ a(x, Dw) - |F|^{p-2} F \right] \cdot D(\zeta^p (\psi - (\psi)_\varrho - w + (w)_\varrho)) \, dx
\]
\[
= - \int_{B_R} \zeta^p a(x, Dw) \cdot Dw - \zeta^p |F|^{p-2} F \cdot Dw \, dx
\]
\[
+ \int_{B_R} \left[ a(x, Dw) - |F|^{p-2} F \right] \times \left[ \zeta^p D\psi + p\zeta^{p-1} D\zeta \otimes (\psi - (\psi)_\varrho - w + (w)_\varrho) \right] \, dx.
\]
By means of the assumptions (1.4) and (1.5) on $a(x, \xi)$ and the properties of $\zeta$, we deduce
\[
\int_{B_R} \zeta^p (s + |Dw|)^{p-2} |Dw|^2 \, dx
\]
\[
\leq c \int_{B_{\varrho}} \zeta^p |Dw| + \zeta^p |F|^{p-1} |Dw| \, dx
\]
\[
+ c \int_{B_R} \zeta^{p-1} [(1 + |Dw|)^{p-1} + |F|^{p-1}]
\]
\[
\times \left[ |D\psi| + \frac{|\psi - (\psi)_\varrho|}{\varrho - \sigma} + \frac{|w - (w)_\varrho|}{\varrho - \sigma} \right] \, dx.
\]
From this we infer by Young’s inequality
\[
\int_{B_R} \zeta^p |Dw|^p \, dx \leq \frac{1}{2} \int_{B_R} \zeta^p |Dw|^p \, dx \\
+ c \int_{B_\varrho} 1 + |D\psi|^p + |F|^p + \left| \frac{\psi - (\psi)_\varrho}{\varrho - \sigma} \right|^p + \left| \frac{w - (w)_\varrho}{\varrho - \sigma} \right|^p \, dx.
\]

Here, in the case \( p < 2 \) we distinguished between the cases \(|Dw| \leq s\) and \(|Dw| > s\) in order to estimate \(|Dw|^p \leq 1 + 2^{2-p}(s + |Dw|)^{p-2} |Dw|^2\). Re-absorbing the first term on the right-hand side of the preceding estimate and applying the Poincaré-Sobolev inequality, we arrive at
\[
\int_{B_\varrho} |Dw|^p \, dx \leq c \left( \frac{\varrho}{\varrho - \sigma} \right)^p \left( \int_{B_\varrho} |Dw|^\frac{n p}{n+p} \, dx \right)^\frac{n+p}{n}.
\]

For the estimate of the last integral, we interpolate the \( L^{\frac{n p}{n+p}} \) norm of \(|Dw|^r\) between the \( L^{p/r}\) and the \( L^1\)-norm and apply Young’s inequality, which leads us to
\[
c \left( \frac{\varrho}{\varrho - \sigma} \right)^p \left( \int_{B_\varrho} |Dw|^\frac{n p}{n+p} \, dx \right)^\frac{n+p}{n} \leq \frac{1}{2} \int_{B_\varrho} |Dw|^p \, dx + c \left( \frac{\varrho}{\varrho - \sigma} \right)^{n p - r} \left( \int_{B_\varrho} |Dw|^r \, dx \right)^\frac{p}{r}.
\]

Joining the last two estimates, we deduce
\[
\int_{B_\varrho} |Dw|^p \, dx \leq \frac{1}{2} \int_{B_\varrho} |Dw|^p \, dx + c \left( \frac{R}{\varrho - \sigma} \right)^{n p - r} \left( \int_{B_R} |Dw|^r \, dx \right)^\frac{p}{r} \\
+ c \left( \frac{R}{\varrho - \sigma} \right)^p \int_{B_R} 1 + |D\psi|^p + |F|^p \, dx.
\]

Applying Lemma 2.2, we absorb the first term on the right-hand side, which proves the claim.

Clearly, an analogous statement holds for solutions of an obstacle-free problem:
Lemma 3.5. Let \( w \in W^{1,p}(B_R) \) be a weak solution to the elliptic equation

\[-\text{div} \, a(x, Du) = -\text{div}(\vert F\vert^{p-2}F) \quad \text{on } B_R,\]

where the assumptions (1.4) and (1.5) are in force. Then, for an arbitrary \( r \in (0,p) \) and a constant \( c = c(n,p,r,\nu,L) \), the following estimate holds.

\[
\int_{B_{R/2}} \left| Dw \right|^p \, dx \leq c \left( \int_{B_R} \left| Dw \right|^r \, dx \right)^{\frac{p}{r}} + c \int_{B_R} 1 + \left| F \right|^p \, dx.
\]

Proof: We test the equation with \( \varphi := \zeta^p(w - (w)_{\varrho}) \), where \( \zeta \in C_0^\infty(B_{\varrho}) \) is a cut-off function as in the preceding proof. The remainder of the proof is analogous to the preceding one, with the only difference that all terms involving \( \psi \) can be omitted. \( \square \)

Lemma 3.6. Under the assumptions (1.4) and (1.5), we assume that \( u \in W^{1,p}(B_R) \) with \( u \geq \psi \) a.e. is a solution of the variational inequality

\[
(3.11) \quad \int_{B_R} a(x, Du) \cdot D(v - u) \, dx \geq \int_{B_R} \left| F \right|^{p-2}F \cdot D(v - u) \, dx
\]

for all comparison functions \( v \in u + W^{1,p}_0(B_R) \) with \( v \geq \psi \) a.e., and let \( w \in u + W^{1,p}_0(B_R) \) be the weak solution to the elliptic equation

\[
(3.12) \quad -\text{div} \, a(x, Dw) = -\text{div} \, a(x, D\psi) \quad \text{on } B_R.
\]

Then, with a constant \( c \) depending at most on \( p, \nu \) and \( L \), the bound

\[
\int_{B_R} \left| Du - Dw \right|^p \, dx \leq c \int_{B_R} 1 + \left| D\psi \right|^p + \left| F \right|^p \, dx
\]

holds true in the case \( p \geq 2 \), while for \( 1 < p < 2 \), we have the estimate

\[
\int_{B_R} \left| Du - Dw \right|^p \, dx \leq c \int_{B_R} 1 + \left| D\psi \right|^p + \left| F \right|^p \, dx
\]

\[+ c \left( \int_{B_R} 1 + \left| Du \right|^p \, dx \right)^{2-p}
\]

\[\times \left( \int_{B_R} 1 + \left| D\psi \right|^p + \left| F \right|^p \, dx \right)^{p-1}.
\]
Proof: We use \( v := w \) as comparison function in the variational inequality (3.11). This is possible because the comparison principle from Lemma 2.1 guarantees \( w \geq \psi \) a.e. on \( B_R \). Moreover, we test the equation (3.12) with \( w - u \in W^{1,p}_0(B_R) \). This leads us to

\[
\int_{B_R} [a(x,Dw) - a(x,Du)] \cdot D(w - u) \, dx \\
\quad \leq \int_{B_R} [a(x,D\psi) - |F|^{p-2}F] \cdot D(w - u) \, dx.
\]

Estimating the left-hand side from below by the monotonicity assumption (1.4) and the right-hand side from above by (1.5) and Hölder’s inequality, we deduce

\[
\int_{B_R} (s + |D\psi| + |Dw|)^{p-2}|Du - Dw|^2 \, dx
\]

(3.13)

\[
\leq c \left( \int_{B_R} 1 + |D\psi|^p + |F|^p \, dx \right)^{\frac{p-1}{p}} \left( \int_{B_R} |Du - Dw|^p \, dx \right)^{\frac{1}{p}}
\]

with a constant \( c = c(p, \nu, L) \). In the case \( p \geq 2 \), we can absorb the last factor into the left-hand side, which readily yields the claim. For exponents \( p < 2 \) however, we estimate

\[
\int_{B_R} |Du - Dw|^p \, dx \leq c \left( \int_{B_R} (s + |Du| + |Dw|)^{p-2}|Du - Dw|^2 \, dx \right)^{\frac{p}{2}}
\]

\[
\quad \times \left( \int_{B_R} 1 + |Du|^p + |Du - Dw|^p \, dx \right)^{\frac{2-p}{2}}
\]

\[
\quad \leq c \left( \int_{B_R} 1 + |D\psi|^p + |F|^p \, dx \right)^{\frac{p-1}{2}}
\]

\[
\quad \times \left( \int_{B_R} |Du - Dw|^p \, dx \right)^{\frac{1}{2}} \left( \int_{B_R} 1 + |Du|^p \, dx \right)^{\frac{2-p}{2}}
\]

\[
\quad + c \left( \int_{B_R} 1 + |D\psi|^p + |F|^p \, dx \right)^{\frac{p-1}{2}}
\]

\[
\quad \times \left( \int_{B_R} |Du - Dw|^p \, dx \right)^{\frac{3-p}{2}},
\]

where we applied the estimate (3.13) in the last step. We bound the right-hand side by Young’s inequality, once with the exponent 2, and
once with exponents $\frac{2}{p-1}$ and $\frac{2}{3-p}$. This gives
\[\int_{B_R} |Du - Dw|^p dx \leq \frac{1}{2} \int_{B_R} |Du - Dw|^p dx + c \int_{B_R} 1 + |D\psi|^p + |F|^p dx\]
\[+ c \left( \int_{B_R} 1 + |D\psi|^p + |F|^p dx \right)^{p-1} \left( \int_{B_R} 1 + |Du|^p dx \right)^{2-p}.
\]
Here, we can absorb the first integral on the right-hand side in order to derive the claim in the case $p < 2$.

Finally, we have a similar result for the comparison of two equations.

**Lemma 3.7.** We assume that (1.4) and (1.5) are in force and that $u \in W^{1,p}(B_R)$ is a weak solution of the elliptic equation
\[(3.14) \quad -\text{div} \, a(x, Du) = -\text{div} \, a(x, D\psi) \quad \text{on } B_R\]
and that $w \in u + W^{1,p}_0(B_R)$ weakly solves the corresponding homogeneous equation
\[\quad -\text{div} \, a(x, Dw) = 0 \quad \text{on } B_R.\]
Then, for $p \geq 2$ we have
\[\int_{B_R} |Du - Dw|^p dx \leq c \int_{B_R} 1 + |D\psi|^p dx\]
with a constant $c = c(n, p, \nu, L)$, while for $1 < p < 2$, we can estimate
\[\int_{B_R} |Du - Dw|^p dx \leq c \int_{B_R} |D\psi|^p dx\]
\[+ c \left( \int_{B_R} 1 + |Du|^p dx \right)^{2-p} \left( \int_{B_R} 1 + |D\psi|^p dx \right)^{p-1}.
\]
We omit the proof because it is analogous to the proof of the preceding Lemma 3.6.

**4. Zero order estimates by potentials**

**4.1. Decay estimates for a zero order excess.**

We begin with the following decay estimate at $L^1$-level for solutions of homogeneous equations, which follows from classical theory.
Lemma 4.1. Consider a solution $u \in W^{1,p}(B_R)$ of the elliptic equation

$$- \text{div} a(x, Du) = 0 \quad \text{on } B_R,$$

where $0 < R \leq 1$, and where the assumptions (1.4) and (1.5) are in force. Then the solution satisfies the decay estimate

$$\varrho^{1-n} \int_{B_\varrho} |Du| \, dx \leq c \left( \frac{\varrho}{R} \right)^{\beta} \int_{B_R} |u - (u)_R| \, dx + cR^\beta$$

for all radii $\varrho \in (0, R^2]$. Here, the constants $\beta \in (0, 1)$ and $c \geq 1$ depend only on $n, p, \nu$ and $L$.

Proof: The standard DeGiorgi-Nash-Moser theory (see [15, Theorem 7.7]) yields the excess decay estimate

$$\varrho^{p-n} \int_{B_\varrho} |Du|^p \, dx \leq c \left( \frac{\varrho}{R} \right)^{p\beta} R^{p-n} \int_{B_{R/2}} |Du|^p \, dx + cR^{p\beta}$$

for all radii $\varrho \in (0, R^2]$, where $\beta \in (0, 1)$ and $c \geq 1$ depend only on $n, p, \nu$ and $L$. Moreover, testing the equation (4.1) with $\zeta^p(u - (u)_R)$, where $\zeta$ denotes a suitable cut-off function, standard estimates yield the well-known Caccioppoli inequality

$$\int_{B_\varrho} |Du|^p \, dx \leq c \int_{B_\varrho} 1 + \frac{|u - (u)_R|}{\varrho - \sigma} \, dx$$

for all radii $\varrho, \sigma$ with $\frac{R}{2} \leq \sigma < \varrho \leq R$ (cf. also the proof of Lemma 3.4). We let $p^\# := \frac{np}{n-p}$ in the case $p < n$ and choose $p^\#$ arbitrarily with $p^\# > p$ if $p \geq n$. Then, we interpolate the $L^p$-norm appearing in the preceding estimate between the $L^1$- and the $L^{p^\#}$-norms and apply Young’s inequality in order to derive the estimate

$$\int_{B_\varrho} \left| \frac{u - (u)_R}{\varrho - \sigma} \right|^p \, dx = \left( \frac{R}{\varrho - \sigma} \right)^p \int_{B_\varrho} \left| \frac{u - (u)_R}{R} \right|^p \, dx \leq \kappa \left( \int_{B_\varrho} \left| \frac{u - (u)_R}{R} \right|^{p^\#} \, dx \right)^{\frac{p}{p^\#}}$$

$$+ c_\kappa \left( \frac{R}{\varrho - \sigma} \right) \gamma \left( \int_{B_\varrho} \left| u - (u)_R \right| \, dx \right)^p$$

for any $\kappa \in (0, 1)$, with an exponent $\gamma > p$, depending only on $n$ and $p$, and a constant $c_\kappa$ depending additionally on $\kappa$. By the Minkowski and
the Poincaré-Sobolev inequality, we have
\[
\left( \frac{\int_{B_R} \left| u - (u)_R \right|^p}{R} \ dx \right)^{\frac{1}{p}} \leq \left( \frac{\int_{B_R} \left| u - (u)_{R} \right|^p \ dx}{R} \right)^{\frac{1}{p}} + \frac{|(u)_{\varrho} - (u)_R|}{R}.
\]

Joining the last two estimates and keeping in mind that \( \varrho \in [R/2, R] \), we deduce
\[
\int_{B_R} \left| \frac{u - (u)_R}{\varrho - \sigma} \right|^p \ dx \leq \kappa c \int_{B_R} |Du|^p \ dx + c_\kappa \left( \frac{R}{\varrho - \sigma} \right)^{\gamma} \left( \int_{B_R} \frac{|u - (u)_R|}{R} \ dx \right)^p.
\]

In view of (4.3), we have thereby established the bound
\[
\int_{B_\sigma} |Du|^p \ dx \leq \kappa c \int_{B_{R/2}} |Du|^p \ dx + c_\kappa \left( \frac{R}{\varrho - \sigma} \right)^{\gamma} \left( \int_{B_R} \frac{|u - (u)_R|}{R} \ dx \right)^p + c
\]
for all \( \frac{R}{2} \leq \sigma < \varrho \leq R \). Choosing \( \kappa \in (0, 1) \) sufficiently small to guarantee \( \kappa c \leq \frac{1}{2} \), we can absorb the first integral on the right-hand side with the help of Lemma 2.2. This leads us to
\[
\int_{B_{R/2}} |Du|^p \ dx \leq c \left( 1 + \int_{B_R} \left| \frac{u - (u)_R}{R} \right|^p \ dx \right)^p.
\]

Plugging this into (4.2), we arrive at
\[
\varrho^{p-n} \int_{B_{\varrho}} |Du|^p \ dx \leq c \left( \frac{\varrho}{R} \right)^{p\beta} \left( R + \int_{B_R} |u - (u)_R| \ dx \right)^p + cR^{p\beta}
\]
for all \( \varrho \in (0, R/2] \). From this we derive the claim by bounding the left-hand side from below by Hölder’s inequality and keeping in mind that \( R \leq 1 \).

Before stating the excess decay estimates for the solutions to obstacle problems, we introduce the abbreviation
\[
(4.4) \quad \Psi(B_R(x_0)) := \int_{B_R(x_0)} 1 + |D\psi|^p + |F|^p \ dx
\]
for all \( x_0 \in \Omega \) and \( 0 < R < \text{dist}(x_0, \partial \Omega) \). With this notation, our result reads as follows.
Lemma 4.2. Let \( u \in L^1(\Omega) \) with \( u \geq \psi \text{ a.e.} \) be a limit of approximating solutions for \( OP(\psi; \mu, F) \) with measure data \( \mu \in M_b(\Omega) \) and divergence term given by \( F \in L^p(\Omega, \mathbb{R}^n) \), as in Definition 1.1. Here, we assume that the conditions (1.4) and (1.5) hold for a growth exponent \( p > \frac{2n}{n+1} \). Furthermore, we consider balls \( B_{\varrho}(x_0) \subset B_{R/4}(x_0) \subset B_R(x_0) \subset \Omega \). Then we have the following excess decay estimates:

\[
\int_{B_{\varrho}(x_0)} |u - (u)_{x_0, \varrho}| \, dx \\
\leq c \left( \frac{\varrho}{R} \right)^\beta \int_{B_R(x_0)} |u - (u)_{x_0, R}| \, dx + cR^\beta \\
+ c \left( \frac{R}{\varrho} \right)^n \left\{ \left[ \frac{\mu(B_R(x_0))}{R^{n-p}} \right]^{\frac{1}{p-1}} + \left[ \frac{\Psi(B_R(x_0))}{R^{n-p}} \right]^{\frac{1}{p}} \right\},
\]

for \( p \geq 2 \), while for exponents \( \frac{2n}{n+1} < p < 2 \), we have

\[
\int_{B_{\varrho}(x_0)} |u - (u)_{x_0, \varrho}| \, dx + \varrho \left( \frac{1}{\mu} \int_{B_{\varrho}(x_0)} |Du|^{\frac{n}{n+1}} \, dx \right)^{1 + \frac{1}{n}}
\leq c \left( \frac{\varrho}{R} \right)^\beta \int_{B_R(x_0)} |u - (u)_{x_0, R}| \, dx + cR^\beta \\
+ c \left( \frac{R}{\varrho} \right)^n \left\{ \left[ \frac{\mu(B_R(x_0))}{R^{n-p}} \right]^{\frac{1}{p-1}} + \left[ \frac{\Psi(B_R(x_0))}{R^{n-p}} \right]^{\frac{1}{p}} \right\} + cR^{2-p} \left( 1 + \frac{1}{\mu} \int_{B_{\varrho}(x_0)} |Du|^{\frac{n}{n+1}} \, dx \right)^{(1 + \frac{1}{n})(2-p)} \\
\times \left( \left[ \frac{\mu(B_R(x_0))}{R^{n-p}} \right] + \left[ \frac{\Psi(B_R(x_0))}{R^{n-p}} \right]^{\frac{p-1}{p}} \right) \right\}.
\]

Here, \( \beta \in (0, 1) \) and \( c \geq 1 \) denote constants that depend at most on \( n, p, \nu \) and \( L \).

Proof: We will prove the claim by a comparison argument consisting of the following steps.
Step 1: Comparison with the obstacle problem without measure data.

\[
\begin{cases}
\int_{B_R} a(x, Dw_1) \cdot D(v - w_1) \, dx \\
\geq \int_{B_R} |F|^{p-2} F \cdot D(v - w_1) \, dx \\
w_1 \geq \psi & \text{a.e. on } B_R, \\
w_1 = u & \text{on } \partial B_R,
\end{cases}
\]

for all \( v \in K_u(B_R) \), where the space of comparison maps is given by \( K_u(B_R) := \{ v \in u + W_0^{1,p}(B_R) : v \geq \psi \text{ a.e.} \} \).

Step 2: Comparison with the obstacle-free problem.

\[
\begin{cases}
- \text{div} \ a(x, Dw_2) = - \text{div} \ a(x, D\psi) & \text{on } B_{R/2} \\
w_2 = w_1 & \text{on } \partial B_{R/2}.
\end{cases}
\]

Step 3: Comparison with the homogeneous elliptic equation.

\[
\begin{cases}
- \text{div} \ a(x, Dw_3) = 0 & \text{on } B_{R/2} \\
w_3 = w_1 & \text{on } \partial B_{R/2}.
\end{cases}
\]

The existence of the solutions to these comparison maps is guaranteed by classical results, see e.g. [27]. Next, we will give the comparison estimates for the three steps listed above.

Step 1: Transition to a problem without measure data. We apply Corollary 3.3 in order to obtain a comparison estimate for \( u - w_1 \). In the case \( p \geq 2 \), the mentioned corollary in combination with the Poincaré inequality yields

\[
\int_{B_R} |u - w_1| \, dx \leq c R \int_{B_R} |Du - Dw_1| \, dx \leq c \left[ \frac{\mu(B_R)}{R^{n-p}} \right]^{\frac{1}{p-1}}.
\]
In the case \( \frac{2n}{n+1} < p < 2 \), however, the same corollary yields, with the abbreviation \( r := \frac{n}{n+1} \),

\[
\int_{B_R} |u - w_1| \, dx + R \left( \int_{B_R} |Du - Dw_1|^r \, dx \right)^{\frac{1}{r}} 
\]

(4.10) \leq c \left[ \frac{|\mu|(B_R)}{R^{n-p}} \right]^{\frac{1}{p-1}} + c R^{2-p} \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{\frac{2-p}{r}} \frac{|\mu|(B_R)}{R^{n-p}}

\[
(4.11) \leq c \left[ \frac{|\mu|(B_R)}{R^{n-p}} \right]^{\frac{1}{p-1}} + c R \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{\frac{1}{r}},
\]

with constants \( c = c(n, p, \nu) \), where the last estimate follows from Young’s inequality with exponents \( \frac{1}{2-p} \) and \( \frac{1}{p-1} \). As a consequence of the preceding inequality (4.11), we obtain the following estimate for \( Dw_1 \), for the case \( \frac{2n}{n+1} < p < 2 \).

\[
R \left( \int_{B_R} |Dw_1|^r \, dx \right)^{\frac{1}{r}} \leq c \left[ \frac{|\mu|(B_R)}{R^{n-p}} \right]^{\frac{1}{p-1}} + c R^{2-p} \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{\frac{2-p}{r}} \frac{|\mu|(B_R)}{R^{n-p}}
\]

(4.12)

For this estimate, we used the elementary inequality \( (a+b)^r \leq 2^r (a^r + b^r) \) that holds for all \( a, b \geq 0 \) and \( r > 0 \). Moreover, according to Lemma 3.4 we have the following reverse Hölder inequality for the solution \( w_1 \) of the problem (4.7).

\[
\int_{B_{R/2}} |Dw_1|^p \, dx \leq c \left( \int_{B_R} |Dw_1|^r \, dx \right)^{\frac{p}{r}} + c \int_{B_R} 1 + |D\psi|^p + |F|^p \, dx.
\]

In view of estimate (4.12), this implies that in the case \( \frac{2n}{n+1} < p < 2 \) we have

\[
R^p \int_{B_{R/2}} |Dw_1|^p \, dx \leq c R^p \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{\frac{p}{r}}
\]

(4.13)

\[
+ c \left[ \frac{|\mu|(B_R)}{R^{n-p}} \right]^{\frac{p}{p-1}} + c \Psi(B_R) \frac{1}{R^{n-p}}.
\]
Step 2: Removing the obstacle. The Comparison Lemma 3.6 gives the estimate

\[ \int_{B_{R/2}} |w_1 - w_2| \, dx \leq c R \left( \int_{B_{R/2}} |Dw_1 - Dw_2|^p \, dx \right)^{1/p} \]

(4.14)

\[ \leq c R \left( \int_{B_{R/2}} 1 + |D\psi|^p + |F|^p \, dx \right)^{1/p} \]

\[ \leq c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{1/p} \]

in the case \( p \geq 2 \). For exponents \( \frac{2n}{n+1} < p < 2 \) however, the same lemma, combined with Poincaré’s and Hölder’s inequality, yields the estimate

\[ \int_{B_{R/2}} |w_1 - w_2| \, dx + R \left( \int_{B_{R/2}} |Dw_1 - Dw_2|^r \, dx \right)^{1/r} \]

\[ \leq c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{1/p} + c \left( R^p \int_{B_{R/2}} 1 + |Dw_1|^p \, dx \right)^{\frac{2-p}{p}} \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{p-1}{p}}. \]

Estimating the right-hand side with the help of (4.13), we arrive at

\[ \int_{B_{R/2}} |w_1 - w_2| \, dx + R \left( \int_{B_{R/2}} |Dw_1 - Dw_2|^r \, dx \right)^{1/r} \]

(4.15)

\[ \leq c \left[ \frac{\mu|\overline{B_R}|}{R^{n-p}} \right]^{\frac{1}{p-1}} + c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}} \]

\[ + c R^{2-p} \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{\frac{2-p}{r}} \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{p-1}{p}}, \]

where we additionally applied Young’s inequality with exponents \( \frac{1}{2-p} \) and \( \frac{1}{p-1} \). Combining this with the energy estimate (4.12), we deduce

\[ R \left( \int_{B_{R/2}} |Dw_2|^r \, dx \right)^{1/r} \leq c R \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{1/r} \]

(4.16)

\[ + c \left[ \frac{\mu|\overline{B_R}|}{R^{n-p}} \right]^{\frac{1}{p-1}} + c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}}, \]
where we applied Young’s inequality once more. Furthermore, we note that according to Lemma 3.5, the map \( w_2 \) satisfies the reverse Hölder inequality

\[
R^p \int_{B_{R/2}} |Dw_2|^p \, dx \leq c R^p \left( \int_{B_R} |Dw_2|^r \, dx \right)^\frac{p}{r} + c R^p \int_{B_R} 1 + |D\psi|^p \, dx
\]

\[
\leq c R^p \left( \int_{B_R} 1 + |Du|^r \, dx \right)^\frac{p}{r}
\]

\[+ \, c \left[ \frac{\mu(B_R)}{R^{n-p}} \right]^{\frac{p}{p-1}} + c \frac{\Psi(B_R)}{R^{n-p}},
\]

\[(4.17)\]

where we applied (4.16) for the last estimate.

**Step 3: Transition to a homogeneous equation.** According to Lemma 3.7 and Poincaré’s inequality, we have the following comparison estimate for the case \( p \geq 2 \).

\[
\int_{B_{R/2}} |w_2 - w_3| \, dx \leq c R \left( \int_{B_{R/2}} 1 + |D\psi|^p \, dx \right)^\frac{1}{p} \leq c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}}.
\]

\[(4.18)\]

In the case \( \frac{2n}{n+2} < p < 2 \), Lemma 3.7 combined with Poincaré’s and Hölder’s inequalities yields

\[
\int_{B_{R/2}} |w_2 - w_3| \, dx + R \left( \int_{B_{R/2}} |Dw_2 - Dw_3|^r \, dx \right)^\frac{1}{r}
\]

\[
\leq c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}} + c \left( R^p \int_{B_{R/2}} 1 + |Dw_2|^p \, dx \right)^{\frac{2-p}{p}} \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{p-1}{p}}
\]

\[
\leq c \left[ \frac{\mu(B_R)}{R^{n-p}} \right]^{\frac{1}{p-1}} + c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}} + c R^{2-p} \left( \int_{B_R} 1 + |Du|^r \, dx \right)^{\frac{2-p}{r}} \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{p-1}{p}}.
\]

\[(4.19)\]
For the last step, we applied (4.17) and Young’s inequality with exponents $\frac{1}{2-p}$ and $\frac{1}{p-1}$.

**Final step: Proof of the excess decay estimate.** Joining the estimates (4.9), (4.14) and (4.18), we infer in the case $p \geq 2$

\[
(4.20) \quad \int_{B_{R/2}} |u - w_3| \, dx \leq c \left[ \frac{\|\mu\|_{(B_{R})}}{R^{n-p}} \right]^{\frac{1}{p-1}} + c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}}.
\]

Similarly, in the case $\frac{2n}{n+1} < p < 2$, we combine the estimates (4.10), (4.15) and (4.19) in order to deduce the bound

\[
(4.21) \quad \int_{B_{R/2}} |u - w_3| \, dx + R \left( \int_{B_{R/2}} |Du - Dw_3| \, dx \right)^{\frac{1}{r}} \leq c \left[ \frac{\|\mu\|_{(B_{R})}}{R^{n-p}} \right]^{\frac{1}{p-1}} + c \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{1}{p}}
+ cR^{2-p} \left( \int_{B_{R}} 1 + |Du|^r \, dx \right)^{\frac{2-p}{r}} \left( \frac{\|\mu\|_{(B_{R})}}{R^{n-p}} + \left[ \frac{\Psi(B_R)}{R^{n-p}} \right]^{\frac{p-1}{p}} \right).
\]

Next, we exploit the fact that $w_3$ weakly solves the homogeneous equation (4.8), so that by the DeGiorgi-Nash-Moser theory in the form stated in Lemma 4.1, it satisfies the excess decay estimate

\[
(4.22) \quad \int_{B_\theta} |w_3 - (w_3)_\theta| \, dx + \theta \left( \int_{B_\theta} |Dw_3|^r \, dx \right)^{\frac{1}{r}} \leq c \theta^{1-n} \int_{B_\theta} |Dw_3| \, dx
\]

\[
\leq c \left( \frac{\theta}{R} \right)^{\beta} \int_{B_{R/2}} |w_3 - (w_3)_{R/2}| \, dx + cR^{\delta}
\]

for all $\theta \in (0, \frac{R}{4}]$, where the exponent $\beta \in (0, 1)$ and the constant $c$ both depend only on $n, p, \nu$ and $L$. From this we infer the analogous decay
estimate for \( u \) as follows. For all radii \( \varrho \in (0, \frac{R}{4}] \), we estimate

\[
\int_{B_\varrho} |u - (u)_\varrho| \, dx \\
\leq \int_{B_\varrho} |w_3 - (w_3)_\varrho| \, dx + 2 \int_{B_\varrho} |u - w_3| \, dx \\
\leq c \left( \frac{\varrho}{R} \right)^\beta \int_{B_{R/2}} |w_3 - (w_3)_{R/2}| \, dx + c \left( \frac{R}{\varrho} \right)^n \int_{B_R} |u - w_3| \, dx \\
\leq c \left( \frac{\varrho}{R} \right)^\beta \int_{B_R} |u - (u)_R| \, dx + c R^\beta + c \left( \frac{R}{\varrho} \right)^n \int_{B_R} |u - w_3| \, dx.
\]

From this we deduce the claim (4.5) in the case \( p \geq 2 \) by estimating the last integral by (4.20). In the case \( \frac{2n}{n+1} < p < 2 \), we can analogously estimate the last integral by (4.21) in order to bound the first term on the left-hand side of the claimed estimate (4.6). However, we additionally need to control the integrals of \( |Du|^r \). For this we apply (4.22) in order to deduce

\[
\varrho \left( \int_{B_\varrho} |Du|^r \, dx \right)^\frac{1}{r} \leq \varrho \left( \int_{B_\varrho} |Dw_3|^r \, dx \right)^\frac{1}{r} + \varrho \left( \int_{B_\varrho} |Du - Dw_3|^r \, dx \right)^\frac{1}{r} \\
\leq c \left( \frac{\varrho}{R} \right)^\beta \int_{B_{R/2}} |w_3 - (w_3)_{R/2}| \, dx + c R^\beta \\
+ c \left( \frac{R}{\varrho} \right)^{\frac{n}{r} - 1} R \left( \int_{B_{R/2}} |Du - Dw_3|^r \, dx \right)^\frac{1}{r} \\
\leq c \left( \frac{\varrho}{R} \right)^\beta \int_{B_R} |u - (u)_R| \, dx + c R^\beta \\
+ c \left( \frac{\varrho}{R} \right)^\beta \int_{B_{R/2}} |u - w_3| \, dx \\
+ c \left( \frac{R}{\varrho} \right)^n R \left( \int_{B_{R/2}} |Du - Dw_3|^r \, dx \right)^\frac{1}{r}.
\]

Estimating the last two integrals by (4.21), we derive the remaining part of the claim (4.6) and thereby conclude the proof of the lemma. \( \square \)
4.2. Pointwise estimates for solutions in terms of potentials.

We continue to use the notations $W_{1,p}^\mu$ for the Wolff potential and $I_p^\mu$ for the Riesz potential as defined in (1.2), respectively in (2.6), and furthermore we use the abbreviation $\Psi$ as introduced in (4.4). With these notations, the zero order potential estimate reads as follows.

**Theorem 4.3.** There is a constant $c = c(n, p, \nu, L) \geq 1$ such that the following holds. Under the assumptions (1.4) and (1.5), we assume that $u$ is a limit of approximating solutions to $\text{OP}(\psi; \mu, F)$, with measure data $\mu \in \mathcal{M}_b(\Omega)$ and divergence term given by $F \in L^p(\Omega, \mathbb{R}^n)$, cf. Definition 1.1. Then, in the case $p \geq 2$ the following estimate holds true.

$$|u(x_0)| \leq c \int_{B_R(x_0)} 1 + |u| \, dx + c W_{1,p}^\mu(x_0, R) + c \int_0^R \left[ \frac{\Psi(B_\rho(x_0))}{\rho^{n-p}} \right]^{\frac{1}{p}} \frac{d\rho}{\rho}$$

in every Lebesgue point $x_0 \in \Omega$ of $u$ and any $0 < R < \min\{1, \text{dist}(x_0, \partial\Omega)\}$. In the case $\frac{2n}{n+1} < p < 2$, however, we have the bound

$$|u(x_0)| \leq c \int_{B_R(x_0)} 1 + |u| \, dx + c R \left( \int_{B_R(x_0)} |Du|^{\frac{n}{n+1}} \, dx \right)^{1 + \frac{1}{n}}$$

$$+ c W_{1,p}^\mu(x_0, R) + c \int_0^R \left[ \frac{\Psi(B_\rho(x_0))}{\rho^{n-p}} \right]^{\frac{1}{p}} \frac{d\rho}{\rho}.$$  

Moreover, for $\frac{2n}{n+1} < p < 2$ the following Morrey type estimate holds:

$$\sup_{0 < \rho \leq R} \rho \left( \int_{B_\rho(x_0)} |Du|^{\frac{n}{n+1}} \, dx \right)^{1 + \frac{1}{n}} \leq c \int_{B_R(x_0)} 1 + |u| \, dx$$

$$+ c R \left( \int_{B_R(x_0)} |Du|^{\frac{n}{n+1}} \, dx \right)^{1 + \frac{1}{n}}$$

$$+ c W_{1,p}^\mu(x_0, R)$$

$$+ c \int_0^R \left[ \frac{\Psi(B_\rho(x_0))}{\rho^{n-p}} \right]^{\frac{1}{p}} \frac{d\rho}{\rho}.$$  

(4.23)

(4.24)
Remark 4.4. We point out that in the case \( p < 2 \), we can replace the nonlinear Wolff potential \( W_{1,p}^\mu \) appearing in the estimate by a power of the linear Riesz potential \( I_p^\mu \) because of the estimate

\[
W_{1,p}^\mu(x_0, R) \leq \left[ I_p^\mu(x_0, 2R) \right]^{\frac{1}{p-1}}
\]

that holds for every \( x_0 \in \Omega \) and \( 0 < R < \frac{1}{2} \) \( \text{dist}(x_0, \partial \Omega) \), provided \( p < 2 \). This is a consequence of an elementary inequality for infinite sums, see e. g. [35, Lemma 2.4].

Proof: We fix a Lebesgue point \( x_0 \) of \( u \) and choose a parameter \( \theta \in (0, \frac{1}{4}) \) so small that

\[
(4.25) \quad c \theta^\beta \leq \frac{1}{2},
\]

where \( c \geq 1 \) and \( \beta \in (0, 1) \) denote the constants determined in Lemma 4.2. In particular, this choice of \( \theta \) can be made only in dependence on the data \( n, p, \nu, \) and \( L \). With such a choice of \( \theta \), we let \( R_\ell := \theta^\ell R \) and \( B_\ell := B_{R_\ell}(x_0) \) for every \( \ell \in \mathbb{N} \). For notational convenience, we introduce the abbreviations

\[
\Phi(\varrho) := \left[ \frac{|\mu|(B_\varrho(x_0))}{\varrho^{n-p}} \right]^{\frac{1}{p-1}} + \left[ \frac{\Psi(B_\varrho(x_0))}{\varrho^{n-p}} \right]^{\frac{1}{p}}
\]

for every \( \varrho \in (0, R] \). We begin with the elementary estimate

\[
\left| (u)_{B_{m+1}} \right| \leq \left| (u)_{B_2} \right| + \sum_{\ell=2}^{m} \left| (u)_{B_{\ell+1}} - (u)_{B_{\ell}} \right|
\]

(4.26)

\[
\leq \frac{1}{\theta^{2n}} \int_{B_R(x_0)} |u| \, dx + \frac{1}{\theta^n} \sum_{\ell=2}^{m} \int_{B_\ell} |u - (u)_{B_\ell}| \, dx
\]

that holds for every \( m \in \mathbb{N} \). The remaining part of the proof will be given separately for the cases \( p \geq 2 \) and \( p < 2 \).

Case 1: \( p \geq 2 \). In the last sum of (4.26), we can estimate each term by means of the excess decay estimate (4.5) from Lemma 4.2. In view of
our choice of $\theta$ according to (4.25), this yields
\[
\sum_{\ell=2}^{m} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx \leq \frac{1}{2} \sum_{\ell=1}^{m-1} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx \\
+ c \sum_{\ell=1}^{m-1} R_{\ell}^{\beta} + \frac{c}{\theta_{n}} \sum_{\ell=1}^{m-1} \Phi(R_{\ell}) \\
\leq \frac{1}{2} \sum_{\ell=2}^{m} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx \\
+ c \int_{B_{R(x_{0})}} |u| \, dx + cR^{\beta} + c \sum_{\ell=1}^{m-1} \Phi(R_{\ell}).
\]

Here, we can absorb the first term on the right-hand side, while the last sum can be estimated by the corresponding integral with the help of Lemma 2.3. In this way, we deduce
\[
\sum_{\ell=2}^{m} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx \leq c \int_{B_{R(x_{0})}} |u| \, dx + cR^{\beta} + c \int_{0}^{R} \Phi(\varrho) \frac{d\varrho}{\varrho}
\]
for all $m \in \mathbb{N}$. Plugging this into (4.26), we arrive at
\[
|(u)_{B_{m+1}}| \leq c \int_{B_{R(x_{0})}} |u| \, dx + cR^{\beta} + c \int_{0}^{R} \Phi(\varrho) \frac{d\varrho}{\varrho}
\]
for all $m \in \mathbb{N}$. Since $x_{0}$ was chosen as a Lebesgue point of $u$, letting $m \to \infty$ yields the claim.

Case 2: $\frac{2n}{n+1} < p < 2$. The main difference in this case is that we additionally have to control integrals of $|Du|^{r}$, where $r := \frac{n}{n+1}$, since these terms appear on the right-hand side of the excess decay estimate. Therefore, we iterate the excess decay estimate (4.6) from Lemma 4.2 in the following way, keeping in mind the choice of $\theta$ in (4.25).
\[
\sum_{\ell=2}^{m} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx + \sum_{\ell=2}^{m} R_{\ell} \left( \int_{B_{\ell}} |Du|^{r} \, dx \right)^{\frac{1}{r}} \\
\leq \frac{1}{2} \sum_{\ell=1}^{m-1} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx + c \sum_{\ell=1}^{m-1} R_{\ell}^{\beta} + c \sum_{\ell=1}^{m-1} \Phi(R_{\ell}) \\
+ c \sum_{\ell=1}^{m-1} R_{\ell}^{2-p} \left( 1 + \int_{B_{\ell}} |Du|^{r} \, dx \right)^{\frac{2-p}{r}} \Phi(R_{\ell})^{p-1}.
\]
Applying Young’s inequality with exponents \( \frac{1}{2-p} \) and \( \frac{1}{p-1} \) to each term of the last sum, we get

\[
c \sum_{\ell=1}^{m-1} R_{\ell}^{2-p} \left(1 + \frac{\int_{B_\ell} \left| Du \right|^r \, dx}{R_{\ell}} \right)^{-\frac{2-p}{r}} \Phi(R_{\ell})^{p-1}
\]

\[
\leq \frac{1}{2} \sum_{\ell=1}^{m-1} R_{\ell} \left( \int_{B_\ell} \left| Du \right|^r \, dx \right)^{\frac{1}{r}} + c \sum_{\ell=1}^{m-1} R_{\ell} + c \sum_{\ell=1}^{m-1} \Phi(R_{\ell}).
\]

Joining the last two estimates, we arrive at

\[
\sum_{\ell=2}^{m} \int_{B_\ell} \left| u - (u)_{B_\ell} \right| \, dx + \sum_{\ell=2}^{m} R_{\ell} \left( \int_{B_\ell} \left| Du \right|^r \, dx \right)^{\frac{1}{r}}
\]

\[
\leq \frac{1}{2} \sum_{\ell=2}^{m} \int_{B_\ell} \left| u - (u)_{B_\ell} \right| \, dx + \frac{1}{2} \sum_{\ell=2}^{m} R_{\ell} \left( \int_{B_\ell} \left| Du \right|^r \, dx \right)^{\frac{1}{r}}
\]

\[+ c \int_{B_R(x_0)} \left| u \right| \, dx + cR \left( \int_{B_R(x_0)} \left| Du \right|^r \, dx \right)^{\frac{1}{r}} + cR^\beta + c \sum_{\ell=1}^{m-1} \Phi(R_{\ell}).
\]

Here, the second last line can be absorbed into the left-hand side, and the last sum can be estimated by means of Lemma 2.3. In this fashion, we deduce

\[
\sum_{\ell=2}^{m} \int_{B_\ell} \left| u - (u)_{B_\ell} \right| \, dx + \sum_{\ell=2}^{m} R_{\ell} \left( \int_{B_\ell} \left| Du \right|^r \, dx \right)^{\frac{1}{r}}
\]

\[
\leq c \int_{B_R(x_0)} \left| u \right| \, dx
\]

\[+ cR \left( \int_{B_R(x_0)} \left| Du \right|^r \, dx \right)^{\frac{1}{r}} + cR^\beta + c \int_{0}^{R} \Phi(\varrho) \frac{d\varrho}{\varrho}.
\]

Combining this with (4.26), we infer

\[
\left| (u)_{B_{m+1}} \right| \leq c \int_{B_R(x_0)} \left| u \right| \, dx + cR \left( \int_{B_R(x_0)} \left| Du \right|^r \, dx \right)^{\frac{1}{r}} + cR^\beta + c \int_{0}^{R} \Phi(\varrho) \frac{d\varrho}{\varrho}.
\]
Keeping in mind that $R \leq 1$ and that $x_0 \in \Omega$ was chosen as a Lebesgue point of $u$, we infer the claim (4.23) for the case $\frac{2n}{n+1} < p < 2$ by letting $m \to \infty$. Furthermore, we infer from (4.27)

$$\sup_{\ell \in \mathbb{N}} R_{\ell} \left( \int_{B_{\ell}} |Du|r \, dx \right)^{\frac{1}{r}} \leq c \int_{B_{R}(x_0)} 1 + |u| \, dx + cR \left( \int_{B_{R}(x_0)} |Du|r \, dx \right)^{\frac{1}{r}} + c \int_{0}^{R} \Phi(\varrho) \frac{d\varrho}{\varrho},$$

which implies the last claim (4.24). The proof is complete.

Combining the potential estimates from the preceding theorem with the Lorentz space estimates from Section 2, we infer the following Lorentz space estimates for solutions.

**Corollary 4.5.** Suppose that $u \in L^1(\Omega)$ is a limit of approximating solutions of $OP(\psi;\mu,F)$ — where the assumptions (1.4) and (1.5) are in force for a growth exponent $p \in (\frac{2n}{n+1},n)$ — and let $1 < r < \frac{n}{p}$ and $\max\{1, \frac{1}{p-1}\} \leq t \leq \infty$.

(i) (Estimates above the duality exponent): In the case $r > (p^*)' = \frac{n^p}{np-n+p}$, the assumptions

$$\mu \in L(r,t) \quad \text{and} \quad |F|^{p-1}, |D\psi|^{p-1} \in L\left(\frac{nr}{n-r},t\right)$$

imply $|u|^{p-1} \in L(\frac{nr}{n-pr},t)(\Omega')$ for every $\Omega' \Subset \Omega$ and the corresponding estimate

$$\|u|^{p-1}\|_{L(\frac{nr}{n-pr},t)(\Omega')} \leq c \left\{ 1 + \|u\|_{L^1} + [Du]_{\frac{n}{n+1}} + \|\mu\|_{L(r,t)} + \|F|^{p-1}\|_{L(\frac{nr}{n-r},t)} + \|D\psi|^{p-1}\|_{L(\frac{nr}{n-r},t)} \right\}$$

with a constant $c = c(n,p,\nu,L,\text{dist}(\Omega',\partial\Omega))$, where the term

$$[Du]_{\frac{n}{n+1}} := \left( \int_{\Omega} |Du|^\frac{n}{n+1} \, dx \right)^{1+\frac{1}{n}}$$

can be omitted in the case $p \geq 2$. 

(ii) (Estimates below the duality exponent): If \( r < (p^*)' \), under the general assumption \( F, D\psi \in L^p(\Omega, \mathbb{R}^n) \) the condition \( \mu \in L(r, t) \) implies \( |u|^{p-1} \in L\left(\frac{nr}{n-pr}, t\right) (\Omega') \) for every \( \Omega' \subset \Omega \) and

\[
(4.29) \quad \|u\|^{p-1}_{L\left(\frac{nr}{n-pr}, t\right) (\Omega')} \leq c \left(1 + \|u\|_{L^1} + [Du]_{\frac{n}{n+p}}^{n/p} + \|\mu\|_{L(r, t)}ight) + \|F\|_{L^{p_0}}^{p-1} + \|D\psi\|_{L^{p_0}}^{p-1},
\]

with \( c = c(n, p, \nu, L, |\Omega'|, \text{dist}(\Omega', \partial\Omega)) \). Again, the term \([Du]_{\frac{n}{n+p}}\) is superfluous for \( p \geq 2 \).

Proof: We start with the case \( p \geq 2 \). From Theorem 4.3 we infer the estimate

\[
|u(x_0)| \leq c \left(1 + R^{-n}\|u\|_{L^1} + W_1^{\mu}(x_0, R)\right) + c \int_0^R \left[\frac{|F|^p(B_\varrho(x_0))}{\varrho^{n-p}}\right]^{\frac{1}{p'}} + \left[\frac{|D\psi|^p(B_\varrho(x_0))}{\varrho^{n-p}}\right]^{\frac{1}{p'}} d\varrho
\]

for every \( x_0 \in \Omega' \) and \( 0 < R < \min\{1, \text{dist}(\Omega', \partial\Omega)\} \), where \( c = c(n, p, \nu, L) \).

For the estimate of the Wolff potential of \( \mu \), we use the bound (2.7) with \( d = 1, \gamma = p, q = \frac{1}{p-1} \leq 1 \) and \( s = t \), which yields

\[
\|W_1^{\mu}(\cdot, R)\|_{L\left(\frac{nr(p-1)}{n-pr}, t(p-1)\right)} \leq \|\mu\|_{L\left(\frac{1}{p-1}\right)}^{\frac{1}{p-1}}.
\]

For the estimate of the integral in (4.30) we proceed differently depending on whether \( r \) is larger or smaller than the duality exponent \((p^*)'\). In the first case, we have \( \frac{nr}{n-r} > p' \), which enables us to apply (2.7) with the choices \( \tilde{r} = \frac{p-1}{p} n_r > 1, s = t(p-1) \frac{p}{p-1}, \quad d = p, \quad \gamma = p \) and \( q = \frac{1}{p} \) to the function \( F \), with the result

\[
\left\|\int_0^R \left[\frac{|F|^p(B_\varrho(\cdot))}{\varrho^{n-p}}\right]^{\frac{1}{p'}} d\varrho\right\|_{L\left(\frac{nr(p-1)}{n-pr}, t(p-1)\right)} \leq c \|F\|_{L\left(\frac{nr(p-1)}{n-pr}, t(p-1)\right)}^{\frac{1}{p-1}}.
\]

At this stage we note that formally, the estimate (2.7) is only applicable if \( t \geq p' \), but in view of the quasilinearity of the integral on the left-hand side, the Marcinkiewicz interpolation theorem yields the preceding estimate for all \( t \geq 1 \). The same estimate as above holds for the function \( D\psi \) instead of \( F \). This concludes the proof of (4.28) in the case \( p \geq 2 \).

In the case of exponents \( r < (p^*)' \), however, we apply the borderline estimate (2.8) with the parameters \( d = p, \gamma = p \) and \( q = \frac{1}{p} \), with the
result
$$\left\| \int_0^R \left[ \frac{|F|^p(B\varrho(\cdot))}{\varrho^{n-p}} \right]^{\frac{1}{p}} \frac{d\varrho}{\varrho} \right\|_{L(\frac{n}{n-p}, \infty)} \leq c\|F\|_{L^p}.$$ 

Since the assumption $r < (p^*)'$ is equivalent to $\frac{nr(p-1)}{n-pr} < \frac{np}{n-p}$, we can exploit the continuous embedding
$$L\left(\frac{np}{n-p}, \infty\right)(\Omega') \hookrightarrow L\left(\frac{nr(p-1)}{n-pr}, t(p-1)\right)(\Omega'),$$
with the result
$$\left\| \int_0^R \left[ \frac{|F|^p(B\varrho(\cdot))}{\varrho^{n-p}} \right]^{\frac{1}{p}} \frac{d\varrho}{\varrho} \right\|_{L(\frac{nr(p-1)}{n-pr}, t(p-1))(\Omega')} \leq c(\Omega')\|F\|_{L^p},$$
with a constant $c(\Omega') = c(n, p, r, \nu, L, ||\Omega||)$. The same estimate holds for $D\psi$ instead of $F$, which concludes the proof of (4.29) in the case $p \geq 2$.

The proof in the case $p < 2$ is similar. Here, Theorem 4.3 implies by Remark 4.4 that
$$|u(x_0)| \leq c\left(1 + R^{-n}\|u\|_{L^1} + R^{-n}[Du][\frac{n}{n+t}] + [I_\mu(x_0, 2R)]^{\frac{1}{p-1}}\right) + c \int_0^R \left[ \frac{|F|^p(B\varrho(x_0))}{\varrho^{n-p}} \right]^{\frac{1}{p}} \frac{d\varrho}{\varrho} + \left[ \frac{|D\psi|^p(B\varrho(x_0))}{\varrho^{n-p}} \right]^{\frac{1}{p}} \frac{d\varrho}{\varrho}.$$ 

The last integral can be estimated in the same way as for $p \geq 2$, while for the Riesz potential, we apply the bound (2.7) in the case $d = 1, \gamma = p$ and $q = 1$, which yields
$$\|I_\mu(x_0, 2R)\|_{L(\frac{nr}{n-pr}, t)} \leq c\|\mu\|_{L(r,t)}.$$ 

This completes the proof of the corollary. 

4.3. Continuity of solutions.

Based on the excess decay estimates from Section 4.1 and the potential estimates from Section 4.2, we are now able to provide conditions on the data that imply boundedness or even continuity of the solutions to obstacle problems with measure data $\mu \in M_b(\Omega)$. This is the subject of the following theorem.

**Theorem 4.6.** We assume that for a growth exponent $p > \frac{2n}{n+1}$, the conditions (1.4) and (1.5) are satisfied for a structure function $a : \Omega \times \mathbb{R}^n \rightarrow \mathbb{R}^n$. We consider a limit of approximating solutions $u \in L^1(\Omega)$ with $u \geq \psi$ of the obstacle problem $OP(\psi; \mu, F)$ with measure data $\mu \in M_b(\Omega)$, divergence term given by $F \in L^p(\Omega, \mathbb{R}^n)$, and an obstacle function $\psi \in W^{1,p}(\Omega)$. 

(i) If for every subdomain \( \Omega' \Subset \Omega \), the data satisfy

\[
(4.31) \sup_{x_0 \in \Omega'} \left\{ W_{1,p}^\mu (x_0, R) + \int_0^R \left[ \varrho^{p-n} \int_{B_\varrho (x_0)} |D\psi|^p + |F|^p \, dx \right] \frac{d\varrho}{\varrho} \right\} < \infty
\]

for some \( 0 < R < \text{dist}(\Omega', \partial \Omega) \) then we have \( u \in L_{\text{loc}}^\infty (\Omega) \).

(ii) Assume that additionally to the assumption in (i), we have

\[
(4.32) \lim_{\varrho \searrow 0} \sup_{x_0 \in \Omega'} [\mu (B_\varrho (x_0)) + \int_{B_\varrho (x_0)} |D\psi|^p + |F|^p \, dx] = 0,
\]

for every subdomain \( \Omega' \Subset \Omega \). Then we have \( u \in \text{VMO}_{\text{loc}} (\Omega) \cap L_{\text{loc}}^\infty (\Omega) \).

(iii) If for every subdomain \( \Omega' \Subset \Omega \), the property

\[
(4.33) \lim_{R \searrow 0} \sup_{x_0 \in \Omega'} \left\{ W_{1,p}^\mu (x_0, R) + \int_0^R \left[ \varrho^{p-n} \int_{B_\varrho (x_0)} |D\psi|^p + |F|^p \, dx \right] \frac{d\varrho}{\varrho} \right\} = 0
\]

is satisfied, then \( u \in C_{\text{loc}}^0 (\Omega) \).

In view of the implication (2.9), we infer in particular a sufficient condition for continuity in terms of Lorentz spaces.

**Corollary 4.7.** For a growth exponent \( p \in (\frac{2n}{n+1}, n) \), we assume that (1.4) and (1.5) are in force and that \( u \in L^1 (\Omega) \) is a limit of approximating solutions to \( \text{OP} (\psi; \mu, F) \) with measure data \( \mu \in M_b (\Omega) \), divergence term given by \( F \in L^p (\Omega, \mathbb{R}^n) \), and an obstacle function \( \psi \in W^{1,p} (\Omega) \). Then the conditions

\[
\mu \in L \left( \frac{n}{p}, \frac{1}{p-1} \right) \quad \text{and} \quad |D\psi|, |F| \in L(n, 1)
\]

imply \( u \in C_{\text{loc}}^0 (\Omega) \).

**Proof of the theorem:** We fix an arbitrary subdomain \( \Omega' \Subset \Omega \) and choose another subdomain \( \Omega'' \) with \( \Omega' \Subset \Omega'' \Subset \Omega \). The proof is divided into three steps, corresponding to the three statements of the theorem.

**Step 1: Local boundedness.** We use the assumption (4.31) on the subdomain \( \Omega'' \) in order to infer from Theorem 4.3 that

\[
M_0 := \sup_{y \in \Omega''} |u(y)| < \infty.
\]

Since \( \Omega' \subset \Omega \) was chosen arbitrarily and \( \Omega'' \Supset \Omega' \), this implies the claim \( u \in L_{\text{loc}}^\infty (\Omega) \) and thus concludes the proof of part (i) of the theorem.
Moreover, we infer from estimate (4.24) in Theorem 4.3 that

\[(4.35) \quad M_1 := \sup_{\varrho > 0} \sup_{y \in \Omega'} \varrho \left( \int_{B_{\varrho}(y) \cap \Omega} |Du|^r \, dx \right)^{\frac{1}{r}} < \infty \]

holds in the case \( \frac{2n}{n+1} < p < 2 \), where we abbreviated \( r := \frac{n}{n+1} \).

**Step 2: VMO-regularity.** We claim that

\[(4.36) \quad V(R) := \sup_{0 < \varrho \leq R} \sup_{y \in \Omega'} \int_{B_{\varrho}(y)} \left| u - (u)_{y, \varrho} \right| \, dx \to 0 \quad \text{as} \quad R \searrow 0, \]

which implies the claim \( u \in \text{VMO}_{\text{loc}}(\Omega) \) in view of the arbitrariness of \( \Omega' \subset \Omega \). For the proof of the claim (4.36), we fix an arbitrary \( \varepsilon > 0 \). For a radius \( 0 < R_0 < \min\{1, \text{dist}(\Omega', \Omega \setminus \Omega'')\} \) to be chosen small later, we let

\[(4.37) \quad \delta(R_0) := \sup_{0 < \varrho \leq R_0} \sup_{y \in \Omega'} \varrho^{p-n} \left[ |\mu(B_{\varrho}(y))| + \int_{B_{\varrho}(y)} |D\psi|^p + |F|^p \, dx \right], \]

noting that by assumption (4.32), the value of \( \delta \geq 0 \) can be made arbitrarily small by choosing \( R_0 > 0 \) appropriately, and we assume without loss of generality that \( \delta \leq 1 \).

**Case 1: \( p \geq 2 \).** Because of (4.34) and (4.37), the excess decay estimate from Lemma 4.2 implies

\[(4.38) \quad \int_{B_{\varrho}(y)} \left| u - (u)_{y, \varrho} \right| \, dx \leq c \left( \frac{\varrho}{R} \right)^\beta M_0 + c R_0^\beta + c \left( \frac{R}{\varrho} \right)^n \delta(R_0)^{\frac{1}{p}} \]

for all \( y \in \Omega', R \leq R_0 \) and \( \varrho \in (0, \frac{R}{4}) \). Here, the constant \( \beta \in (0, 1) \) appearing in the above estimate is determined by Lemma 4.2 in dependence on \( n, p, \nu \) and \( L \), and the constant \( c \) depends on the same data. We want to apply the preceding bound for a radius \( \varrho := \theta R \), where \( \theta \in (0, \frac{1}{4}) \).

By choosing first \( \theta \in (0, \frac{1}{4}) \) and then \( 0 < R_0 < \min\{1, \text{dist}(\Omega', \Omega \setminus \Omega'')\} \) sufficiently small, we can ensure

\[c \theta^\beta M_0 \leq \frac{\varepsilon}{2} \quad \text{and} \quad c R_0^\beta + c \theta^{-n} \delta(R_0)^{\frac{1}{p}} \leq \frac{\varepsilon}{2}. \]
With these choices of parameters, we infer from (4.38) that
\[ \int_{B R(y)} |u - (u)_{y, \theta R}| \, dx \leq \varepsilon \]
holds for all \( R \in (0, R_0) \) and all \( y \in \Omega' \). By the definition of \( V \) in (4.36), this implies \( V(\theta R_0) \leq \varepsilon \). Since \( \varepsilon > 0 \) was chosen arbitrarily, this concludes the proof of (4.36) and thereby of the claim (ii) in the case \( p \geq 2 \).

Case 2: \( \frac{2n}{n+1} < p < 2 \). In this case, we apply (4.35) additionally to (4.34) and (4.37), in order to infer from the excess decay estimate in Lemma 4.2 that
\[ \int_{B_{\varrho}(y)} |u - (u)_{y, \varrho}| \, dx + \varrho \left( \int_{B_{\varrho}(y)} |Du|^r \, dx \right)^{\frac{1}{r}} \leq c \left( \frac{\varrho}{R} \right)^\beta M_0 + cR_0^\beta + c \left( \frac{R}{\varrho} \right)^n \delta(R_0)^{\frac{1}{p}} + c(1 + M_1)^{2-p} \delta(R_0)^{\frac{p+1}{r}} \]
holds for all \( y \in \Omega', R \leq R_0 \) and \( \varrho \in (0, \frac{R}{4}) \). Similarly as above, we can now choose first \( \theta \in (0, \frac{1}{4}) \) and then \( 0 < R_0 < \min\{1, \text{dist}(\Omega', \Omega \setminus \Omega')\} \) small enough to guarantee
\[ \int_{B_{\theta R}(y)} |u - (u)_{y, \theta R}| \, dx + \theta R \left( \int_{B_{\theta R}(y)} |Du|^r \, dx \right)^{\frac{1}{r}} \leq \varepsilon \]
for all \( y \in \Omega' \) and \( R \in (0, R_0) \). This implies in particular \( V(\theta R) \leq \varepsilon \) and therefore the claimed VMO-regularity \( u \in \text{VMO}_{\text{loc}}(\Omega) \). Moreover, we deduce
\[ \sup_{0 < \varrho \leq R \in \Omega'} \sup_{y \in \Omega'} \varrho \left( \int_{B_{\varrho}(y)} |Du|^r \, dx \right)^{\frac{1}{r}} \to 0 \quad \text{as} \quad R \searrow 0 \]
in the case \( \frac{2n}{n+1} < p < 2 \).

Step 3: Continuity. For all \( y \in \Omega' \) and \( 0 < \varrho < \text{dist}(y, \partial \Omega) \), we write
\[ \Phi(y, \varrho) := \left[ \frac{\mu(B_{\varrho}(y))}{\varrho^{n-p}} \right]^{\frac{1}{p-1}} + \left[ \varrho^{p-n} \int_{B_{\varrho}(y)} |D\psi|^p + |F|^p \, dx \right]^{\frac{1}{p}}. \]
We choose a parameter \( \theta \in (0, \frac{1}{4}) \) small enough in order to achieve
\[ c \theta^\beta \leq \frac{1}{2}, \]
where \( c \geq 1 \) and \( \beta \in (0, 1) \) denote the constants determined in Lemma 4.2, and abbreviate \( R_\ell := \theta^\ell R \) and \( B_\ell(y) := B_{R_\ell}(y) \) for all \( \ell \in \mathbb{N}_0 \). Our aim
is to prove that \((u)_{B_k(y)}\) is a uniform Cauchy sequence, which implies that its limit \(u(y)\) depends continuously on \(y\), as desired. To this end, we estimate for any \(k,m \in \mathbb{N}\) with \(k < m\)

\[
(4.41) \quad |(u)_{B_m} - (u)_{B_k}| \leq \sum_{\ell=k}^{m-1} |(u)_{B_{\ell+1}} - (u)_{B_{\ell}}| \leq \frac{1}{\theta m} \sum_{\ell=k}^{m-1} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx.
\]

For the remainder of the proof, we distinguish once more between the cases \(p \geq 2\) and \(p < 2\).

**Case 1: \(p \geq 2\).** We apply the excess decay estimate from Lemma 4.2 to each term in the last sum of (4.41), which yields in view of our choice of \(\theta\) in (4.40)

\[
\sum_{\ell=k}^{m-1} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx \leq \frac{1}{2} \sum_{\ell=k}^{m-2} \int_{B_{\ell}} |u - (u)_{B_{\ell}}| \, dx + \frac{1}{2} \int_{B_{k-1}} |u - (u)_{B_{k-1}}| \, dx
\]

\[
+ c \sum_{\ell=k-1}^{m-2} R_{\ell}^{\beta} + \frac{c}{\theta n} \sum_{\ell=k-1}^{m-2} \Phi(y, R_{\ell}).
\]

After absorbing the first term from the right-hand side, estimating the last series by means of Lemma 2.3 and plugging the resulting estimate into (4.41), we deduce

\[
|(u)_{B_m(y)} - (u)_{B_k(y)}| \leq \int_{B_{k-1}(y)} |u - (u)_{B_{k-1}(y)}| \, dx + c R_{k-1}^{\beta} + c \int_{0}^{R_{k-2}} \Phi(y, \rho) \frac{d\rho}{\rho}
\]

for all \(y \in \Omega'\) and \(k < m\) in \(\mathbb{N}\). Here, the first term on the right-hand side vanishes in the limit \(k, m \to \infty\) independently from \(y \in \Omega'\), because of the local VMO-regularity established in step 2, while the last term converges to zero uniformly in \(y \in \Omega'\), according to assumption (4.33). We deduce that \((u)_{B_k(y)}\) is a uniform Cauchy sequence and thus converges to a continuous limit map. But by Lebesgue’s differentiation theorem, this limit map equals \(u(y)\) a. e., which implies the claimed continuity of \(u\) in the case \(p \geq 2\).
Case 2: $\frac{2n}{n+1} < p < 2$. In this case, the application of Lemma 4.2 yields the estimate

$$\sum_{k}^{m-1} \int_{B_k} |u - (u)_{B_k}| \, dx + \sum_{k}^{m-1} R_k \left( \int_{B_k} |Du|^r \, dx \right)^{\frac{1}{r}}$$

$$\leq \frac{1}{2} \sum_{k}^{m-2} \int_{B_k} |u - (u)_{B_k}| \, dx$$

$$+ \frac{1}{2} \int_{B_{k-1}} |u - (u)_{B_{k-1}}| \, dx + c \sum_{k}^{m-2} R_k^\beta + \frac{c}{\theta^n} \sum_{k}^{m-2} \Phi(y, R_k)$$

$$+ \frac{c}{\theta^n} \sum_{k}^{m-2} R_k^{2-p} \left( 1 + \int_{B_k} |Du|^r \, dx \right)^{\frac{2-p}{r}} \Phi(y, R_k)^{p-1},$$

where $r := \frac{n}{n+1}$. Applying Young’s inequality with exponents $\frac{1}{2-p}$ and $\frac{1}{p-1}$ to the terms of the last sum, we infer

$$\sum_{k}^{m-1} \int_{B_k} |u - (u)_{B_k}| \, dx + \sum_{k}^{m-1} R_k \left( \int_{B_k} |Du|^r \, dx \right)^{\frac{1}{r}}$$

$$\leq \frac{1}{2} \sum_{k}^{m-1} \int_{B_k} |u - (u)_{B_k}| \, dx$$

$$+ \frac{1}{2} \sum_{k}^{m-1} R_k \left( \int_{B_k} |Du|^r \, dx \right)^{\frac{1}{r}}$$

$$+ \frac{1}{2} \int_{B_{k-1}} |u - (u)_{B_{k-1}}| \, dx$$

$$+ \frac{1}{2} R_{k-1} \left( \int_{B_{k-1}} |Du|^r \, dx \right)^{\frac{1}{r}} + c R_k^\beta + c \sum_{k}^{m-2} \Phi(y, R_k).$$

Here, we can re-absorb the second line into the left-hand side. Note that this is possible since $|Du|^r \in L^1(\Omega)$ holds for the range of exponents $p > \frac{2n}{n+1}$, see Remark 1.2. Estimating furthermore the last sum by means of Lemma 2.3 and plugging the resulting estimate into (4.41), we
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arrive at
\[ |(u)_{B_m(y)} - (u)_{B_k(y)}| \leq \int_{B_{k-1}(y)} |u - (u)_{B_{k-1}(y)}| \, dx + \frac{R_{k-1}}{2} \left( \frac{1}{\int_{B_{k-1}(y)} |Du|^r \, dx} \right)^{\frac{1}{r}} + cR_{k-1}^\beta + c \int_{B_{k-1}(y)} \Phi(y, \varrho) \, d\varrho \]

for all \( y \in \Omega' \) and \( k < m \) in \( \mathbb{N} \). Here, the first two integrals on the right-hand side uniformly tend to zero as \( k \to \infty \) by the VMO-regularity established in step 2, respectively by (4.39), and the last term in the above estimate uniformly tends to zero because of our assumption (4.33). This and Lebesgue’s differentiation theorem imply the uniform convergence \( (u)_{B_k(y)} \to u(y) \) as \( k \to \infty \), which yields the claimed continuity of \( u \).

4.4. Hölder continuity.

Lemma 4.8. We consider a limit of approximating solutions \( u \in L^1(\Omega) \) to the obstacle problem \( OP(\psi; \mu, F) \), where the assumptions (1.4) and (1.5) are in force for a growth exponent \( p > \frac{2n}{n+1} \) and the data satisfy the Morrey estimate

\[
\sup_{x_0 \in \Omega'} \sup_{0 < \varrho < 1} \left[ \varrho^{p-n-\gamma(p-1)} |\mu|(B_\varrho(x_0) \cap \Omega) + \varrho^{p-n-\gamma} \int_{B_\varrho(x_0) \cap \Omega} |F|^p + |D\psi|^p \, dx \right] < \infty
\]

for some \( \gamma \in (0, 1) \) and every subdomain \( \Omega' \subseteq \Omega \). Let \( \beta = \beta(n, p, \nu, L) \in (0, 1) \) denote the exponent from Lemma 4.1. Then we have \( u \in C^{0,\alpha}_\text{loc}(\Omega) \) for every \( 0 < \alpha < \min\{\beta, \gamma, (p-1)\} \).

Proof: We fix an arbitrary domain \( \Omega' \subseteq \Omega \) and choose a domain \( \Omega'' \subseteq \Omega' \). For \( \varrho_0 := \min\{1, \text{dist}(\Omega'', \partial\Omega)\} \), we abbreviate

\[
K := \sup_{x_0 \in \Omega''} \sup_{0 < \varrho < \varrho_0} \varrho^{-\gamma} \left[ |\mu|(B_\varrho(x_0)) \left( \frac{1}{\varrho^{n-p}} \right)^{\frac{1}{p-1}} + \varrho^{p-n} \int_{B_\varrho(x_0)} |F|^p + |D\psi|^p \, dx \right]^{\frac{1}{p}}.
\]
which is finite by assumption. The zero order potential estimates from Theorem 4.3 therefore imply the following bound in the case \( \frac{2n}{n+1} < p < 2 \)

\[
M_1 := \sup_{x_0 \in \Omega'} \sup_{0 < \varrho < \varrho_0} \varrho \left( \int_{B_{\varrho}(x_0)} |Du|^\frac{n}{n+1} \, dx \right)^{1+\frac{1}{n}}
\leq c \left( \|u\|_{L^1} + \left( \int_{\Omega} |Du|^\frac{n}{n+1} \, dx \right)^{1+\frac{1}{n}} + K + 1 \right) < \infty.
\]

We point out that the integral of \( |Du|^\frac{n}{n+1} \) is finite for \( p > \frac{2n}{n+1} \), cf. Remark 1.2. We define the excess functional

\[
E(x_0, \varrho) := -\int_{B_{\varrho}(x_0)} |u - (u)_{x_0, \varrho}| \, dx
\]

for every \( x_0 \in \Omega' \) and \( 0 < \varrho < \varrho_0 \). Moreover, we fix a Hölder exponent \( 0 < \alpha < \min\{\beta, \gamma, \gamma(p-1)\} \) and choose a parameter \( \theta \in (0, 1) \) with \( c\theta^\beta \leq \theta^\alpha \), where \( c \) denotes the constant from Lemma 4.2. Applying this lemma with radii \( R < \varrho_0 \) and \( \varrho = \theta R \) and keeping in mind the definitions of \( M_1 \) and \( K \), we deduce

\[
E(x_0, \theta R) \leq \theta^\alpha E(x_0, R) + cR^\beta + cR^\gamma K
\]
in the case \( p \geq 2 \), while for \( \frac{2n}{n+1} < p < 2 \), the same lemma gives

\[
E(x_0, \theta R) \leq \theta^\alpha E(x_0, R) + cR^\beta + cR^\gamma K + c(1 + M_1)^{2-p}(R^\gamma K)^{p-1},
\]

where here, \( c = c(\alpha, n, p, \nu, L) \). In both cases, we thus get an estimate of the type

\[
E(x_0, \theta R) \leq \theta^\alpha E(x_0, R) + \tilde{c} R^{\min\{\beta, \gamma, \gamma(p-1)\}}
\]
with \( \tilde{c} = \tilde{c}(n, p, \nu, L, \alpha, \gamma, \Omega', M_1, K) \). Since \( \alpha < \min\{\beta, \gamma, \gamma(p-1)\} \), the repeated application of this estimate leads us to

\[
E(x_0, \theta^k R) \leq \theta^{\alpha k} \left( E(x_0, R) + \tilde{c} \right)
\]
for all \( k \in \mathbb{N} \) and \( x_0 \in \Omega' \), and finally

\[
\int_{B_{r}(x_0)} |u - (u)_{x_0, r}| \, dx \leq \tilde{c} \left( \frac{r}{R} \right)^\alpha \left[ \|u\|_{L^1} + 1 \right].
\]

In view of Campanato’s integral characterization of Hölder continuous functions, we established the desired Hölder continuity \( u \in C^{0, \alpha}(\Omega') \), which completes the proof. \( \square \)
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