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BANDLIMITED APPROXIMATIONS AND ESTIMATES
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Abstract: In this paper we provide explicit upper and lower bounds for the argument
of the Riemann zeta-function and its antiderivatives in the critical strip under the
assumption of the Riemann hypothesis. This extends the previously known bounds
for these quantities on the critical line (and sharpens the error terms in such esti-
mates). Our tools come not only from number theory, but also from Fourier analysis
and approximation theory. An important element in our strategy is the ability to
solve a Fourier optimization problem with constraints, namely, the problem of ma-
jorizing certain real-valued even functions by bandlimited functions, optimizing the
L'(R)-error. Deriving explicit formulae for the Fourier transforms of such optimal
approximations plays a crucial role in our approach.
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1. Introduction

In this paper we make use of fine tools from harmonic analysis and
approximation theory to prove a number of new estimates in the theory
of the Riemann zeta-function.

1.1. Definitions. Let ((s) denote the Riemann zeta-function. For 1 <
a < 1 we define

So,a(t) = % arg {(a + 1it),

where the argument is obtained by a continuous variation along straight
line segments joining the points 2, 2 4 ¢, and a + it, assuming that this
path has no zeros of ((s), with the convention that arg {(2) = 0. If this
path has zeros of ((s) (including the endpoint a + it) we set

So.a(t) =% Eli%l+{50,a(t +¢) + So0,a(t —€)}-
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We now define a sequence of antiderivatives Sy (t) that encode useful
information on the oscillatory character of Sp o(t). For n > 1 and ¢ > 0
we define, inductively, the functions

t
(1.1) Sn,a(t):/ Sn—1,a(T)dT + 0n,a,
0

where 6, o is a specific constant depending on « and n. For k € N, these
constants are given by

(71)}6—1 oS} ¢S} oo ¢S}
dok—1,0 = 7/ / / / log [¢(o0)|dogdoy ...doak_2
™ a ook —2 oy Joi

for n =2k — 1 and by

k=101 _ o)2k
ok, = (—1)F~ 1/ / / / doodoy ...dogg—1 = GV 1 -a)™
o2k —1 o2 Joy (2k)!

for n = 2k. In Theorem 2 we give precise upper and lower bounds for
all the iterates S, (t) for « in the critical strip.

1.2. Behavior on the critical line. In the case a = %, let us simply
write Sy () = 5, 1(t) to return to classical notation (e.g. Littlewood [28]
and Selberg [36]). The argument function S(t) = Sy(t) is intrinsically
connected to the distribution of the non-trivial zeros of ((s) via the
relation

t t 7 1
N(t — log — — — S(t ol-]),
)= o2 g27r Jr8Jr ®+ (t)

where N(t) counts (with multlphmty) the number of zeros p = 8 + i~y
of {(s) such that 0 < v < t, where zeros with ordinate v = ¢ are counted
with weight %

The Riemann hypothesis (RH) states that the non-trivial zeros of {(s)
can be written as p = % + 4y with v € R. In his classical work [28,
Theorem 11] of 1924, J. E. Littlewood established, assuming RH, the
bound!

(1.2) Su(t) = On (l"i>

(loglog t)n+1

for n > 0. The order of magnitude of (1.2) has never been improved,
and the efforts have been concentrated in optimizing the value of the
implicit constant. The state of the art in this problem is the following
result of [3, 5].

I Throughout the paper we use Vinogradov’s notation f = O(g) (or f < g) to mean
that |f(t)] < C|g(t)] for a certain constant C' > 0. In the subscript we indicate the
parameters in which such constant C' may depend on.
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Theorem 1 (cf. [3, 5]). Assume the Riemann hypothesis. For n > 0
and t sufficiently large we have
13 (O o) bk

logt
< Sn(t) < (CF + 0(1))W7

(loglogt)nt+1 —
where C:X are positive constants given by

e Forn =0,

1
cF = -,
07y

o Forn=4k+1, with k € Z>o,

7:C(n+1) and C,J[:

(1=27")¢n+1)

" opeontt - 2ntl
o Forn =4k + 3, with k € Z>o,
__(@=27")(n+1) L ¢(n+1)
C"_—ﬂ,QnJrl and C”_ﬂ..szrl‘

e Forn > 2 even,

+ - + o \1/2
C+ o = 2(Cn+1 + Cn+1)Cn—1On—1
" " cr  +c;
n—1 n—1

_ V2 ((1 —27" %) (1 - 2*n+1><<n><<n+2>)” 2
T omeontl (1—2-n) '

The terms o(1) in (1.3) are O, (logloglogt/loglogt).

One consequence of Theorem 2 below is a slight sharpening of this
result. The cases n=0 and n=1 in Theorem 1 were proved by Carneiro,
Chandee, and Milinovich [3] (see [4] for an alternative proof for n = 0),
while the cases n > 2 were proved by Carneiro and Chirre [5]. In the
case n = 0, this improved upon earlier works of Goldston and Gonek [19],
Fujii [16], and Ramachandra and Sankaranarayanan [35], who had ob-
tained (1.3) with constants C*=1/2, C*=0.67, and C* =1.12, respec-
tively, replacing the constant C’Oi = 1/4. In the case n = 1, this improved
upon earlier works of Fujii [17], and Karatsuba and Korolév [25], who
had obtained (1.3) with the pairs of constants (C*,C~) = (0.32,0.51)
and (C*,C7) = (40,40), respectively, replacing the pair (C;,Cy) =
(w/48,7/24). In the cases n > 2, this significantly improved upon the
work of Wakasa [38], who had established (1.3) with pairs of constants
that depended on n but tended to the stationary value of 0.3203696. ..
as n — 0o, whereas the constants C'¥ above go to zero exponentially fast.

Unconditionally, it is known that S(t) = O(logt), S1(t) = O(logt),
and S, (t) = O,(t""'/logt) for n > 2 (see, for instance, [15] for the
latter). In fact, the Riemann hypothesis is equivalent to the statement
that S, (t) = o(t"~2) as t — oo, for any n > 3 (see [15, Theorem 4]).



604 E. CARNEIRO, A. CHIRRE, M. B. MILINOVICH

1.3. Behavior in the critical strip. The main purpose of this paper
is to extend the bounds of Theorem 1 to the critical strip in an explicit
way. Assuming RH, for % < a < 1, another function that will play an
important role in our study is the derivative
S_1,a(t) =5 ,0) = 1 Re C—/(a + it).
: : x e
For an integer n > 0 we introduce the function

00 :Ek

The function xH,(z) = Li,(x) is known as polylogarithm of order n
in the classical terminology of special functions. Note that Hg(z) =
1/(1 — ) for |x| < 1. Our main result is stated below, in which we
regard « and t as free parameters.

Theorem 2. Assume the Riemann hypothesis and let n>—1. Let % <
a<1 andc>0 be a given real number. Lett > 0 be such thatloglogt > 4.
In the range

(1.4) (1 —a)?loglogt > c

we have the uniform bounds:

(i) Forn = —1,
a— L) (logt)2—2«
(15) =2, (H)(logt)> 2 + O, <((1_2£3)(21§g)10gt> < S_1.a(t)
1R ; + 2-2a (logt)> 2
= Re R (a+it) < CT () (logt) + O¢ ( (a—%)(l—a)Q(loglogt) .

(ii) Forn >0,

_ (log t)?—2« ( (log t)?—2« )
1.6) —C, () ——— n,c < Snalt
(1.6) nal )(loglogt)”""1 T\ (1 -a)2(loglogt)rt2 ) — 7 ®)
cor o lor? ( (log )2 )
- ™ (loglog )l "\ (1 —a)2(loglogt)nt2 )’

Above, C:F(a,t) are positive functions given by:
e Forn > —1 odd,

1 e 20— 1
(A1) Chal® = g (Hon D™D 2 oget=2) 4 2]
e Forn=20,
1/2
(18) ) = (2ACF .0 + Ora e, 0)

e Forn > 2 even,

1o ot 2Cha® + Crn a0 @)
. e B C’rJLﬁfl,a (t) + Crtfl,a(t) .
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Remark. In the course of the proof of Theorem 2 we obtain slightly
stronger bounds than the ones presented in (1.5) (see inequalities (5.12)
and (5.15) below). In the statement of Theorem 2 we presented the
error terms in (1.5) and (1.6) in a convenient way for our interpolation
argument in Section 6.

Observe that letting a@ — %+ in our Theorem 2 (for n > 0), we
obtain a sharpened version of Theorem 1 with improved error terms (a
factor logloglogt has been removed). In particular, we record here the
following consequence, a new proof of the best known bound for S(t)
under RH (in fact, with a sharpened error term when compared to [3]

and [4])%.

Corollary 3. Assume the Riemann hypothesis. For t > 0 sufficiently

large we have
1 logt logt
1S(t)] < - —2 +o( o8 )
4 loglogt (log log t)?

Using the lower bound for the function S_; 4 (¢) in Theorem 2, we also
deduce a new proof of the best known bound for 10g|§ (% —|—it) | under RH
(see [13] and [1]).

Corollary 4. Assume the Riemann hypothesis. For t > 0 sufficiently
large we have

10g|(j(%+it)|§log2 logt (( log t )

2 loglogt loglog t)2

We deduce Corollary 4 from Theorem 2 at the end of this subsection.
Observe that the lower bound for S_; 4(¢) in Theorem 2 is stable under

the limit o — %+, whereas the upper bound is not. This is somewhat
expected since S(t) has jump discontinuities at the ordinates of the non-
trivial zeros of {(s). In our case such a blow up comes from the fact that

we use a bandlimited majorant for the Poisson kernel and, as a@ — %+,
this Poisson kernel converges to a delta function. This lack of stability
may be related to the existence of small gaps between ordinates of zeros
of {(s). Something similar can be seen in the work of Ki [27] on the
distribution of the zeros of {’(s).

In order to find bounds for Sy () which are stable under the limit & —

%+ (and hence extend Theorem 1), we modified our interpolation method

in §6.2 to use both bounds for S; ,(t) and only the lower bound for
S_1,a(t). If one is interested in bounds as ¢ — oo for a fized a with

2For an explanation of why all these methods lead to the same constant 1/4 in the
bound for S(t), see [4, Section 3].
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% < a < 1, our Theorem 2 yields the following corollary (the bounds

below can be made uniform in § > 0 if we consider % +i<a<1-9).

Corollary 5. Assume the Riemann hypothesis and let n > —1. Let
% < a <1 bea fixed number. Then

wn 2a —1 (logt)2—2«
S, t)| < 1 ) —————,
[ (D] < 2n+lg ( + a(l—a) +of )> (loglog t)t+1

as t — 0o, where w, = 1 if n is odd and w, = /2 if n is even.

This plainly follows from (1.7) and (1.9) for n # 0. For the case n = 0
one would simply perform the full interpolation method as described
in §6.1 (using the upper and lower bounds for both S ,(¢) and S_; (t))
to obtain the optimized constant as in (1.9).

Remark. The extra factor v/2 in Corollary 5 when n is even comes
from (1.9) and it is due to our indirect interpolation argument. In prin-
ciple, if one could directly solve the associated extremal Fourier anal-
ysis problem in the case of n even, this could lead to a better bound
than (1.9). We note, however, that this is a highly nontrivial problem in
approximation theory. See the discussion in §1.4 below.

Finally, notice that we have purposely restricted our range to be
strictly inside the critical strip, away from the line « = 1. With our
methods it is also possible (by means of some additional technical work)
to consider the case when the parameter « is close to 1, obtaining bounds
of the sort Sy, o(t) = O, (1), for n > 1 (with explicit constants). We do
not pursue such matters here, feeling that classical methods in the liter-
ature are more suitable to treat this range. In fact, bounds for S, 1(t),
for n > 1, are easily obtainable directly from (2.1) and the use of Fubini’s
theorem with the series representation in the region {z € C; Rez > 1}.
These bounds would be equal to our bounds in the cases of n odd, and
better in the case of n even, since we use an indirect approach, via in-
terpolation, for these cases. In the particular case of n = 0, the known
bound [Sp1(t)| < Llogloglogt + O(1) (see [33, Corollary 13.16]) is not
easily obtainable by our particular interpolation argument.

Proof of Corollary 4: Assuming RH, it follows from [33, Corollary 13.16]
that

(log t)2~27 )

1
1 it)] < 1 o
og|¢(o +it)] < log -—— + ((1—a)loglogt
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uniformly for 1/2+1/loglogt < o < 1-—1/loglogt and t > 3. Therefore,
letting § = 6(t) = 5 + lolgololﬂ, we have
g logt

8 ’
log|C(% +it)| = —/1/2 Re %(a—i-it) do + log |¢(8 + it)|

[ ’
- Cloti _ logt
= 1/QRe c (a+zt)da+0((loglogt)2) .
Since the lower bound in (1.5) implies that
/ 2—20
—Re %(U +it) < (og?)

< T (togay=ze * O((0 = 2) st ™27)

uniformly for 1/2 < o < ¢, we see that

(e ol - dso ) wrso(its)

5
loglc (+it) < [

1/2

The corollary now follows from the estimates

§ (log t)2—20' 1 (log t)2—20'
12, do < =2, 99
172 1+ (logt) 172 1+ (logt)
__log2 logt logtlog(1l+ 1/logt)
T 2 loglogt 2loglogt

and é 1 2 24 logt
/1/2(0—5)(10gt) do<<m. O
1.4. General strategy. Our approach is partly motivated by the ideas
of Goldston and Gonek [19] on the use of the Guinand-Weil explicit
formula applied to special functions with compactly supported Fourier
transforms. These ideas have later been used by Chandee and Soundara-
rajan [13] and other authors [1, 3, 4, 5, 6, 32] to bound several objects
related to the Riemann zeta-function and other L-functions. It is worth
mentioning that here we face severe additional technical challenges in
order to fully develop this circle of ideas to reach our desired conclusion.
The strategy can be broadly divided into the following four main
steps:

1.4.1. Step 1: Representation lemma. The first step is to identify
certain functions of a real variable that are naturally connected with
the objects to be bounded, in our case the functions S, (t). For each
n > —1 and % < a < 1 we define the function f,,: R — R in the
following manner.



608 E. CARNEIRO, A. CHIRRE, M. B. MILINOVICH

o If n =2m, for m € Z>(, we define

3/2 z .
(110) f27n,a(37) = / (0’ — a)2m< _ ) do.

(c—3)2+22 1+a?

o If n =2m + 1, for m € Z>, we define

/
11 fompra(e) =2 /3 " (0 — @)™ log <1”2> do.

2 o CEEEe
o If n = —1, we define
_ 1
(1.12) fial) = 0= 2)

(17 e
We prove a representation lemma (Lemma 7) where we write S, o (%),

for each n > —1, as a sum of a translate of the function f, , over the
non-trivial zeros of {(s) plus some known terms and a small error.

1.4.2. Step 2: Extremal functions. Our tool to evaluate sums over
the non-trivial zeros of ((s) is the Guinand-Weil explicit formula.
However, the functions f, , defined above do not possess the required
smoothness to allow a direct evaluation. In fact, for a = % and n > 1,
we have that f,, 1 is of class C" Y(R) but not higher (the n-th derivative
is discontinuous at the origin). Note also that f; 1 is discontinuous at
the origin and f—1,% is identically zero. For % < «a, the functions f;, o
are of class C*°(R) but do not have an analytic extension to the strip
{z e C; —% —e<Imz < %—l—s}. In fact, the functions f,, o are analytic
in the strip {z e C; —(a — %) <Imz < (a — %)} but the n-th deriv-
ative of f,, o cannot be extended continuously to the points :l:(a — 1)2’,

2
for n > 0 (for n = —1 the function f_; 4 has a pole at +(a — )i).

The idea is then to replace the functions f, o by suitable bandlimited
approximations (real-valued majorants and minorants with compactly
supported Fourier transforms) chosen in such a way to minimize the
L'(R)-distance. This is known as the Beurling—Selberg extremal problem
in harmonic analysis and approximation theory (the excellent survey of
J. D. Vaaler [37] provides a nice introduction to the subject). In our
case, the situation is markedly different depending upon whether n is
even or odd. When n > —1 is odd, the function f, , is even, and the
robust Gaussian subordination framework of Carneiro, Littmann, and
Vaaler [11] provides the required extremal functions. When n is even, the
function f,, o is odd and continuous (except in the case n = 0 and o = %,
which was considered in [3]). In this general situation, the solution of the
Beurling—Selberg extremal problem is unknown. Therefore, we adopt a
different approach based on an interpolation argument.
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1.4.3. Step 3: Guinand—Weil explicit formula and asymptotic
analysis. In the case of n odd, n > —1, we bound S, () by applying
the Guinand—Weil explicit formula to the Beurling—Selberg majorants
and optimizing the size of the support of the Fourier transform. This is
possible via a careful asymptotic analysis of all the terms that appear
in the explicit formula. In particular, we highlight that one of the main
technical difficulties of this work, when compared to [3, 5], is in the
analysis of the sum over primes powers. This term is easily handled in
the works [3, 5] when o = § but, in the case o > 3 that we treat here,
we must perform a much deeper analysis, using the explicit knowledge
of the Fourier transform of the majorant function. We collect in two
appendices at the end of the paper some of the calculus facts and some
of the number theory facts that are needed for this analysis.

1.4.4. Step 4: Interpolation tools. Having obtained the desired
bounds for all odd n’s, with n > —1, we proceed with an interpolation
argument to obtain the estimate for the even n’s in between, explor-
ing the smoothness of S, () via the mean value theorem. An optimal
choice of the parameters involved in the interpolation argument yields
the desired bounds for the even n’s.

2. The representation lemma

In this section we collect some useful auxiliary results. Lemmas 6
and 7 below have appeared in [5, Lemmas 2 and 3] in the case o = %
The proofs for general % < a <1 are essentially analogous. We include
here brief versions of these proofs, both for completeness and for the
convenience of the reader. Our starting point is the following formula

motivated by the work of Selberg [36, Section 2].

Lemma 6. Assume the Riemann hypothesis.
(i) Forn >0, % <a<1,andt >0 (andt not coinciding with the
ordinate of a zero of ((s) whenn =0 and o = %), we have

n

2.1) Sn,a(t):7%Im{—/:o(crfa)"%/(UJrit)do}.

n!

(ii) Forn = —1, %< a <1, andt >0, we have

S_1,a(t) = Sp o (t) = %Re %(a + it).

Proof: For the case a = % this is stated without proof in Selberg [36,
Section 2] and it is proved by Fujii in [15, Lemmas 1 and 2]. We pro-
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vide here a proof for general % < a < 1 by induction for n > 0. The
validity of the formula for n = 0 is clear. Let R, o(t) be the expression
on the right-hand side of (2.1). Let us assume that the result holds for

n=20,1,2,...,m—1. Differentiating under the integral sign and using in-
tegration by parts one can check that R;n,a (t) = Rm—1,0(t) = Sm—1,a(t)

(in case @ = 1 and m = 1 we may assume here that ¢ is not the ordinate
of a zero). From (1.1) it remains to show that lim; o+ R o(t) = dm.a
for m > 1. This follows by integrating by parts m times and then
taking the limit as ¢ — 0%. Part (ii) just follows from the definition
of Sfl)a(t). O

We are now in position to state the main result of this section, an
expression that connects Sy, o (t) with the functions f,, o defined in (1.10),
(1.11), and (1.12). In the proof of Theorem 2 we shall only use the case
of n odd, but we state here the representation for n even as well, as a
result of independent interest.

Lemma 7 (Representation lemma). Assume the Riemann hypothesis.
For each n > —1 and % < a <1 (except n = —1 and o = %), let
fr,a: R—= R be defined as in (1.10), (1.11), and (1.12). Fort > 2 (and
t not coinciding with an ordinate of a zero of ((s) in the case n = 0
and o = %) the following formulae hold.

(i) If n =2m, for m € Z>, then

(2.2) Som,a(t) =

(z;,r?:; Z f2m,a(t - 'Y) + Om(l)
oy

™
(ii) If n =2m+ 1, for m € Z>y, then

_1ym ™
Som+1,a(t) = - ) (% - Q)Q 2 logt

27 (2m + 2
(2.3)

- % S fomita(t —7) + Om(1).
Ty
(iii) If n = —1, then

(2-4) S-1,a(t) = —%logi +%Zf71,a(t—w)+o (%)
~

The sums in (2.2), (2.3), and (2.4) run over the ordinates of the non-
trivial zeros p = & + iy of ((s).
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Proof: We first treat (ii). It follows from Lemma 6 and integration by
parts that

Somira® =~ +im { Z20 [T -0 o s iy ao

T 2m + 1) Jo
_ )m+1 oo 2m+1 C . }
_71-(2m+1)' Re{ ; ( +it)do
(2.5)
l)m oo 2m
= 7r(2m { ; log ¢ (o + it) do}

=y
w(2m)!

3/2
/ (0 — @)™ log |¢(0 + it)| do + O (1).

The idea is to replace the integrand by an absolutely convergent sum
over the zeros of ((s) and then integrate term-by-term. In order to do
so, we start with Riemann’s ¢-function defined by

&(s) = Ss(s — 1)m /2D (5)¢(s).

The function £(s) is entire of order 1 and the zeros of £(s) correspond
to the non-trivial zeros of ((s). By Hadamard’s factorization formula
(cf. [14, Chapter 12]), we have

£(s) = A BT (1 _ f) es/o,

P p

where p =  + iy runs over the non-trivial zeros of ((s), A is a con-
stant and B = — ) Re(1/p). Note that Re(1/p) is positive and that
> p Re(1/p) converges absolutely. Assuming the Riemann hypothesis, it

follows that
P4 (t—)?
(5 )
Hence

: (-1 +@-?
log |£(o + it)| — log|€(2 + it)| Zl < 1-‘,-)(15— e ! >

From Stirling’s formula for I'(s) (cf. [14, Chapter 10]) we obtain

o +it)
§( + it)

(2.6) log|¢(o+it)| = (3 — %) logt — Zl <( 17(t7)7)2>+0(1),
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uniformly for 3 <o < 2 and ¢ > 2. Inserting (2.6) into (2.5) yields
—_1)m 3/2
Som+1,a(t) = 7(r(2731)' </a (o — 04)27”(% — %) da> logt

_ =" 3/2 o —a)2™1lo 14 (t— )2 -
2”(2’”>’/a ;( ) lg<(‘7—§)2+(t—7)2>d Om(®)

_ (=™ 2m+2
= m (— —a) logt

(=™ Z/S/Z(U_a)2m10g< 1+ (t—7)? > do + O (1)

27’1’(2771)' 5 (0’ — %)2 + (t _ ,y)2
—1)ym m —_1)ym
= m(% — )" P logt - 2(2;)! ;f?m-&-l,a(t —7) + Om(1),

where the interchange between summation and integration can be jus-
tified, for instance, by the monotone convergence theorem, since all the
terms involved are nonnegative. This concludes the proof of (ii).

We now move to the proof of (iii). Let s = a+it and recall that we are
assuming ¢ > 2. From the partial fraction decomposition for ¢’(s)/{(s)
(cf. [14, Chapter 12]), we have

¢ ( 1 1) 1T /s 1 1
2.7)  (s)= )= (241)+B+-logn— —,
@7 =) ; o 2F<2+)+ + 5 logm — ——

with B = —%_ Re(1/p). Again using Stirling’s formula we obtain

S_1,a(t) = *Re%(aﬁ’lt) f—ﬂlog—Jr Zf La(t—7 +O()

This proves (iii).

Finally, the proof of (i) follows along the same lines, starting with (2.1),
restricting the range of integration to the interval (a, %), and using
the partial fraction decomposition (2.7) after adding and subtracting
a term %(% + it) to balance the equation. The details of the proof are
left to the interested reader. O

In the proof of Theorem 2 we will be using the following version of
the Guinand—Weil explicit formula which connects the zeros of the zeta
function and the prime powers.
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Lemma 8 (Guinand-Weil explicit formula). Let h(s) be analytic in the
strip [Im s| < 2+4-¢ for some £ >0, and assume that |h(s)| < (1+|s|) =1+
for some § > 0 when |Res| — oo. Let h(z) = [ h(w)e= 2= duw.

Then
1
Pra\_, (L 1y o1
Xp:h( - >h<2i)+h( %) 27rh(0)log7r
1 oo I’ /1 u

1 A(n) [~ (logn ~ (—logn
T () (),
where p = B+ivy are the non-trivial zeros of {(s), IV /T is the logarithmic
derivative of the Gamma function, and A(n) is the Von-Mangoldt func-

tion defined to be logp if n = p™ with p a prime number and m > 1 an
integer, and zero otherwise.

Proof: This is [19, Lemma 1]. The proof follows from [24, Theorem 5.12].
O

As noted in the introduction, the functions f, o that appear in Lem-
ma 7 do not possess the required smoothness properties to allow the
application of the Guinand-Weil formula. The key idea to prove Theo-
rem 2, in the case of n odd, is to replace the functions f,, o by appropri-
ate extremal majorants and minorants of exponential type (thus with a
compactly supported Fourier transform by the Paley~Wiener theorem).
These bandlimited approximations are described in the next section.

3. Extremal bandlimited approximations

3.1. Preliminaries. Recall that an entire function G: C — C is said
to have exponential type 7 if

lim sup M <T.

|z| =00 |2|
The celebrated Paley—Wiener theorem states that a function g € L?(R)
has Fourier transform supported in the interval [—A, A] if and only if
it is equal almost everywhere to the restriction to R of an entire func-
tion of exponential type 27A. The term bandlimited is commonly used
in the applied literature in reference to functions that have compactly
supported Fourier transforms.

In this section we consider a particular instance of the so called

Beurling—Selberg extremal problem in Fourier analysis and approxima-
tion theory. In general terms, this is the problem of finding one-sided
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approximations of real-valued functions by entire functions of prescribed
exponential type, seeking to minimize the L!(R)-error. This problem
has its origins in the work of A. Beurling in the late 1930’s, in which he
constructed extremal majorants and minorants of exponential type for
the signum function. Later, A. Selberg used Beurling’s extremal func-
tions to produce majorants and majorants for characteristic functions
of intervals, and applied these in connection to large sieve inequalities.
The survey [37] by J. D. Vaaler is the classical reference on the subject,
describing some of the historical milestones of the problem and present-
ing several interesting applications of such special functions in analysis
and number theory.

In recent years there has been considerable progress both in the con-
structive aspects and in the range of applications of such extremal ban-
dlimited approximations. For the constructive theory we highlight, for
instance, the works [8, 11, 12, 22, 26, 29, 30, 31] in the one-dimen-
sional theory and the works [7, 9, 10, 20, 23] in the multi-dimensional
and weighted theory. These allowed new applications in the theory of
the Riemann zeta-function and general L-functions, for instance in [1,
2, 3,4,5, 6,13, 18, 19, 32|.

The Gaussian subordination framework of Carneiro, Littmann, and
Vaaler [11] is a robust method to solve the Beurling-Selberg problem
for even functions in dimension one. This is the main tool we shall use
in this section. In particular, functions g: R — R of the form

o) = /0 T e (),

where v is a finite nonnegative Borel measure on (0, 00), fall under the
scope of [11]. It turns out that our functions f,, o when n is odd, defined
in (1.11) and (1.12), are included in this class as we shall see from the
results below. Moreover, it is also crucial for our purposes to have a
detailed description of the Fourier transforms of our majorants and mi-
norants in order to analyze the contribution from the primes and prime
powers in the explicit formula.

3.2. Approximations to the Poisson kernel. We start with the case
of the Poisson kernel f_; . In order to simplify the notation we let 3 =
o — % and define

(3.1) ho(z) = fo1 (@) = =2

52 + 2 :
The solution of the extremal problem for the Poisson kernel below is of
independent interest and may have other applications in analysis and
number theory. Recall that a real entire function is an entire function
whose restriction to R is real-valued.
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Lemma 9 (Extremal functions for the Poisson kernel). Let 5 > 0 be
a real number and let A > 0 be a real parameter. Let hg: R — R be
defined as in (3.1). Then there is a unique pair of real entire functions
Mg Ac C— C and mEA: C — C satisfying the following properties:

(i) The real entire functions mjA have exponential type 2wA.
(ii) The inequality
my A(x) < hg(z) <mf A (x)
holds pointwise for all x € R.
(iii) Subject to conditions (i) and (i), the value of the integral
[ {m A(2) — m7 A (@)} da
is minimized.
The functions m;A are even and verify the following additional proper-
ties:

(iv) The L'-distances of m%A to hg are explicitly given by

5] 2we2mBA
(3.2) [m{mg,A(w) —hp(@)}dr = —— 5%
and
o0 B 2me—2mBA
(3.3) [w{ha(x) —mgal@}tde="m—an

(v) The Fourier transforms of m?A, namely

Sl .
PEA© = [ mE A@e et as,
— 00

are even continuous functions supported on the interval [—A, Al
given by

. 2mB(A—IED) _ g—2mB(A—I€])
(3.4) Mg A(f) =7 (e7BA  c—mBA)2

(vi) The functions mg’ A are explicitly given by

8 ) (e%ﬁA +e2mBA _ 2cos(27rAz))

+ _

In particular, the function mg A is nonnegative on R.

(vii) Assume that 0 < 8 < % and A > 1. For any real number x we

have

(3.6) 0 <mg A(x) < hg(z) < mg’A(x) < !

B(1+z2)’
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and, for any complex number z = x + iy, we have

A2627rA|y|
3.7 mb ()| €« —
(3.7) m G < ST AT
and
_ IBA2€27rA\y|
3.8 [t
(38) ) < AT

where the constants implied by the < notation are universal.
Proof: We start by observing that
hg(z) = /Oo e vy (),
0
where vg is the finite nonnegative measure given by dvg(\) =7/ AN,

Let us define the auxiliary function

x BAZ X aa?
Hpa0)=hs (5) = gaarsgs = J, ¢ @nald)

where v A is the finite nonnegative measure given by
dvg.a(N) = TBAZ e~ ™A% gy

From [11, Section 11] we know that there is a unique extremal ma-
jorant M ; A(2) of exponential type 27 and a unique extremal mino-

rant M 5, A(2) of exponential type 27 for the real-valued function Hg a,
and these are given by

sinmz\ ? > n H,
(3.9) M;A(z):( R ) { S Z’B;AT(L)2)+Z (f’_A(n’;)}

n=-—oo n#0

and

oo / ’I’L—l
(3.10) M/;,A(z) _ (COSTFZ)Z{ Z HBVA(nf %) N Hﬁ,A( 2) }

n=-—oo (Z_n+%)2 (Z—?’L—l—%)

We now set
mZ’A(z) = M;A(Az) and  mg A(2) 1= Mg A (Az),

and a simple change of variables shows that these will be the unique
extremal functions of exponential type 2w A for hg, as described in (i),
(i), and (iii). From (3.9) and (3.10) it is clear that M[:;N and hence

m? A, are even functions.
;
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We now verify properties (iv)—(vii).

Property (iv). Since M Bi A are entire functions of exponential type 27

whose restrictions to R belong to L!(R), a classical result of Plancherel
and Pdlya [34] (see also [37, Equations (3.1) and (3.2)]) guarantees that
M ﬁi A are bounded on the real line and hence belong to L?(R) as well.
Moreover, still by [34], their derivatives (M g[ A)" are also entire functions
of exponential type 27 whose restrictions to R belong to L'(R) N L?(R).
In particular, M ﬁi A are integrable and of bounded variation on R, and
thus the Poisson summation formula holds pointwise. This can be used
to calculate the values of the integrals of M g: A- Using the fact that
M Bi A are supported in the interval [—1, 1] (which follows from the Paley—
Wiener theorem) and the fact that M ; A interpolates the values of Hg A
at Z (resp. My , interpolates the values of Hg A at Z + 1) we find

Z My Z Hga(n)= > Hgna(k)

n=-—oco n=-—oo k=—o00

_ i rAe—2TBAIKl _ A (ﬂ)

W l—e_Q'KBA
and
My = 37 Mia(n+3)= 3 Hpaln+3)= > (~DFHsa(k)
n=-—oo n=-—oo k=—o0
0o _ o—27BA
k —onBAlk 1—e
:kzz_:oo(—l) nAe2TBAIRl = 7 A (m)

The relation mﬁiA(O) = 1MjE 'A(0) and the fact that hg = [ hg(x)dz=
7 lead us directly to (3 2) and (3.3). This establishes property (1v)

Property (v). We have already noted that the Fourier transforms M ﬁi A
are continuous functions (since M ﬁi A € L*(R)) supported in the inter-
val [—1, 1]. From a classical result of Vaaler [37, Theorem 9] one has the
explicit expression for the Fourier transform of the majorant, in which
we use the fact that M;’A(n) = Hpg a(n) and (M;A)’(n) = Hj A(n) for
alln € Z,

i@ 3 (- 1EDMT a0+ g s @M 0 () ) 27078

n=-—oo

(3.11)

o]

Z ((1 - |€‘)H6,A(n)+ﬁ sgn(g)Hé,A(n)) e—2ming

n=-—oo
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for £ € [-1,1]. Using the Poisson summation formula we have

Z H57A(n)e_2“in£ — Z ﬁB,A(gJ"k)

n=-—oo k=—oc0
(3.12) = S rae2nBAletH
k=—oc0
e—2mBAIE] | o—2mBA(I-I€])
=7A
1 — e—27mBA
and
2. Hpalme ™™= 3 Haal+h)
= > 2mi(6+k)Hg a6+ k)
k=—o0
3.13 >
(3.13) = > 2mi(€ + k)yrA e 2mAAIEHH
k=—oc0
= 212 A sgn(€)

€] (e~2mBAIEl 4 —2mBAG-IE))  (~2mBA (2mBAIE| _ o~2mBAIE))
1 — e—27BA (1— 6—27rﬂA)2
Plugging (3.12) and (3.13) into (3.11) gives us

e2mBA(1—[€]) _ o—2mBA(1—(€])
(eﬂm _ e—mmf ’

M;gazwA<

and from the fact that

(3.14) INGE iﬁgﬁA (Z)

we arrive at (3.4) for the majorant.

For the minorant we proceed analogously. From [37, Theorem 9] one
has the representation, in which we use the fact that MiA (n + %) =
Hga(n+3) and (Mg ) (n+ 3) =HjpA(n+3) foralln €7,

(3.15)

[e'e]

MiA(0)= > ((1 PN %H% sgn(€)(Mj; »)' (n+ %)) e—2mi(n+3)E

n=—oo

[e'e]

1 ! —27mi(n+5
> ((17|g\)HB,A(n+%)+%sgn(5)Hﬁ,A(n+§)>e 2mi(n+1)e

n=—oo
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for £ € [-1,1]. Poisson summation now yields

S Hpa(n+ 3)e 27D = 5™ (C1)RHg A€+ K)
n=-—oo k=—o0
(3.16)
N o—27BAlE| _ g—2mBA(1—|E])
=7 1+ e—2mBA
and
S Hpa(n+ L)e 2 OFD = N orie + k) (=)  Hp a6 +K)
n=-—oo k=—o0
(3.17) =272 A sgn(€)

|€|(e=2mBAIEl — g=27BA(L=IED))  —2TBA(2mBAE] _ o—2mBAIE])
X 1+ e—2mBA + (1 + 6727rBA)2

Plugging (3.16) and (3.17) into (3.15) gives us

. 2mBA(L—[E]) _ g—2mBA(I—[E])
Mg A(8) =7A (enBA  c—7BA)2 '

and using (3.14) we arrive at (3.4) for the minorant. This completes the
proof of (v).

Property (vi). The proof of (vi) is a direct computation using (v) and
Fourier inversion

A 2nB(A—[€]) _ g—2mB(A—|E])
+ _ € € 2mitz
mg a(2) = / ™ < (enBA T e—7BA)2 ) € de.

We omit the details of this calculation.

Property (vii). From (3.5) it follows directly that 0<mj A (z) for all z €
R. We may also write

(3.18) m} A (@)

_ B (1 " 4sin?(rAx) )
ﬁQ + x2 (eWﬁA _ e—'rr,ﬁA)Q :
We then note that in the range 0 < 8 < % and A > 1 the following
estimates hold:
B 1
B2 +a2 < B+ a2)

(3.19)
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and

( B ) sin? (rAzx) B B8 (sin(7rA:1:))2 (Aw)2
B2 +a2 ) (emBA —e—mBAY2 T (52 + xz) Az BA
BA 2
x (eﬂ'ﬁA _ e—rrﬂA)

«(57) () (5)
BQ +332 1 +A212 /8
_

B(1L+22)’

Using (3.19) and (3.20) in (3.18) yields the estimate

Lt

B(1+22)’

The idea to analyze the growth in the complex plane is similar. We
start by rewriting (3.5) as

(3.21) méE,A(Z) = % (Sing(i(j jﬂjﬁ)) (SinAﬂ-(i(j ;B;ﬁ) ) (e?‘ﬁA iAe—ﬂBA ) 2

and then apply the following uniform bounds

(3.20)

<

mg ale) <

(3.22) sinw el Imwl|
' w 1+ |w|
and
1 1 1
(3.23) .

<
A+lw+iv) A+fw—iv]) 14wl

that are valid for any w € C and v > 0. Using (3.22) and (3.23) in (3.21)
we derive that

4 1 em™A(|Im z|+p) em™A(l Im z[+3) BA 2
\mﬁ AR < < - : ( A — A)
’ B\ 1+ Alz+ 18| 14 Az — i8] em™PA F =B
1 e2m Al Im z| BA e™BA 2
< = .
B\ 1+ Az (e"’ﬁA :Fe—"fBA)
In the majorant case, we have

( BA emBA

eﬂ'BA _ e*ﬂ'BA

2
) < 1+ (8A)? < AZ

and this leads to (3.7). In the minorant case we have

( BA ™A

emBA + e—TBA

)2 < (BA)?,

and this leads to (3.8). This concludes the proof of the lemma. O
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3.3. Approximations to the functions fan,41,o- Our next task is
to present the analogue of Lemma 9 (i.e. the solution of the Beurling—
Selberg extremal problem) for the family of even functions fa,,4+1, de-
fined in (1.11). We highlight the explicit description of the Fourier trans-
forms of the extremal bandlimited approximations. This is a slightly
technical but extremely important part of this work, since these Fourier
transforms will play an important role in the evaluation of the sum over
prime powers in the explicit formula.

Lemma 10 (Extremal functions for fa;,41,4). Let m > 0 be an integer
and let % <a<1and A >1 be real parameters. Let fom11,o be the
real-valued function defined in (1.11), namely

1 [3/2 1+ 22
fom+1,a(x) = 7/ (0 —a)?™log 17520 do.
2Ja (0—3)" +22

Then there is a unique pair of real entire functions gg,, 1, o: C — C
and g;rm+17a’A: C — C satisfying the following properties:
(i) The real entire functions gme,a’A have exponential type 2w A.
(ii) The inequality
Iomit.0a®) < fomit,a(®) < 0501 0 A @)
holds pointwise for all x € R.
(iii) Subject to conditions (i) and (i), the value of the integral

| 01,08 — 51,0 s @) do
is minimized.
The functions gme’a’A are even and verify the following additional
properties:

(iv) For any real number x we have

1
+
(3.24) 192m 41,0, (@) <m 1122
and, for any complex number z = x + iy, we have
A2e2mAly|
(3.25)

+ =25
om0 < G Ry

where the constants implied by the <, notation depend only on m.
(v) The Fourier transforms of gétm+1,a,A7 namely

e
+ —27i
g2m+1 a, A(é) / g2m+1,a,A($)e Tt dx’
—o0

are continuous functions supported on the interval [—A, A] and
satisfy

(3.26) 1831 1,0,8 ()] Kim 1.
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(vi) The L'-distances of gme,mA t0 fam+1,a are explicitly given by

(3~27) ‘/_OO {g;m+17a’A(x) - f2m+1,a(x)}dx

1 [r3/2 1767277(07%)A
=X : (0 —a)?™log T oA do,

and

(428) [ (font1,a(0) = 1 0 2 @) do
1 r3/2 o 1+6—27r(0—%)A
= K/a (o0 —a)*™ log Tiioa do.

eI
2m+1)(2m+2)

Com(o—1
- i/3/2(0704)2mlog (1¥e s do
A Jo 1:'36—27rA :

(vii) At € =0 we have

(329) /g\g:m+l,a,A(O) =

(viii) The Fourier transforms §2im+1 oA are even functions and, for 0 <
& < A, we have the explicit expressions

[e o]

(330) Thni1an®=5 > D

k=—o0

k41 (2m)!672ﬂ|§+kA\(a7%) _2m+1 ~; e~ 2lEHkAl (;_a)2m+1—j
€ + kA (2m|g+kA[)ZmtT (27[€ + kA[)I 12 ’

=0
wherewz#%,forOﬁjﬁQm—kl.

Proof: Fix m > 0 and % < a < 1. For A > 1 we consider the nonnega-
tive Borel measure va = Vam+41,0,a on (0,00) given by

3/2 o (€7 TN DPAT _ mmanl
dva(A) == (o0 — )™ do dA,

2
and let FA = Fbp,41,0,a be the function
Fa(z) ::/ e=™2% qun (A).
0

Recall that

1 a2 + A? oo o femTMemR)PAY _ mmana?
2\ o) T 2 -
22+ (c—3)°A 0
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Multiplying both sides by (o —a)?™ and integrating from ¢ = a to o =
yields

1 r3/2 2 1 A2
7/ (0 —a)?™log LQ do
2 [e% x2 + (O’ - %) A2

3/2 roo —mA(o—1)2A2 _ _raa2
_ / / (0 — a)2me=mre® [ € ’ c dAdo
(3.31) a Jo 2)

0o 3/2 —mA(0—1)2A2% _ _nan?
:/ eiﬂ)‘ﬁ/ (o0 —a)®™ <e : X < > do dX
0 «

= FA(:C),

3
2

where the interchange of the integrals is justified since the terms involved
are all nonnegative. It follows from (1.11) that

(3.32) fam+1,0(x) = FA(Az).

In particular, this shows that the measure v is finite on (0, 00) since
[ () = Fa(0) = foms1,0(0).
0

From the general Gaussian subordination framework of [11, Sec-
tion 11], there is a unique extremal majorant G{(z) = G;_m+1,(x,A(Z)

and a unique extremal minorant Gy (2) = G, 1 , A(2) of exponential
type 2w for Fa(x), and these functions are given by

. 2 S} / n
(3.33) GL(z) = (Sm:z) { > (fﬁ(z))Q +> Fal) }

n=-—oo n#0 (Z - n)

and

m e (zntg)” (Eon3)

(3.34) GA(Z)=<C°”Z>2{ f: Fa(n—3)  Faln—3) }

Hence, the functions gz(z) = g;m+17a,A(z) and gr(z) = 92_m+1,a,A(Z)
defined by

(3.35) gZ(z) = GZ (Az) and g, (2) = GA(Az)

are the unique extremal functions of exponential type 2mrA for fonm41,q,
as described in (i), (ii), and (iii). From (3.33) and (3.34) it is clear that
Gi and hence gi, are even functions.
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We now verify the properties (iv)—(viii).
Property (iv). For @ = 3, the function f,,, ;. 1 was already used in [5]
in connection to bounds for Sy,,11 in the critical line and is explicitly
given by

m m—k
(—=1)mH1g2m+1 arctan (1) + E szmfzk .
im0 2k+1

1
f2m+1,%(r) = ( z

2m + 1)

y L .
Note that f,,, 41,1 and f,, 41,3 are bounded functions with power series
representations

1
T 2m+1

(-1t
(2k + 2m + 1)x2k

f2m+1,% (m)

M

and = (ke
, 1 —1)k(2k
f2m+1,%(x) C2m41 ,; (2k + 2m + 1)z2k+1’

for |z| > 1. In particular, this implies that

1

and _
2|1 + 22)

1 !
(3.36) |f2m+17%($)| L m 1522 |f2m+1’%(90)| L m

On the other hand, directly from the definition (1.11) we see that
(337)  0< fomt1,0(2) € fopnyq, 1 (@) and 0 <|fanira(@)] < |f§m+1,%($)|

for all z € R and 3 < o < 1. From (3.36) and (3.37) it follows that

1
1+ 22 || (1 4 z2)
(note that the implicit constants do not depend on «). It then follows
from (3.32) that (recall the shorthand notation Fa = Fanmi1,a,A)

[fam+1,0(T)] Km and‘fém+1,a(x)| <m

A2 ) A2
(3-38) [Fa(z)] <m A2 122 and  |Fp(z)] <m m

Expressions (3.33) and (3.34) can be rewritten as

inmz\ 2 inm(z —n)\?2 /
@39 @56 = (27) ma0 + 3 (BT iy + - mFs )

iz w(z —n)

and

(3.40) Gr(2)= >

n=-—oo

<sin7r(z —n+ %)

nz-ntd)

) {(rato=He-nt Drate- 1)
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We now use (3.38), (3.39), (3.40), and the uniform bound

: 2 27| Im z|
s mz e
3.41
(341) Tz 1+ |2)?
to get " A2e2m| Im 2|
G -
X <

One can break the sums in (3.39) and (3.40) into the ranges {n < |z|/2},
{lz|/2 < n < 2|z|}, and {2|z] < n} to verify this last claim. From (3.35)
we arrive at (3.25).

To bound the functions Gi on the real line, we explore the fact that
Fa is an even function (and hence F is odd) to group the terms con-
veniently. For the majorant we group the terms n and —n in (3.39) to
get

S Tx

ain = ("2
(3.42)

)2 Fa(0)

and it follows from (3.38) and (3.41) that

A2

+
(3.43) ‘GA(w)l <Km m

Again, it may be useful to split the sum in (3.42) into the ranges {n <
|z|/2}, {|z]|/2 <n < 2|x|}, and {2]|z| < n} to verify this last claim. The
bound

(3.44) |GX (@) <m

2
follows in an analogous way, grouping the terms n and 1 —n (for n > 1)
in (3.40). From (3.35), (3.43), and (3.44) we arrive at (3.24).

Property (v). Since gzim 41.a.a are entire functions of exponential
type 2rA whose restrictions to R are integrable, it follows from the
Paley—Wiener theorem that their Fourier transforms are continuous func-
tions supported on the interval [-A, A]. Moreover, from the uniform
bounds (3.24) we see that

oo

~t +

F10a©1 < [ 10Fir0a@lds <o L
— 00

Properties (vi) and (vii). From (3.43), (3.44), and the fact that the
Fourier transforms Gi are supported on [—1, 1], we may apply the Pois-
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son summation formula pointwise to Gi. Recalling that GZ interpolates
the values of Fa at Z, we use (3.31) to derive that

oo o0
GAO)= > GA(m)= > Fan)
n=-—oo n=-—oo
3/2 o 2 2
:1/ (0 —a)?™ Z log L& do
2Ja n=-—oo n? + (U - f) A2

(3.45)

1 [3/2 1 _87277(0'7%)A
5/(1 (0 — a)?™ (27rA(‘;’ — o) —2log <1_e27rA do

FA(% _ a)2m+2 3/2 am 1— 672W(07%)A
= —(2m Demt) — /a (o0 — a)*™ log T oA do.

Above we have used the fact that, for b > a > 0 (see, for instance, [1,
84.2.1])

o]

n? + b? 1— e 2ma
Z log< m ):ZW(b—a)—Qlog(m).

n? + a?
n=-—oo

One can prove this directly regarding both sides as a function of the
variable b, observing that they agree when b = a, and showing that they
have the same derivative.

We proceed analogously for the minorant

[e’s} ¢S]

Y. Galm= > Fa(n+3)

n=—oo n=-—o0o

3/2 ) n+1)2 4L A2
%/ (0701)27” Z 10g< ( +2) + )da

(n+3)"+ (0 - 5)°A2

1
1+6727\'<0'7§)A
_ o-) — 2log <1+e27rA do

_ FA(%_O‘)QWH—Q /3/2( )2m1 1+6_27r((7_%)A d
T eminemt2 J, T8 1+4e—2mA 7

GA(0) =

(3.46)

I
N |
T

w
~
(V]
Q
|
L
[ ¥]
3
RS

N

3

>

—
W[w

now using the fact that, for b > a > 0 (see [1, §4.1.2])

e 2 —27a
Z log <W> =2m(b—a) — 2log (%) .

ne—oo + %)2 + a2 1+ e—2mb
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From (3.45), (3.46), and the dilation relation

(3.47) 7O =105 (%)

we arrive at (3.29).
Using the fact that (see, for instance, [21, §2.733, Equation 1])

(é _ a)2'm+2

/700 f2m+1,a(33) dx = m:

we arrive at (3.27) and (3.28) from (3.29).

(

Property (viii). From relation (3.47) it suffices to find the explicit form
of @i(f) for —1 < ¢ < 1. Since @i(f) are even functions, we only need
to consider the case 0 < & < 1 (recall that the values at £ = 0 were
computed in the proof of property (vii)).

We consider first the majorant. Recall that G (k) = Fa (k) for all k €
Z and (G})'(k) = Fi(k) for all k € Z\ {0}. Note also that (G£)’(0) = 0,
since G{ is an even function, and that F (0) = 0 except in the case a =
% and m = 0, for which Fa is not differentiable at £ = 0. Our starting
point is a result of Vaaler [37, Theorem 9] that gives us

RO =(1—k) > GiMe >+ Lam(e) Y0 (GL) (ke 2

k=—o0 k=—o0

(3.48)
=(1—lg) D0 Falk)e e+ — Sgn(§ S FA (ke 2mike,

k=—oo k#0

Using (3.31), the first sum in (3.48) is given by

>© .
Z FA (k)e—zmkg

k=—o00

S m k2+A2 —27i
(3.49) = Z < / (U—a)2 10g<k2+(0—_§)2A2) do’)e 2miké

k=—o00

_ 1 3/2 k2 4 A2 —2mike

3o £ () )
where the use of Fubini’s theorem is justified by the absolute convergence
of the sum on the left-hand side (which follows by (3.38)). The inner
sum in (3.49) can be evaluated via Poisson summation applied to the
Fourier transform pair

—2r|é|a —27|&|b

€ — €

€]

22 4 b2 R
(3.50) h(z) = log (ﬁi;) and R(E) =
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for real numbers b > a > 0 (see [1, §4.1.2]). We then arrive at

i .
Z Fa (k)e—27rzk£

k=—oc0
1 r3/2 o oo gm2m|Etkl(c—5)A _ —2m|e+k|A
—— —a d
(3.51) 2 /a (@—a) k:z—oo € + K| 7
1 = 3/2 —2m|E+kl(c—3)A _ —orx|e+k|A
Y / (0 —a)?m | & e do.
2,2 Ja €+ K|

We shall use the following indefinite integral [21, §2.321] in our compu-
tations:

(3.52) /mne—am dr = —e— 9% <i Il (Tzl) In—[) .
attl

£=0

Using (3.52) in (3.51) we get

(3.53)
oo _ 1 & e 2mlétkl(a—g)A
Z FA(kJ)6727r1k:.§ P Z s =
k=—o00 2 k=—oc0 |£+k|

(Zm)' 3 2m £!(2m)
| \ETE o 2wlgtk[(5-a)A Z e (3 a)2m*’f
(2m|€ + k|A)2m AL = (2mle + klA)i 2

1 i e~ 2mlEtk|A )2m+1
_z L (3-
2,2~ @m+1)E+k
1 &= 1 (2m)!672ﬂ'\§+k|(a7%)A 2m+1 v e—2m|E+k|A 5 2mAl—j
2 kzz_:oo €kl | @rE+RA2ZH T o (2nfe +k[A) 2 ) ’
. 2m)! .
with v; = %, for 0 <j<2m+1.

We now evaluate the second sum in (3.48). Using (3.31) we have

ZF/A(k)e—Q‘/rikf

k40

/5/2( )Qm i k k —2mik€ d
= o — — e g,
a R \ K2+ A2 k24 (o - 1)7A2

oo

where the use of Fubini’s theorem is again justified by the absolute con-
vergence of the sum on the left-hand side, which again follows by (3.38).
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The inner sum in (3.54) can be evaluated via Poisson summation applied
to the Fourier transform pair

xT

x -~ . — —
o ey nd () = —misen()(e 2migla _ g=2mlelb)

(3.55)  h(z) =

for real numbers b > a > 0 (see [1, §4.1.2]). We then arrive at the
expression

ZFIA(k)e—Qﬂ'ikg
k+#£0

3/2 oo
= m’/ (0 —a)?™ ( E sgn(& + k)(e*%("*%)‘g“CIA — 62W§+k|A)> do
[e3

k=—o00

= Z sgn(§ + k) /3/2(0 — 04)2"”(6_2"((’_%)‘5"']“‘A — e 2mIEHRIAY g4,
k= —oco «
The latter use of Fubini’s theorem can be justified by the absolute con-
vergence of the double integral (one can explicitly sum the exponentials
in geometric progressions). In the case oo = % and m = 0 one has to be
a bit more careful and group the terms k and—k — 1, for £ > 0, to have
convergence. Using (3.52) we get

Z FA (k)e 27k = Z sgn(& + k)

k0 k=—oo
— 1 m 2m
(2m) e 27IEFEI (@—3)A e*QW\H’“‘AQZ a7 @ 70[)2,,14
(2n]€ + W A)ZH 2 e+ KAyt 2
& em2mletkia —
(3.56) — i k;oo sgn(§ + k’)m (3-a)
[e o]
=i Z segn(€ + k)
k=—oc0
y (2m)!672ﬂ'\£+/€|(a7%)A 2m+1 ¥ 6—27T\§+k|A 3 )2m+1—j
(2m|§ + k|A)zm+t = @rlg+klA) 2 ’
. 2m)! )
with 7; = ol for 0 < j < 2m + 1.

From (3.48), (3.53), and (3.56) we find, for 0 < £ < 1, that

At 1 o= k1
GO=3,2 Jern

k=—o0

;€
(2m|€ + k|A)2mFt

(2m)l e~ 2 ls+kI(@=3)A B 2m41 _ox|etk|A 5 gyemtiy
(2[€ + k| A)T 2 '

J=0
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The change of variables (3.47) leads us directly to the expression (3.30)
for the majorant.

The proof for the minorant follows along the same lines, starting with
Vaaler’s relation [37, Theorem 9] and the fact that G (k+3) = Fa (k+
1) and (GL) (k+ %) = FA(k+ 3) for all k € Z, we have

Ga©=@1—le) 3 Galk+L)e2milktoe

k=—o0

Fobsm©) 3 (@5 (k+ Betritebe

k=—oc0

oo
=(1—1¢)) > Fal(k+ %)6727@(”%)5

k=—oc0
1 > .
+ ngn(f) Z F/A(k + %)672ﬁl(k+%)é'
T ke —oo
One now uses Poisson summation with the pairs (3.50) and (3.55) to
derive that

o)

32 (s etk b

k=—o0
3/2 1)2 2
:1// (o —a) Z o < (f‘gz) +A1 ; )ezm‘(kJr;)g do
2 Ja he—oe  \(E+3)"+ (0 —35)°A2
3/2 e 727r|§+k\(077)A —27T\§+k|A
= 1/ (0 —a)?™ Z (fl)ke do
2o 2 €+l
and

3/2

i / (k:+ ;) —2mi(k+3)€ :/ (a,_a)Q'm

@

i (k+3) _ (k+3) > —2mik+ HE | 4o
2 2
- NEENCRE

(k:+1) +A2  (k+3)°+ (o

3/2 oo
= m/ (0 — ) ( Z (—1)* sgn(£+k)(e_2"(‘7_*)\5+k\A 2W§+k|A)> do.
[e3

k=—o0

The remaining computations are analogous to the majorant case. This
concludes the proof of the lemma. O
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4. The sum over prime powers

The idea for our proof of Theorem 2, in the case of odd n, is to replace
the functions f, o in our representation lemma (Lemma 7) by appropri-
ate majorants and minorants, apply the Guinand—Weil explicit formula
(Lemma 8), and then asymptotically evaluate the resulting terms. Our
majorants and minorants of exponential type 2w A, denoted here by mi,
are even functions, and hence the resulting sum over prime powers will
appear as

,Z ”)A (102g7rn)cos(tlogn)‘

n>2
The purpose of this section is provide a detailed qualitative study of
this expression. In order to ease the flow of the proofs below, we collect
several auxiliary calculus and number theory facts in two appendices at
the end of the paper.

4.1. The case of the Poisson kernel f_; ,. Recall that in Lemma 9

we denoted the Poisson kernel by hg(z) :== f_1,q(z) =

ducing the parameter 8 = a — 3.

52+x2, by intro-

Lemma 11 (Sum over prime powers I). Assume the Riemann hypoth-
esis. Let 0 < B < % and A > 1, and let mi = miA be the extremal
functions for the Poisson kernel obtained in Lemma 9. Then

Z (log )cos(tlogn)

n>2

28 e(1—28)mA _

53— I+B,—axBA (1 _ g)\2 4
- 2: 7L+ 8)° +2 2e (3 -8) +O(A)
(507 (1 c 293
and

1 A __ (1
(4.2) p TLZ:Z % MA ( OQan) cos(tlogn)

28 e1-28)7A _ o —,8(% +5)2+2%+5674ﬂm(% 7,8)2
) (3= ) (1+em2rid)?

1
2
1

O (BAY).

Proof: Let x = ¢*™® and note that the sums in (4.1) and (4.2) only
run for 2 < n < z. Using the explicit description for the Fourier trans-
forms T?Li given by (3.4) we get

1 A(n) logn
(4.3) -— Z %mi ( 02g7r )Cos(tlogn)

™ n>2

e—2mBA A(’I’L) o2mBA B
= Wm Z nl/2 ( nB - 627TBA) COS(thgn) .

n<e2m™A
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In the case of the majorant we use that cos(tlogn) > —1 in (4.3), to-
gether with Appendix B.4, to get

1 Z ") At (10;”) cos(t log n)

n>2

S 6727rBA Z A(n) e27rﬂA nﬂ
= (1 —e2mBa)2 a nl/2 nB e2mBA
n<les™
e—27r,8A
T (1 —e2mBAY2

TA _ ox—B _2rBA (1 2 48 —2nBA (Ll _ )2
X<2ﬁ€ 22 e (2 +5) + 22 e (2 B) +O(B€27TBAA4)

1
il

| 28e1-28)mA _937B(L 4 g)% 1 93 +B—amBA(L _ g)? O(N)
/B I

— (Z 52)(176 ZWBA)

where we have used the fact

1 1 1
(=238 = = Pp <5

In the case of the minorant we use that cos(tlogn) < 1 in (4.3), together
with Appendix B.4, to get

1y "> s (IO;") cos(tlog n)

n>2

< e—27rﬁA A(?’L) eQTrﬁA nﬁ
s 4(1 +e2mBAY)2 <22A nl/2 nB  e2mBA
n<e<™m
672776A
T (1t e27BA)2

A _oi—B 2npA(l 2 L+B,—27BA (1 _ 3)\2
X(Qﬁeﬂ' 22 2™ (2jﬁ)ﬁ2+22 e—2m (2 /3) +O(562WBAA4)
-

28 e(1-28)mA _95—B(1 2 95 +B—4nBA (Ll _ 5)2
— 66 j (2+ﬁ) +22 € (2 ﬁ) +O(IBA4)
(Z _ /32)(1 + e—27‘r[‘3A)2

This proves the lemma. U

4.2. The case of fan,41,a, for m > 0. We now consider the sum over
prime powers applied to the extremal functions of exponential type 2w A
for the even functions fay, 41,4 defined in (1.11). The next lemma collects
the required bounds for our purposes.
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Lemma 12 (Sum over prime powers II). Assume the Riemann hypoth-
esis. Let m > 0, % <a<l,and A >1. Let gi = g§m+1707A be the
extremal functions for fomy1.a obtained in Lemma 10, and let ¢ > 0 be
a given real number. In the region

Al —a)? >c¢

we have

(4.4) 1% Aln) os ( W”) cos(t log n)

o Gamn@Em) s (e
T a(l—a) (2rA)Zm+2 " (1= a)2AZmt3

Proof: Again we let x = €™ and note that the sum in (4.4) only runs

for 2 < n < z. Our idea is to explore the formula (3.30). First observe
that, for 0 < £ < A, we have

|k‘+1| 2m—+1 27 [E+kA|

;€
49 2 Al

3 _ 2m+1—j —2mA
k0 (27€ + kA ) e

=0
Using (3.30), (4.5), and the prime number theorem (it suffices to use the

weaker estimate > _ L\/%) < 2'/?) we find that

1 Z (loi ) cos(tlog )

n<z k=—o0

oo _ k _1
(:I:l)k(k‘ + 1)6 [log na®|(a—73)
F(2m)! Z ( Z llog nak B2 cos(tlogn)

ESS 3 2m+1—j A(n) -1/2
+ Z 'yj(g —a) Re Z 5 - + Om(z )
j=0

n<wx n2 +2t(10g n)]+1

(£1)F (k + 1)~ llosna”|(a=3)
2m)'z Z llog nak P T2 cos(tlogn) + Om(1).

n<xz k=—o00

It is now convenient to split the inner sum in the ranges k > 0 and k <
—2, and regroup them as

_+ (logn A(n
,Z "l) i<(;g7r )cos(tlogn F(2m)! ZS:T

oo E+1 k+1
k
X E (£1) ( _1 k2 2m+2  gh+2 a—1
= e I

k)2mA42 (k)@
(log nzk)2m+2(nzk)*"2  (log —)

x cos(tlogn) + Om(1).
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Using Appendix B.3 and (A.2), we isolate the term k& = 0 and get

1 A(n) 4 (logn
F = RZ:Q W N o cos(tlogn)

(4.6) =3F(2m)!2( A  Am) )

= \ne(logn)?m+2  g2a—ipl-e(2logz — logn)m+2

wlfa
t1 Om.c .
x cos(tlogm) + O, ((1—a>2<logm>2m+3)

Observe that the terms

A(n) A(n)
n%(logn)2mt2  g2a—lpl-o(2]logx — logn)2m+2

are all nonnegative for n < z, and we can get upper bounds in (4.6) by
just using the trivial inequality

(4.7) —1 < cos(tlogn) <1.

Estimate (4.4) plainly follows from (4.6), (4.7), and Appendices B.1
and B.2. O

5. Applying the Guinand—Weil formula

In this section we prove Theorem 2 in the case of odd n > —1.

5.1. The case n = —1. Here we keep the notation 8 = a — , with
0<p< % To further simplify notation, let mi = mg A be the extremal
functions for the Poisson kernel obtained in Lemma 9. From Lemma 7
and Lemma 9 we have

(5.1) 72—log—+ ZmAt— +O(>§S—1,a(t)

For a fixed ¢t > 0, we consider the functions ¢% () := m%(t — z). Then
56 = mi( €)e~2™%t and the condition [¢%(s)] < (1 + |s|)~2 when
|[Re s| — oo in the strip [Im s| < 1 follows from (3.6), (3.7), (3.8), and an
application of the Phragmén—Lindel6f principle. Recalling that ﬁli are
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even functions, we apply the Guinand-Weil explicit formula (Lemma 8)
and find that

1
SomA(t =)= {mA(t- ) +mx(t+3)} - 5-mAO)logn
Y

i

1 o0 + F’ 1 T
(5.2) +g/;oomA(t—m)Re?<Z+3) dx

_ % 3 %mi (10;") cos(tlogn).

n>2

We now proceed with an asymptotic analysis of each term on the right-
hand side of (5.2).

5.1.1. First term. From (3.7) and (3.8) we see that

. L N L AQGTFA
(5.3) (mA (t—5) +malt+5)| < BO+AD
and

B B IBAQeTrA
50 mate- &) 4 mao )| < 25

5.1.2. Second term. From (3.4) it follows that

TBA —7BA 1
(5-5) mA0) == (i) < =

e‘/rBA _ e*ﬂ'ﬁA B
and
L eTrBA _ e*ﬂﬁA )
(5.6) MmA(0) =7 (m) < min{1, BA}.

5.1.3. Third term. Recall that the Poisson kernel hg(x) = /ﬁ’ﬁ de-
fined in (3.1) satisfies [*_hg(x)dz = 7. Note also that for 0 < 8 < 1

and |z| > 1 we have

(5.7) ha(e) = =2 !

=< —
B2+a22 = 1422
Hence, from (3.6), we get
0< /OO mu (z)log(2 + |z]) dz < /OO hg(x)log(2 + |z|) dz

(5.8)

1
:/ hﬁ(x)log(2+|m|)dz+/ h(x) log(2 + |e]) dz = O(1).
-1 |z|>1
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From (5.6), (5.7), (5.8), and Stirling’s formula it follows that
/1 3
/ mu (t —x)Re — (Z + %) dx
1 e
(5.9) = o [ mu (z)(logt + O(log(2 + |z))) d=
logt e™BA _ —mBA
=t (m) +0(1).

Similarly, using (3.6) and (5.5), we have
1 o0 I’ /1 3
o _OomZ(t —x)Re T (Z + %) dx
1 oo

(5.10) =5

mA( z)(logt + O(log(2 + |z|))) d=

logt [e™PA 4 e~ mBA
el (e ) o).
2 eTBA _ o—mBA B

5.1.4. Fourth term. This term was treated in Lemma 11.

5.1.5. Conclusion (lower bound). Combining the estimates (5.1),
(5.2), (5.4), (5.6), (5.9), and (4.2) we derive that

logt e 2mBA
S-1,a(t) = - { 5 (ﬁ)
T 14 e278

(5.11) LBTITA 2 BG4 )" 2h eminia (g )
(5 = B2) (1 +em2mAn)

A2 TA
+0 (ﬂl +eAt ) + O(min{1, BA}) + O(BAY).

Note that in deducing (5.11), the term —(1/27)logt in (5.1) cancels with
part of the leading term in (5.9). We now choose 7A = loglogt in (5.11),
which is essentially the optimal choice. Recalling that § = a — %, this
choice yields

(log )22« 1 (2a0—1)
S_1,a(t)>— ((1 T (logt)i—2a) + a(l—a)(1+ (logt)1—2a)2)
(5.12) 2ol 200 008 0% 2 L 5 ((a - 1) (log logt)!)

ma(l — a)(1 + (logt)l—2x)2

(log t)?—2« 1 (2a—1) 1 4
= T ((1+(logt)1—2°‘)+a(lfa))+o((a7§)(loglogt) )
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In the last inequality we only dismissed nonnegative terms. Note the
fact that 2!7%a? > 29(1 — «)?, for % < «a < 1. Finally, notice that in
the range (1.4) we may use (A.2) to transform the error term of (5.12)
into the error term on the left-hand side of (1.5).

5.1.6. Conclusion (upper bound). Combining the estimates (5.1),
(5.2), (5.3), (5.5), (5.10), and (4.1) we derive that

logt e~2mpA
S-1a(t) < [W (m>

(5.13) L2TITA 2B TI(] 4 ) 4 2B e TA (G — )
m(§ = 82) (1 —e2mony

~o(aran) o ()0 ()

We now choose 7A = loglogt in (5.13), which again is essentially the
optimal choice. Recalling that f = a — %7 this yields

(logt)2—2« 1 (2a—1)
S*l,a(t) S T ((1 _ (logt)l—Qa) + a(l _ a)(l _ (logt)l—Qa)Q)

(@ — 22— a)(logt) ) ((log logltr*)

Ta(l— a)(1 - (log )1 —2)? o
(5.14)
(log t)2—2« 1 (2a—1)
< (o) * s a0 g )
10 ((bg loglt)4> ,
*—3

where we have just dismissed a nonpositive term in the last inequality.
Observe that
1

1 (logt)t—2« 1
(1 - (logt)t—2e)2

(1= (ogH) 222 < (a— 1)2(loglog)?

1
(a— 3)2(loglogt)’
Therefore we can rewrite (5.14) as

<

Sfl,a(t) S

(log t)2—2« 1 (2aa—1)
= ((1 ~(og0)1 %) " a(l- a>)

(519 (log t)22 (log log t)*
o) ogt)” ™ o) ahl-12 > _
+ <(a—%)(1—a)loglogt>+ ( a—%
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Again, in the range (1.4) we may use (A.2) to transform the error term
of (5.15) into the error term on the right-hand side of (1.5). This con-
cludes the proof of the theorem in this case.

5.2. The case n > 1. Let n = 2m + 1, with m > 0. For % <a<l
and A > 1, let gi = gme’a,A be the extremal functions for fop, 1.
obtained in Lemma 10.

Let us first consider the case where m is even. In this case, from
Lemma 7 and Lemma 10 we have

1

a3 o) e ZgA(t )+ Om(1)
(5.16) < Som41,a(t)
2#(277]';+2)!(%7a)2m+21 8l — o ZgA(t ) + Om(1).

As observed in the case of the majorants for the Poisson kernel, it fol-
lows from (3.24), (3.25), and the Phragmén-Lindel6f principle that we
can then apply the Guinand—Weil explicit formula (Lemma 8) to the
functions z + g (t — 2). This yields

1
> gkt - ={oX(t— 3) +aX(t+ %)} - 5-GA(O0) log
.

1o (1 i
— t—)Re— (- +2)d
(5.17) +2wﬁng( x) er(4+2) x
logn
- — Z cos(tlogn).
2m

We again proceed with an asymptotic analysis of each of the terms in
the last expression.

5.2.1. First term. The estimate (3.25) implies that

A2e7rA

+
(518) ‘QA(t—%)+9§(t+%)‘<<m 1+At

5.2.2. Second term. From (3.26), it follows that

(5.19) G (0)] <m 1.
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5.2.3. Third term. Using (3.24), (3.29), and Stirling’s formula we find

that
(5.20)
oo za:
o QA(t—CC Re— N ? gA(x)(logt—i—O(log(Q—‘r [z]))) dz
3 2m+2 —271'((7—1)A
_logt [ w(5—a)™"T i/ o 1og( LEC 20N 40 on ).
2\ (2m+1)( 2m+2 Ay 1Fe27A

5.2.4. Fourth term. This term was treated in Lemma 12.

5.2.5. Conclusion (lower bound). We combine the leftmost inequal-
ity in (5.16) with estimates (5.17), (5.18), (5.19), (5.20), and (4.4) to get

1
logt 3/2 1— e 2m(e—3)A
i) 2 it [, oo (S @

(2a _ 1) e(2—20)mA
ra(l — a) (2rA)2m+2

A2emA e(2—2a)TA
Om 1 Om Om c T N9 A9 12
+Om(1) + (1+At)+ <\ - a2azmis

3/2

(5.21)
logt

> Gyi2a ) (U_Q)Qm log(1 _672W(07*)A)

(2(1 _ 1) e(2—20)mA
ra(l — a) (2rA)2m+2

A2emA e(2—2a)TA
Om 1 Om Om c T N9 A9 12 .
+Om(1) + (1+At)+ e\ T-apammts

Observe that

o0 oo
(5.22) / (0 —a)?™ log(lzte*%(”*%)A)do <</ (o= %)Zm e~2m(0=3)8 45
3/2 3/2
e —mA (1-2a)7A
- 2m _—207A € €
7/1 o Mem TR do Lm AZmt2 = A2m+2

We now choose mA = loglogt. Using (5.22) and (A.2) in (5.21) leads us
to

W/a (7 = ™ log(1 — TR do

(2a _ 1) e(2—2a)mA +0 ( e(2—2a)mA
m,c ( .

SZerl,a(t) 2

(5.23)

ra(l — a) (2mrA)2m+2 1 — a)2A2m+3
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From monotone convergence and (3.52) we have

/ (0 —a)?™log(1 — efZW(U*é)A) do
[e3

) oo _2kn(c—1)A
:—/a (0 —a)?™ (Z €kQ> do

k=1
(5.24) I -
I Z l/ (O’ _ a)Qm e*2k7r(o'7%)A do
k=1 kJa
(2m)| oo e*2k7r(a7%)A

(27TA)2"7‘+1 = k2m+2
Plugging (5.24) into (5.23) leads us to
1 ) (log t)2—2
(

22m+2 1/ (loglogt)2m+2

Som+1,a(t) > — (

5 i 1 N 200—1
= (k+1)2m+2(log t)2e—Dk © (1 - a)

+0 ( (10gt)2*2°‘ )

(1 — a)2(loglog t)2m+3

5.2.6. Conclusion (upper bound). We combine the rightmost in-
equality in (5.16) with estimates (5.17), (5.18), (5.19), (5.20), and (4.4)
to get

1
logt /3/2 ) 14+ e—27r(o'—§)A
s B <ot S ] [y I
2m+1,0<( ) = (2m)'27r2A N (U OL) og 1 +e—27rA a

(2a _ 1) e(2—20)mA
ra(l — a) (2rA)2m+2

A2emA e(2—2a)TA
Om 1 Om Om c T N9 A9 12
+Om(1) + (1+At)+ T (1 - @)2Amts

_W/a (0 =)’ log(1+ 777 2)%) do

(5.25)

(2a _ 1) e(2—2a)TA
ra(l — a) (2rA)2m+2

A2emA e(2—2a)TA
+ )+ (1+At)+ ’ ((1—a)2A2m+3
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We now choose mA = loglogt. Using (5.22) and (A.2) in (5.25) leads us
to

logt
(2m)!2m2A

_ (2—2a)mA (2—2a)mA
4 ozl e + Ome <( = >

Somt1,a(t) < / (0 —)>™ log(1 + ¢ 27"~ 2)2) do

(5.26)

ra(l — a) (2rA)2m+2 1— a)2A2m+3
As in (5.24), now using dominated convergence, we have
(5.27) / (0 —a)?™log(1 + 67271-(07%)A) do
[e3

(2m)' oo (_1)k+1e—2k7r(a—%)A
(27’1’A)2m+1 = k;2m+2

Finally, plugging (5.27) into (5.26) gives us
1 ) (logt)2—2«

22m+2 7 ) (loglogt)2m+2

S2m+1,a(t) S (

> (=1)* 20— 1
X Lz_:o (k+ 1)2m+2(log 1) 2a—DF ' o(1 — a)}

+O ( (10gt)2*2°‘ )
"\ (1 —a)2(loglogt)2m+3 )

5.2.7. Case of m odd. In the case of m odd, the roles of the ma-
jorant gX and minorant g, must be interchanged due to the presence
of the factor (—1)™ in the representation lemma (2.3). The remaining
computations are exactly the same as in the case of m even.

This concludes the proof of Theorem 2 in the case of odd n.

6. Interpolation

In this section we prove Theorem 2 in the case of even n > 0. Recall
that for integer j > 0 we have defined

s k

Hj(z) = G

k=0
and for odd n > —1 we have defined

(Hn+1(ﬂ:(—1)(n+1)/2(logt)1—2a) 4 ;(T:i)) .

+ _
(6.1) Cra(t) = s

Throughout this section let us write

1 t 2—2«
lnalt) = (logt)

log t)2— 2«
= m and rp,a(t) = (log )

(1 —a)2(loglogt)™”
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6.1. The case n even with n > 2. Let % < « < 1. In this subsection
we show how to obtain the bounds for S, ,(¢) from the corresponding
bounds for S,,—1,4(t) and S,4+1,4(t). This interpolation argument ex-
plores the smoothness of these functions via the mean value theorem
in an optimal way. This extends the material that previously appeared
in [5, Section 4].

Let us consider here the case of n/2 odd. The case of n/2 even fol-
lows the exact same outline, with the roles of C; () and C,, ,(t) inter-
changed.

2> c/2

Let ¢ > 0 be a given real number. In the region (1 —a)® > 17

have already established that

we

(6'2) C;+1 a(t) lni2,a (t) + On,C(anLS a(t) < Sn+1,oc(t)
< C,;f+1 a(t) £n+2,o< (t) + On,c(Tn+3,o¢(t))’
and
(63) —Co_1a®)lnalt)+Onc(rnt1,a(t)) < Sn1,a(t)
< CF_ 1 o) tna(t) + One(rns,a(t).

N

6.1.1. Error term estimates. Let (a,t) be such that (1 — a)? >

oglogz- Observe that, in the set {(a,p);t —1 < p < t+ 1}, esti-

mates (6.2) and (6.3) apply (note the use of ¢/2 instead of ¢ in the do-
mains of these estimates). Then, by the mean value theorem and (6.3)
we obtain, for —1 < h <1,

Sn,a(t) = Sn,a(t —h) = hSn—1,a(t})
< (x>0 1B Cp_y o (8:) bn,a(t]) + Xn<o [hl Cr_y o (8) €n,a (87,)
(6.4) + b Onc(rnt1,a(t]))
= (x>0 [hl Ci_y o (8) fn,a (t7) + xn<o R Cp_y o (8) €n.a(t}))
+ B On c(rnt1,a(t)),

where t; is a suitable point in the segment connecting ¢ — h and ¢,
and x>0 and xp<o are the indicator functions of the sets {h € R; h > 0}
and {h € R; h < 0}, respectively. We would like to change ¢} by ¢ in the
last line of (6.4). For all £ > 0 let us define
1 (log t)2—2« (log;t)““rl)(l*%‘)Jrl

Pi(t) = (logt)(2a=1k (loglogt)™ - (loglogt)™
We shall prove that

(6.5) IC, 1 a(th)fn a(th) —Ch a(t) lna()] <n Tnt1,a(t).
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Using the mean value theorem, we have that
ICr_1,a(th) fn,alth) — Cp_y o (t) €n,a(t)]

1
(l—a)z k‘—l—l)

<n

[ (th) — fr(0)]

(6.6) L e
= m'th_t‘z (k+1)n|fk( bl

(E+1D(2a—-1)+1)

Sn 1—01)Z k+ 1)ty (logt; ) F+DRa=D(loglogt; )"’

where, for each k > 0, ¢}, , is a point that belongs to the segment con-
necting ¢; and ¢t. Observe now that

i (k+1)(2a—1)+1)
= (k+ 1) t; , (log t;;’k)(k+1)(2a71)(1og log t}, )™
> (k+1)(2a—-1)+1)
61 <n 2;) (k+ 1) t(log t;‘hk)(k+1)(2a—1)(log log t)™
Z 20 — 1 + 1
— (k+1)7 " (log(t — 1)) FFDG—D)

1
< ; < ‘en-o—l,a(t)'

From (6.6) and (6.7), we arrive at (6.5). In a similar way we observe
that

(6.8) G 1,0 (t7) tn.a(th) = Oy o (8) bn.a(t)] <n Tns1,a(D).
From (6.4), (6.5), and (6.8) we obtain
Sn,a(t) — Sn,a(t — h)

(6.9) < (Xn>0 1B CF 1 o () fn,a(t) + Xn<o [Pl Cp_y o (t) fn,a (D))
+ 17| On,c(Tnt1,a(1))-

6.1.2. Integrating and optimizing. Let a := a, o(t) and b := by, o (t)
be real-valued functions, that shall be properly chosen later, satisfy-
ing 0 < a,b < 1. In particular, we will be able to choose them in a way
that a + b =1 at the end. Let us just assume for now that a +b > 1 in
the following argument. Let v = v, o(t) be a real-valued function such



644 E. CARNEIRO, A. CHIRRE, M. B. MILINOVICH

that 0 < v < 1. For a fixed ¢, we integrate (6.9) with respect to the
variableh and find that
1 bv

n,a(t) < ——
Sn, ()7(a+b)u —av

Sn.alt —h)dh

1 bv
(a+ by h|Cy_y ot RO () dh| tn.alt
+ (a+ b [/_M(X’DO‘ | nfl,a()+xh<0| | n,l,a()) a(t)

* (a +1b)u |:/;b:1/ 1 dh} Onclrat1alt)

1
= m[sn+l,a(t + av) — Snt1,a(t — bv)]
B2CY_, () +aCpy (1)

TCE :| Vin,a(t) + On,c(Vrnt1,a(t)).

Using (6.2) and the same error term estimates as in (6.5) and (6.8) we
derive that

1
Sn,a(t) <

(a+b)v

[C;‘L'Jrlya(t + av) lbny2,a(t + av)
+Chp1at =) bnyoa(t —bv)

+ One(rnis.a(t +av)) + On.c(rnis.a(t — bu))]

b2C

n—1,a

() +a%C 1,0 (#)
2(a + b)

G O+ Cri o ()
- (a+b)

:| Vzn,a (t)"!‘on,c(V 7"n+1,a(t))
(6.10)

1
} - £n+2,a(t)
v

v2C

n—1,«a

(#) +a?C,_ o (8)
2(a +b)

:| Ve, a(t)

+ On,c (M) + On,c(V 7‘n+1,o¢(t))~
Choosing v = l’:;gf*o(gt)t in (6.10), where A, o(t) > 0 is a function to be
determined (recall that we required 0 < v < 1), we obtain

C:L_+1,a(t) + C;+1,a(t) 1
Sn,a(t) < { { 7R ] D

b2C:—1,a(t) + a2c;—l,a(t)

+ 2(a+0)

:| An,a(t)} £n+1,a(t)

Tnt2,0(t)

An,a(t) ) + On,C(An,a(t) T‘n+2(t))_

+ On,c (



ESTIMATES FOR THE RIEMANN ZETA-FUNCTION 645

We now choose A, o(t) > 0 to minimize the expression in brackets, which
corresponds to the choice

C;+1,a(t) +Cri1a(®) 1z szﬁ_l,a(t) + GQC;_l,a(t) e
(a+Db) 2(a+1b) '

This leads to the bound
(6.12)

(6.11) An.a(t) =

Sn.alt) <2

{(%Lam O o) BC (1) + aQCn_l,aa))] 1z
€n+1,a(t)

2(a + b)2

+ On,c (%) + On,c()\n,a(t) T7t+2,a(t))~

We seek to minimize the expression in brackets on the right-hand side
of (6.12) in the variables a and b. It is easy to see that it only depends
on the ratio a/b. If we set a = bz, we must minimize the function

Ot a®) + Cory ((O)(CF_y (8 + xQC;La(t))] 1/2

W(z)=2 {( ntla

2(x + 1)2
Note that Cf_La
when

(6.13) z=Cr_, (1)/Cr 1 (1),

(t) > 0and Cnﬁ_La (t) > 0. Such a minimum is obtained

leading to the bound

Q(C:Lr-!—l,a(t) + C';-kl,a(t))CrJLr—l,a(t) C;—l,a(t)
C’rf—l,a(t) + C;—l,a(t)

(Tn+2,a(t)

1/2
Sn,cx(t)g |: :| en+1,o¢(t)

(6.14)
) + On,c()\n,a(t) Tn+2,a (t))

We may now set a +b = 1. From (6.13) we then have the exact values
of a and b and expression (6.11) yields

F(c:ﬂ,a(t) +Coy OO () + c;mu))} vz
Ci—fl,a(t) Cvtfl,a(t) .

(t) and C$+1,a(t)’ given by (6.1), we now

An,a(t) =

In the definition of CF

n—1,«
use the bounds (for j > 2)
1< Hj(z) <)
for 0 <z <1, and
1-55 < Hj(z) <1
for —1 < x < 0. Together with the fact that n > 2, after some compu-
tations one arrives at

< An,a(t) < 2.
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l)(‘;gl”‘og < 1, as we had originally

required. Finally, expression (6.14) yields

2CH O+ Cry GOCH_ () Cry (1)
Cifl,a(t) + Cgfl,oz(t)

Therefore, if loglogt > 4, we have v =

1/2
Zn-&-l,a(t)

Sn,a(t) <

+ On,c(rn+2,a(t))7
which concludes the proof in this case.

The argument for the lower bound of is S,  (t) is entirely symmetric.
This completes the proof of Theorem 2, when n > 2 is even.

6.2. The case n = 0. We now consider % < a < 1. To treat the
case n = 0 we proceed with a variant of the method presented in §6.1,
in which we only use the lower bound for S_; ,(t) since this is stable
under the limit o — %Jr.

2 c/2
2 loglogt

Let ¢ > 0 be a given real number. In the region (1 —«) we

have already shown that

(6.15)  — Oy (1) €2,0(t) + Oc(r3,a(t)) < S1,a(t) < CF ,(t) £2,a(t) + Oc(rs,a(t)),
and

(6.16) = CZy o (1) €0,a(t) + Oc(r1,a(t)) < S-1,a(?)-

Let (a,t) be such that (1 — «a)? > fogiogz- Observe that, in the set
{(ayu);t —1 < p < ¢+ 1}, estimates (6.15) and (6.16) apply (note
again the use of the constant ¢/2 instead of ¢ in the domains of these
estimates). Then, by the mean value theorem and (6.16) we obtain,
for 0 < h <1,
50,a(t) = So,a(t —h) = hS_1.a(t})

(6.17) > —hCZ ,(th) lo,a(ty) + hOc(r1,a(th))

= —hCZ, () €o,a(t}) + hOc(ri,a(t)),
where t} is a suitable point in the segment connecting ¢t — h and ¢. From
the explicit expression

g(t) = C:l,a(t) fo,a(t) = % (1 n (loglt)172a + 012(?:;)) (logt)Q—Qa

we observe directly that
, 1
lg'(B)] < 7
and hence, by the mean value theorem, that
(6.18) ICZ1 o (8) Lo,a(t) = CZy (th) 0,0 (th)| < T1,a(t).
From (6.17) and (6.18) it follows that
(6.19) So,a(t) = So,a(t —h) =2 —hCZ; (1) Lo,a(t) + hOc(r1,a ().
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Let v = v,(t) be a real-valued function such that 0 < v < 1. For a
fixed t, we integrate (6.19) with respect to the variable h to get

So.a(t) > % /OD So.a(t — h)dh — % (/OV hdh) Oy (O loalt)

n % (/Oyhdh) Oc(r1,0(1))

= L(S1.a(t) ~ St.alt = 1)) — 2 07y (D foa(t) + Oclvri.a(t).
From (6.15) we then get
Soa(t) > % [~CTat) oa(t) = CF L (t = v) b2, (t = v)
4 0c(r3,0(t)) + Oc(r3.a(t — 1/))] - g C71 o) bo.a(t)
(6.20) + Oc(vr1,a(t))

=~ [CTa® + 0] taalt) = § O () fo.a(t)d

+ 0. (”’%(t» +O0c(vr1,a(t)),

where we have used (6.8) in the last passage.

Ao (t
We now choose v = a(t)
loglogt

be determined. This yields

in (6.20), where A, (t) > 0 is a function to

So0.alt) > — {(cm t) + Cf,a(t))L 4 G

@ 5 Ao (t)} l1,a(t)

72,0 (t)
o ( Xa(t) ) +0c(Aa(t) r2,a(t)).

Choosing A, (t) in order to minimize the expression in brackets, we find
that

- -+ 1/2
(621) Aa (t) —_ <2(Cl,a(t) + Cl,a(t))> )

CRIN0)
This leads to the bound

So.a(t) 2 = [2Cr o0+ CF o (0)CZ, 0] 10t

(6.22)

r2,a(t)
o ( Ao (t) ) + Oc(Aa(t) r2,a(t))-
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Finally, using the trivial estimates
- (% + az(‘f:;)) <O <= (1+ (f(‘i‘:;)) ,
- (1 T %) <OTa0 < & (c(z) T jg:;)) ,

1 /3 200 —1 + 1 200 —1
ar (Z + a(l 704)) S Ola® = Ar (1+ a(l 704)) ’
one can show that A, (t) defined by (6.21) verifies the inequalities

1
5 Shal<2,

which shows that indeed 0 < v < 1 and allows us to write (6.22) in our
originally intended form of

1/2
So.a(t) > — [2(Cia (t) + c{a(t))c:m(t)] 01.0(t) + Oc(ra.a(t)).

The proof of the upper bound for Sy () follows along the same lines.
Instead of (6.17), one would start with the following inequality, valid
for 0 < h <1 andt; €[t t+ h,

So,a(t+h) — So,a(t) =hS_1,4(t}) > —h C:La(t;‘l) 00,a(ty) + hOc(r1,a(th))-

This completes the proof of our Theorem 2.

Appendix A. Calculus facts

Prelude. Throughout these appendices we encounter the following set-
ting in multiple situations: let ¢>0 be a given real number and % <ax<l
and x > 3 be such that

(A.1) (1—a)?logz > c.

Let us note that, if 0 < 61,65 are real numbers, it follows from (A.1)
that
(A2) (1—a)? (logz)? <c0,.0, '
In fact, if 8; > 62 we simply observe that
(1—a)? (logz)? < (1 — a)”(logz)* <, &'~
On the other hand, if 0 < 6; < 6y, welet £ = 60, — 01 > 0 and n =
01 + 2¢ = 05 + ¢ to obtain
(1 —a)P (logz)?? <,p,.0, (1 — ) (loga)?2((1 — a)?logz)*
=((1—-a)logz)" <, z172.

We now proceed with the calculus facts required for our analysis.
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Lemma A.1. Let ¢ > 0 be a given real number and m > 0 be a given
integer. For % <a<1and x> 3 such that (1 — oz)2 logx > ¢, we have

T 1 J l.l—a o xl—a
t= .
/z t>(logt)2m+2 (1= a)(logm)me? © e ((1 —a)?(log ff)2m+3)

Proof: Using integration by parts we get

x 1 pl-a 2l—a
(A.3) / dt = -
2 to(logt2m+2 © T (1= a)(loga)>™ 2 (1 — a)(log 2)2m+2
2m+2) [* 1

dt.
(1—a) Jo to(logty2m3

From (A.2) we have

1-a l—a
(Ad) 2 o Lo z
. (1 — a)(log 2)2m+2 m i—a m,c (1= a)2(logz)2m+3 )
and
/z ! dt—/Z2/3 dt—i—/z 1 dt
o to(logt)2m+3 /s te (log t)2m+3 22/3 t(log t)2m+3
1 x?/3 T q

S %3 —dt+ — dt

< (]0g2)2m+3/2 P +(log(332/3))2m+3 /12/3 pr
(A.5)

< x%(17a> L xl—a

™ (1-a) ' (1-a)(logz)Zmt3
Ilfa
<<m,c

(1 — a)(logx)?m+3”
The desired inequality follows by combining (A.3), (A.4), and (A.5). O
Lemma A.2. Let ¢ > 0 be a given real number and m > 0 and k > 1

be given integers. For % <a<1andx >3 such that (1—a)?logz > c,
we have

x 1 xl—a
[2 1o (kloga T log D272 9 = (1= a)((k + 1) log 2)2m+2
21*(1
(1 — a)(klogz + log 2)2m+2

zl—a
+Ome ((1 — Rkt 1>1oga:>2m+3> '
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Proof: Using the change of variables y = zFt and A.1 we obtain

Lh+1

x 1 1
dt = x_k+ka / —d
/2 te(klog x + log t)2m+2 20k Y (logy)2m+2 Y
LR+l 22k
1 1
_ o —k+ka
—— - _dy- ——d
{/2 ya(logy)2m+2 Y ./z y© (log y)2m+2 y}

B [ (CARED N
(1— a)(logz(k+1))2m+2

(k1)1 )

 Omye ((1 — o) (log 2123

(2zFk)l—o
_ (1 — a)(log(2zk))2m+2 + Om,e (

(2281 )

(1= )2 (log(22%))2+3

xl—a 21—a

(1—a)((k+ logz)2m+2 (1 — a)(klogz + log 2)2m+2

Il—a
+ Om,e ((1 —2((k+ 1) logx>2m+3)

1
O .
+ Om,e ((1 —a)2(klogw+log2)2m+3)

Since
1 227n+3
<
(1 —a)2(klogx +log2)2m+3 = (1 —a)2((k + 1) log x)2m+3
< zl—a
™ (1= a)2((k + 1)logz)2m+3’
we obtain the desired result. O

Lemma A.3. Let m > 0 and k > 0 be given integers. For % <a<l
and x > 3 we have

dt =
/2 tl—o((k + 2)logz — logt)2m+2 a((k + 1) log z)2m+2

20&
"~ a((k+ 2)logz — log 2)2m+2

T

Om (W)
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Proof: Let y = ‘Tk:z. The integral becomes

2k+2

e

Lk+2)a / 2 1 dy= i
petr yTo(log )22 VT ok + 1) loga)2mi?

20{
B a((k + 2)log z — log 2)2m+2

k42
(2m+2)x(k+2)0‘/ 2 1 4
o cht+1 yrte(logy)2m+3 Y

where we have used integration by parts. Finally, the result follows from
the fact that

2R+2 2k+2
2 1 dy < 1 / 2 L
s yie(logy)2mds VS (1 Dloga)? 3 Jorn yite Y
1
. O
€ ZGFDa((k 4 1) log 2)27m+3
Lemma A.4. For % <a<l1andx >3 we have
@)k T (a—g)logs
Proof: Using the mean value theorem we have that
i I 1 1 1
= (ma*%)k 2975 1 ( — %)xﬁ log x (a — %) log

where £ is a point in the interval (O, a— %)

Lemma A.5. Let m > 0 be a given integer. For % <a<landx >3
we have

oo

k+1
>

@2k

2(X
z22=1((k 4 2)logz — log 2)2m+2 B

9l—a

(klog = + log 2)2m+2

xlfa
A= a)(loga)
and
io: kE+1 P 9l—a
=)k

z20-1a((k + 2)logz — log 2)2m+2 (1 — a)(klog = + log 2)2m+2

xl—a

S T a2 (oga)zn s
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Proof: Using the mean value theorem for the functions y + y?™*2 and
y — 297 YxY we obtain, for k > 1, that

L 2l—a
z20-1((k + 2)logz — log 2)2m+2  (klogz + log 2)2m+2

2¢ 1 1
z2a—1 (((k +2)logz — log2)2m+2  (klogz + log 2)2m+2) ‘

+ 1 ( 2 _21704)
(klogx + log2)2m+2 \ g2a-1

2o (((k +2)log x — log 2)2™+2 — (klogx + log 2)2m+2)
T g2a-l ((k +2)log z — log 2)2m+2(klog z + log 2)2m+2

1 217ax2a71 Y, 1e%
+ (klogz + log 2)2m+2 ( p2a—1 )

20 (2(2m +2)(log x — log 2)((k + 2) log z — log 2)2™m+1 )
— z2a-1 ((k + 2)log z — log 2)2m+2(k log z + log 2)2m+2

(2a — 1)21 = (log = — log 2)
(klog = + log 2)2m+2

1 (20— 1)

Km z20—1(k 4 1)2m+3(log x)2m+2 + (k +1)2m+2(log ) 2m+1"

Therefore, summing over all k¥ > 1 and using A.4, we arrive at
(A.6)

i k+1
—1(z*7

B 3k

20 21704
220=1((k + 2)logx — log 2)2m+2  (klogx + log 2)2m+2

oo

S k+1 ( 1 N (2a — 1) )
m P (xai%)k x2a—1(k+1)2m+3(10g1‘)2m+2 (k+1)2m+2(10gx)2m+1

1 oo

1 20—1 & 1
)k + 12z (log )2l o g gy

— p2a—1 2m—+2 Z —
T (lOgl‘) m k=1 (Jia

1 xl—a xl—a

S logz)?m 2 S (T—a)(log2)2mt3 < (1= a)2(logz)2m i3’
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which establishes our first proposed estimate. To prove the second, we
use the first one and A.4 as follows

et 21*&

k|z2¢~1a((k+2)logz—log?2)2mt2 (1 — a)(klogz + log 2)2m+2

l
2

2 k+1
> o
(z

1
k=1 2)k

2a 21704
z20-1((k+2)logz—log 2)2m+2  (klogz + log2)2m+2

<

R~

oo}

k+1
+> —1
o1 (7 2)k

21704 21704
a(klogz + log2)2m+2 (1 — a)(klog x + log 2)2m+2

< wl—e L 2ot 3 k41 21—
™ (1 —a)2(logz)2mt3 T a(l —a) — a—g) (klog z + log 2)2m+2

k=1 (z
zl—e 20 —1
< (1 — a)?(log x)2m+3 + o(1 — o) (log z)?m+2 = Z
< gl=e n 1
(1= @)2(loga)2n 3 T (1= a)(log)m+
11—«
< > O

(1 — a)2(logx)2m+3°

Appendix B. Number theory facts

Prelude. Recall that, under the Riemann hypothesis, the prime number
theorem takes the form (see [33, Section 13.1])

(B.1) Z A(n) :a:+O(1’%(logJ:)2).

n<z
In what follows we shall use in integration by parts in multiple occasions.
Let € > 0 be a small number and f: Q — R, where Q = {(z,y) €
R% 2 <2 <o0; 1 <y < a+ 2¢}, be a function such that y — f(z,y) is
continuously differentiable in (1,z + ¢), for all z € [2,00). Using (B.1)
we obtain

B2) 3 Am)f(en) = /2 " F(@,y) dy + 2£(2,2) + O(w? (log 2)? | (2, 2)])

n<x
z g 9
+ O y2 (logy) dy | .
2

We now proceed with the number theory facts required for our analysis.
We assume the Riemann hypothesis in all the statements below.

0
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Lemma B.1. Let ¢ > 0 be a given real number and m > 0 be a given
integer. For % <a<1and x> 3 such that (1 — oz)2 logx > ¢, we have

A(n) B 11—« mlfa
S et = T wioga * Ome (e gogares)

n<z

Proof: Using (B.2), together with A.1 and (A.2), we obtain

A x 1 2l—a 3 1 2
Z (n) _ / dy + Lol " (log @)
na(log n)2m+2 2 ya(log y)2m+2 (log 2)2m+2 xa(log I)2m+2

n<x
dy)

xlfa N o ( wlfa )
T (1—a)(logz)2m+2 "¢\ (1 — a)2(log z)2m+3
L |
+ Om / —dy | .
2 ya+§

We now analyze the last term. From (A.2) we have

T o 1
+O(/ y? 10gy2‘*[7
2 (logy) dy Ly (logy)?m+2

xl—a

(1— a)*(loga)?m 18’

r o1 z1
(B.3) / —dy < / —dy <logx <m,c
2 yota 2 Y

and this concludes the proof. O

Lemma B.2. Let ¢ > 0 be a given real number and m > 0 be a given
integer. For % <a<1andx >3 such that (1 — a)?logx > ¢, we have

1 Z A(n)
z2a—1 = nl—(2logz — logn)2m+t2

zl—a xl—oz
a(log x)2m+2 T\ (1 — a)?(logx)2mt3
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Proof: Using (B.2) together with A.3, we have

> =
z2a—1 = nl=(2logz — logn)2m+2

_ 1 /I 1 d
T 221 [, yl-a(2logz — logy)2mt2 U

2« 1
(@]
+ z2e=1 (2logz — log 2)2m+2 + (xaé (log I)Qm)

1 x
+O (:L.Qa—l /2

xlfa O xlfa O 1
= a(logayzmiz T Om ((logx>2m+3) +ow)

1 T 2
+0 ﬁ/ y2 (logy)
z 2

We further analyze the last term

M\»—l

O PR
o
&Y Ay lyl—*(2logz — logy)2m+2 Y

1
yl—(2logz — log y)2m+2

)

1 / 1 Q ) o [ 1 ] d
— O,
x2a—1 2 Y &Y 8y 1— a(2 loga} _ 1Og y)2m+2 Y

x lo 2
<, / _ (logy) dy
2 g2a—1ly27%2logx — logy)?m+2

@ 1
S/ _ (logy) dy
2 y?e-ly27%(2logz — logy)?m+?

1
< / — dy.
2 yota

Therefore, using (A.2) and (B.3) in (B.4) we obtain the result. O

Lemma B.3. Let ¢ > 0 be a given real number and m > 0 be a given
integer. For % <a<1andx >3 such that (1 — a)?logx > ¢, we have

> LS am( :
= (2 2) — n®(klog z + log n)2m+2

1
~ g2e—lpl-a((k+ 2)logz — logn)2m+2 ) ‘

xlfoa

(1 — )2 (log x)2m+3"

<Lm,e



656 E. CARNEIRO, A. CHIRRE, M. B. MILINOVICH

Proof: Using (B.2), A.2, and A.3 we have, for any k > 1,
(B.5)

ZA()< 1 ~ 1 )

= n®(klogz + logn)2m+2  g2a-lpl-o((k 4 2)logz — logn)2m+2

1 1
- - d
/ ( a(klogz + logy)2mt2  gz2a—lyl—a((k + 2)logz — log y)2m+2) Y

1 1
2 _
+ (20‘(klog.’/lc—|—log2)2mJr2 z2a—121-a((k 4 2) logm—log2)2m+2)

+0 (/;y%(logy)

1
dy L/“(k log z + log y)2m+2

1
— d
z2e—lyl=a((k +2)logz — logy)Qm“} ' y)
200 — 1 zl-o
a(l —a) ((k+ 1) logx)2m+2

20 21—a
* (120‘*1 a((k+2)logz — log2)2m+2 (1 — a)(klogz + log 2)2m+2>

21*0( 9a
* ((klogm + log 2)2m+2 T g2e—l ((k + 2)logz — log 2)2m+2)

m17<,v
+ Ome ((1 —a2((k+1) logz>2m+3)

+o( [ vhqogsy?

1
dy {y“ (klogx + logy)?m+2

1
2o Tyloo((k +2)logz — logy)Qm“} ' dy) '
We now sum over k > 1 and analyze each term that appears in (B.5).
1. First term: Using A.4 we obtain

i k+1 (2a—1 gl )< 20—1  gl=@ i 1
= *% ol —a) ((k+1)logz)?™+2 ) = a(l — a) (logz)?m+2 =~ (xa*%)k
pl—a

(1 — @)2(logx)2m+3"

<

2. Second and third terms: Using A.5 we obtain

io: k +1 2 21704
= (xa*%)k z22-1 q((k 4 2)logz — log2)2™t2 (1 — a)(klogz + log2)2m+2
oo
k+1 21— 20
o —
a—* (klogz + log 2)2m+t2  g2a—1((k 4 2)logz — log 2)2m+2
< xl—a
m

(1 _ 0{)2(10g Cﬂ)27”+3 .
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3. Fourth term:

11—« 11—«

i k+1 T < T
= (20 %)k (1= a)2((k+ 1) logz)2mH3 = (1 — a)?(logz)2m+3”

4. Fifth term: Using A .4 again we have
(B.6)

oo

k+1 T

> T/ y2 (logy)®

k=1 (%7 2)k J2

9 { 1 - 1
ya(klogx+logy)2m+2 r2a—1 yl_"‘((k+2) 10gx _ logy)2m+2

kE+1 roq
W/z yZ (logy)?
T 2

X

o

k=

-

« 2m + 2 @
ylte(klogz + logy)2m+3  ylta(klogx + logy)2m+2

( 2m + 2 1—«a ) g
22a—T \ y2=a((k+2) logz—logy)2m T3 y2—a((k+2)logz—logy)?n+2 )| <Y

2 k41 z g
< Zik/Q y? (logy)?

« ( 2m + 2 n 2m + 2 ) d
ylte(klogz +logy)2m+3 — g2a-1y2-a((k 4 2)logxz — logy)?m+3 4

2. k+1 Ty
+271[2 y2 (logy)”

X

« 11—«
- d
(y“"’(k logz +logy)?m+2 g2~ ly2=((k + 2)logz — logy)>™+2 ) Y

> k+1 T am + 4
SZf)k/Q y2(10gy)2( )dy

=1 (972 y'te(klogz + logy)2m+3
o0
kE+1 /z 1 9 ( 200 — 1 )
[ E—— 2 (1 d
’ ;;1 @y S’ (logy) yita(klogz + logy)?+2 ) <Y
o0

k+1 z g
+3° /Z y? (logy)?

= @)

11—« 11—«
X - d
(y““(klogfr +logy)?m+2  g2e-ly2=e((k +2)logz — logy)2m+2 ) Y

> k41 T Am + 4
< - 2 (1 2 d
‘Zw—%)k/z v logy) (yl+a<<k+1>logy)2m+3) Y

k=1
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oo

kE+1 /Z 1 9 ( 200 — 1 )
+ — y2(logy dy
,;1 (20~ 3k J2 (logy) yrre((k +1)logy)2m+2
X k+1 z (logy)?
+(1_0‘)Z 1 / ( ;)
k=1 (97 2)k 2y

1 1
X — d
(ya(k logz +logy)?m+2  g2a—lyl—a((k42)logz — 10gy)2m+2) Y

L | | > 1
<m pe| dy+ 2a—1) /2 e dy | Y ————

2y k=1 (% é)k

[e'e]

k+1 /m ( 1
Jr
1;1 (x“*%)k 2 \y%(klogx + logy)2m+2

1
- d
zg2a—lyl=o((k +2)logz — logy)2m+2> 4

]

z k+1 [® 1
d
<</z yots y+,§(xa—%)k/z (z,f‘*(/’flogff+logy)2’"+2

1
- dy.
z2e=lyl=a((k +2)logz — logy)2m+2) Y
We can see that the last sum already appeared in our analysis, in the

first, second and fourth terms treated above. Therefore, an application
of (B.3) in (B.6) concludes the proof. O

Lemma B.4. For0 < < % and x > 3, we have

Am) (28 nf\ 260007 22 Paf (5 46)° + 230 (5 - )’
%o (i)

172 \ nB 48 1 _ 32
ngzn 1 /6

+ O (B 2P (log x)4) .

Proof: Using (B.2) we have that
(B.7)

A(n) (P nB /1 B z= 8 1_ 1 _
[ BB ) Q2388 _obtB,—8
2 i (nﬂ B) T\t )T ’

n<z Y2
|-G +Bf _ (B-3F)27f
+O</ S o, |y P logy)* dy
2 Yy 2 Y2
CE% 2% Bwﬁ I% 2B+§"E_ﬁ 1 _3 8 li3 B
=3 T -1 +— +227Px” =227 g
3~ =8 tB 3HB

B
S (4P (b -pp?
+O</2 <2y1+ﬁ - le—ﬂ (logy)?dy | .
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Using the mean value theorem for the function ¢ — (1 + )z we find
/I (%—"_ﬁ)"rﬂ _ (%_ﬁ)x_ﬂ (logy)Qdy
2 yi+s yl=5

e [(L1B)aP  (L_ B3P
(B.8) S/Z ((2+yﬁ) G 5) >(logy)2dy

< [(% +B):E’B - (% — B)x_ﬁ] (log z)®
< Bz (log z)*.

The desired estimate follows from (B.7) and (B.8). O
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