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ON A BINARY SYSTEM OF PRENDIVILLE:
THE CUBIC CASE
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Abstract: We prove sharp decoupling inequalities for a class of two dimensional
non-degenerate surfaces in R, introduced by Prendiville [13]. As a consequence, we
obtain sharp bounds on the number of integer solutions of the Diophantine systems
associated with these surfaces.
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1. Introduction

Let ®(t,s) be a homogeneous polynomial of degree three. Consider
the two dimensional surface

(L1 S={(ts, Bult,s), Du(t,), B(L,5)) : (t,5) € [0, 1]},

We say that @ is non-degenerate if it can not be written as (ut + vs)?
for any p,v € R. This is the same as saying that, if we write ®(¢,s) =
at3 + bt%s + cts® + ds®, then the matrix

3a 2b ¢
(12) (b 2 3d)

has rank two. This will be our assumption throughout the present paper.

Consider the following system of Diophantine equations

T1+ T2+ Ty = Tpg1 + T2+ T,

yi+y2+ o+ Y = Yrt1 T Y2+ Yor,

(L3) § @e(z1,y1) + -+ Pu(@r, yr) = Pe(@rt1, Yrs1) ++ -+ Po(@2r, Y1),
Q(z1,y1) + 4 P, Yr) = P (Trg1, Y1) + -+ (20, Y2r),
D(z1,y1) + -+ P, yr) = P(@rg1, Yrgr) +- -+ P22, Y2r).
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Here r is a positive integer and x;,y; € N for each 1 < i < 2r. For a
large integer N, we let J.(N) denote the number of integer solutions
(T1,...,T2r, Y1y .,Y2r) of the system (1.3) with 0 < z;,y; < N for
each 1 <i < 2r. We prove

Theorem 1.1. For each r > 1 and each € > 0, we have

(1.4) Jo(N) Spe N2rFe o NAT=97Fe,

~T,€E

Here the implicit constant depends only on r and €. Moreover, up to the
arbitrarily small factor €, the exponents of N are sharp.

The lower bounds have been calculated by Parsell, Prendiville, and
Wooley [12]. Our focus is to obtain the upper bounds (1.4). This will be
done via proving a sharp decoupling inequality.

For a measurable set R C [0, 1]? and a measurable function g: R — C,
define the extension operator associated with S by

(1.5) ERQ(&L') — / g(t, S)eitzl—ﬁ-isxz—&-i@t(t,s)x3+i<1>s(t,s)a:4+ifl>(t,s)w5 dt ds.
R

Here r = (x1,...,25). For a ball B = B(c, R) C R® with center ¢ and
radius R, we use the weight

(16) wn(e) = (1415 "”)C,

where C' is a large enough constant whose value will not be specified. For
each2<¢g<pand 0<d<1,let By, ;(0) be the smallest constant such that

1/q
) VBospalirn < Boa® (X IEsallaiey))

A: square in [0,1]?
I(A)=68

holds for each ball B C R® of radius 3. Inequalities of this type are
referred to as [9LP decouplings.

Theorem 1.2. We have

2(g3—g)+e
(18) B s (5)

for each e >0 and 0 < 6 < 1.

Via a standard reduction (see for instance [5, Section 2]), Theorem 1.1
follows from Theorem 1.2. In this reduction, one takes the function g
in (1.7) to be a linear combination of Dirac functions, hence Ejy )29
becomes an exponential sum. From a good exponential sum estimate,
one applies periodicity to conclude a good upper bound on the number
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of integer solutions of the corresponding Diophantine system, which is
(1.3) in our case.

The system (1.3) is the cubic case of a system considered by Pren-
diville [13]. The way that the surface (1.1) and the Diophantine sys-
tem (1.3) are formulated is slightly different from those in Prendivi-
lle [13]. There, the surface (1.1) is replaced by

(1.9) S = {(Pu(t, 5), Prs(t, s), Pys(t, ), Pe(t, 5), Py(2,8), (¢, 5)) :
(t,s) € [0,1]}.

That is, the surface S’ is obtained by taking successive partial deriva-
tives of the seed polynomial ®. However, under the non-degeneracy con-
dition that the matrix (1.2) has rank two, we observe that the vector
space [Py, Pys, Pss| is always the same as [t, s]. Hence the system of Dio-
phantine equations associated with the surface S’ is always equivalent
to that associated with the surface S, in the sense that they admit the
same number of integer solutions.

To obtain a system analogous to (1.3) of higher degrees, one takes a
seed polynomial ®(t,s) of degree k > 3, extracts all the partial deriva-
tives
olitizg(t, s)

Ot dst2
and forms a Diophantine system by using all these partial derivatives.
If we take ®(t,s) to be the monomial t*1s*2 with k; > ky > 1, then we
recover the so-called simple binary systems

(L11) ay'yy® 4o gty = a2 + o a0y,
with i1 S ]{31, ig S kz, and (il,ig) ?é (0,0),

which appeared in recent work in quantitative arithmetic geometry ([14,
Section 4.15] and [15]). Notice that if we take ® to be a polynomial of
degree k that depends only on one variable, then we recover the Vino-
gradov system

(1.12) i+ tal =gl + 4 ah, with 1 <i <k

All the systems mentioned above fall into the framework of translation-
dilation invariant systems, which are intensively studied in [12]. In our
setting, this is reflected in the validity of the parabolic rescaling lemma
(Lemma 3.1).

Parsell, Prendiville, and Wooley ([12]) proved (1.4) for r > 21, us-
ing the method of efficient congruencing. In the current paper we prove
it for all » > 1, using the decoupling theory developed in [3] and [7].
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When intending to generalise our proof to the above binary systems
((1.10) or (1.11)) of degrees higher than three, one encounters enormous
difficulties. In comparison, the efficient congruencing method still pro-
vides bounds that are almost optimal. We refer to [12] for the precise
statement of the corresponding results.

Let us mention a further application of the result in Theorem 1.2. This
application has been worked out carefully in [13], [12], and [11], hence
we mention it briefly. Let ® be as above, a homogeneous polynomial of
degree three that is non-degenerate. Take r € N. Let ¢y, co, ..., ¢, with
c1+cy+ -+ ¢ = 0 be a “non-singular” choice of coefficients for ®
(see [13, Definition 1.1]). Consider the equation

(1.13) a®(z1, 1) + c2®(z2,y2) + - + & P(2, ) = 0.

The solution {(z1,41), ..., (zr,y-)} to the above equation is called diag-
onal if they all lie on a line in the plane. Take a large number N € N.
Let A C [0, N]? be a set which contains only diagonal solutions to the
equation (1.13). Then a result in [13] (further improved in [12]) states
that

(1.14) |A| < N?(loglog N)~Y/ (=1

for s bigger than a certain threshold. The validity of the estimate (1.8)
will further lower down this threshold. We refer the interested reader
to [13] and [11] for the details.

In the end, we mention some novelties of our proof and explain briefly
the potential difficulties that appear when trying to adapt our argument
to binary systems of higher degrees.

In decoupling theory, various Brascamp-Lieb inequalities (see (2.2))
play fundamental roles. In order to apply these inequalities, one needs
to check a transversality condition (see (2.3)). When the dimensions and
co-dimensions of the surfaces under consideration get higher and higher,
checking these transversality conditions will become more and more dif-
ficult. In the current paper we are dealing with a two dimensional surface
in R®. To check (2.3), we further develop the idea introduced in [6], where
a specific two dimensional surface in R? is considered. As currently we are
dealing with a class of surfaces, certain algebraic structures need to be
explored. For instance, see Subsection 2.2, and in particular Lemma 2.3.

Notation. Throughout the paper we will write A <, B to denote the
fact that A < CB for a certain implicit constant C' that depends on the
parameter v. Typically, this parameter is either ¢ or K. The implicit
constant will never depend on the scale d, on the balls we integrate over,
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or on the function g. It will however most of the times depend on the
Lebesgue index p.

We will denote by Br an arbitrary ball of radius R. We use the
following notation for averaged integrals

1 1/p
IFlzgcum = (57 [ 1FPn)

|A| will refer to either the cardinality of A if A is finite, or to its Lebesgue
measure if A has positive measure.

Acknowledgements. The author thanks Ciprian Demeter for reading
this paper and giving several very useful suggestions. The author also
thanks Sean Prendiville for discussions on the applications of our main
result. Last but not least, the author also thanks the referee for many
helpful suggestions that significantly improved the exposition of the pa-
per.

2. Brascamp-Lieb inequalities and ball-inflation lemmas

Let m be a positive integer. For 1 < j < m, let V; be a d-dimensional
linear subspace of R". Let also m;: R" — V; denote the orthogonal
projection onto V;. Define

2.1) At foreoosf) = [ T itmfa)) da,

for f;: V; = C. We recall the following theorem due to Bennett, Car-
bery, Christ, and Tao [2].

Theorem 2.1 ([2]). Given p > 1, the estimate

(2.2) IA(f1s foes f)l S TT IS5

j=1

holds if and only if np = dm and the following Brascamp—-Lieb transver-
sality condition is satisfied

1 m
(2.3) dim(V) < - Zdim(ﬂj(V)), for each linear subspace V- C R™.
b -
Jj=1
An equivalent formulation of the estimate (2.2) is

m 1/m m 1/m
(Moem) | <(Tal:)
j=1 j=1

(2.4)

q
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with ¢ = %. The restriction that p > 1 becomes dm > n. In our proof,
m will always be a large constant, hence this condition is always satisfied.
The transversality condition (2.3) becomes

m
(2.5) dim(V) < % ; dim(;(V)), for each subspace V' C R".

Let us be more precise about the parameters in (2.5). We will take n = 5
as our surface S lives in R®. The degree m of multi-linearity will be cho-
sen to be a large number. Our proof will make use of two different
values of the parameter d: First of all, we will use d = 2, which corre-
sponds to the fact that the surface S is two-dimensional; secondly, we
also need to use d = 4, as at certain stage of the proof we will view
S as a four-dimensional surface in R®. For instance, see Lemma 2.5 in
Subsection 2.3.

Recall that the surface we are looking at is (¢,s,9:(t, s),Ps(¢, 5),P(¢, s)).
Its tangent space is spanned by

(26) 7Tl> = (17 07 (I)th (bst; (I>t) and 772> = (07 13 (I)tsa (pssy (bs)
Moreover, we denote
(2.7) n% = (0,0,1,0,¢) and 723 = (0,0,0,1, s).

We will see from the following Lemma 2.3 that these two vectors span
the “second order tangent space”. At a point £ € [0,1]2, let Vg(l) be the

linear space spanned by 727 (¢) and 73(£) given in (2.6). Let \/'5(2) be the
linear space spanned by n , ns , 775, 74 at the point &.

Let K € N be a large number. It will be sent to infinity at the end
of our proof. A K-square is defined to be a closed square of length 1/K
inside [0,1]2. The collection of all dyadic K-squares will be denoted
by COIK.

Proposition 2.2. Take A € N. Denote m = AK. Let R1,Rs,..., R, be
distinct K -squares from Colg. For each 1 <i<m, choose one point &; €
R;. If we choose A sufficiently large, independently of any parameter, then
the transversality condition (2.5) with (d,n) = (2,5) (respectively (4,5))
is satisfied for the collection of spaces {‘/'5(7,1)}2”:1 (respectively {VE(]'Q) )

We will prove Proposition 2.2 in the following two subsections. How
to check the Brascamp-Lieb transversality condition (2.5) seems to be
a big obstacle in obtaining new decoupling inequalities associated with
surfaces of high co-dimensions. For instance, see [6], where a particular
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two dimensional surface in R? is considered. The forthcoming argument
that corresponds to the case d = 4 in Subsection 2.2 further develops the
idea introduced in [6]. From our argument, in particular Lemma 2.3, it
will become clear that more algebraic structures need to be understood in
order to push our current results to homogeneous polynomials of degrees
higher than three.

2.1. Proof of Proposition 2.2: The case d = 2. In this subsec-
tion we prove the first part of Proposition 2.2. Let Wél)(V) denote the

projection of the space V' on Vf(l). We will show that
5
(2.8) dim(V) < 3 dim(ﬂ'él)(V)) almost surely in &.

Assume that dim(V) < 5, as otherwise the statement is trivial. Assume
that the linear space V is spanned by ’u—f, .. ~77dim(\/)~ By the rank
nullity theorem, the dimension of ﬂél)(V) is equal to the rank of the
matrix

(2.9) (@] 1cice,
1<j<dim(V)

Therefore, proving (2.8) is equivalent to proving that the matrix (2.9)
has a minor of order

(2.10) {

whose determinant does not vanish constantly. Here, for a > 0, the
symbol [a] refers to the biggest integer that is smaller than or equal to a.

Let us assume (2.8) for a moment and see how it implies the transver-
sality condition (2.5). First of all, if we define an exceptional set

2-dim(V)

1
ke

(2.11) Ey = {g €[0,1)? : dim(V) > gdim(wél)(V))}

then (2.8) implies that Ey lies inside the zero set of a polynomial of
degree less than 10. This is because every entry in the matrix (2.9) is
a polynomial of order at most two. Hence, the determinant of a minor
of (2.9) of an order given by (2.10) is a polynomial of order at most 4,
which is smaller than 10.

However, Wongkew’s lemma ([16]) says that the X2-neighbourhood
of the zero set of such a polynomial will intersect at most CK squares
in Colg for some large constant C. In general, this constant C' in
Wongkew’s lemma depends on the dimension and the degree of a poly-
nomial. As we are working on polynomials of two variables and degrees
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bounded by 10, the constant C' here can be chosen as a universal con-
stant. The desired transversality condition (2.5) follows immediately if
we choose A = 100C.

Case dim(V') =1 or 2. The desired estimate (2.8) is reduced to

(2.12) dim(ﬂ'él)(V)) =1 almost surely.

Suppose V:span{ﬁ} with o = (u1,ug, us, ug, us). Then (2.12) is equiv-
alent to

(2.13) (U -1, - n3) # (0,0).

We argue by contradiction. Suppose (7 -n1, @ -n3) = (0,0) for every £ €

[0,1]2. By checking the constant terms in the polynomials 7 -ni and
~772>, we obtain u; = us = 0. By checking the highest order terms, we

obtain us = 0. These two facts further imply that the cross product

(2-14) (‘I)m (I)st) X ((I)tsa (I)ss)

is constantly zero. However, by a direct calculation, this contradicts the
assumption that the polynomial ® is non-degenerate.

Case dim(V) = 3 or 4. We need to show that dim(ﬂél)(v)) > 2 almost
surely. This is done via a direct calculation. Clearly the case dim(V) = 3
is more difficult. Suppose V = span{ﬁ,?,ﬁ}. Then the dimension

of Wél)(V) is equal to the rank of the matrix

T Vel @
(7.@ o ﬁﬁ)

We argue by contradiction and suppose that the determinants of all the
two by two minors vanish constantly. We look at the two by two minor
formed by the first two columns. The determinant of the matrix

(2.16) (Ul +uz®s +us®yp +us Py v1 + 03Py +v4Ps; + Us¢’t>

(2.15)

ug + ug®Pis + ug@ss + usPs  vo + v3Pps + v4Pss + v5Ps

vanishes constantly. Denote

(217) d@j = det (u2 uj) .

Vi Uy

We first look at the third order term, that is,

(218) d5,4q)tq)ss + dS,S(Ptq)ts + d3,5(I)tt(I)s + d4,5q)stq)s

- 8 q)t 8 (I)t 2 __
= <d3,5at (‘I)s> + d475873 (Q))@S =0.
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This further implies d3 5 = d45 = 0. Moreover, we know d; 2 = 0 by
checking the constant term of the determinant of the matrix (2.16). This
further implies that

(219) (U5,U5,w5) = (07070)7
as otherwise we would derive a contradiction that (77 o, 3)7 when
viewed as a matrix of order 3 x 5, has rank two or smaller.

Substitute the identity (2.19) into (2.16) and look at the second order
term of the determinant of (2.16). We obtain
(220) d3,4q)ttq)ss — d374q)stq)st =0.
By the non-degeneracy assumption on ®, we obtain that ds 4 = 0. This,
together with (2.19) and d; 2 = 0, implies that the 3 x 5 matrix (u, v, w)
has rank two or smaller, which is a contradiction.
2.2. Proof of Proposition 2.2: The case d = 4. We let 7T§2)(V)

denote the projection of the space V on ‘/%(2). We need to show that

(2.21) dim(V) < gdim(wf)(V)) almost surely.

This amounts to calculating the dimension of

(2.22) {(d-ni,d -7, W -0, 0 -ng): d €V}

Following [6], we define linear spaces

(2.23) S1 = [t, 8], So = [®i(t, s), Ps(t, 8)], and S3 = [D(¢, s)].

We need the following version of Taylor’s formula.

Lemma 2.3. If f € Ss3, then

(2.24) Af(t,s) = fi(t, s)At+ fs(t, s)As+t- f(At, As)+s- fs(At, As).

Here Af(t,s) = f(t + At,s + As) — f(t,s). The error produced by the
approximate identity is a third order homogeneous polynomial in At
and As.

Proof: By linearity, it suffices to consider f(¢,s) = ®(¢,s). We calculate
O(t + At,s + As) — ®(t,s) and view it as a homogeneous polynomial
of four variables ¢, s, At, and As. First, we collect the linear terms
with respect to At and As. By the first order Taylor expansion, they
are given by ®.(t, s)At + P4(t, s)As, which are the former two terms
on the right hand side of (2.24). Next, we collect the quadratic terms
with respect to At and As. These terms must be linear in the variables ¢
and s. We apply the first order Taylor expansion again, with the roles
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of (t,s) and (At, As) exchanged, and obtain t®;(At, As) + s®(At, As),
which gives the latter two terms in (2.24). O

This lemma can be written in the following equivalent way.

(2.25) f(t,s)—f(to,s0) = fi(to,s0)(t —to) + fs(to,s0)(s — so)
+to - fi(t —to, 8 — s0) + 80 - fs(t —to, 5 — S0).
According to this formula, let us consider
(2.26) f(t,8) = urt + uas + us®+(t, s) + ua®s(t, s) + us®(t, s).
At each point € =(to, s9), denote At=t — tg and As=s — sg. We define

(2.27) (Pef)(t,s) = f(&) + fi(§) - At + fs(E) - As
+ (us + usto) P (AL, As) + (ug + ussg)Ps (AL, As).

Here we observe that
(228) ng = ffor fe S &S5,

We further define the canonical projection 7g, s, onto the space S1@®Ss.
Hence

(s, @5, Pe f) (8, )= (fe(§) + (us + usto) Pe(—to, —s0)
+(ug + us80)Pst(—to, —S0))t
+ (fs(§) + (uz + usto) ®es(—to, —s0)
+(ug + us80)Pss(—to, —50))s
+ (ug + usto) Pe(t, s) + (ug + us580)Ps (2, 8)
=(u1 + usP(§) — usto®i(§) — uss0Pst(€))t
+(uz+us®s (&) —ustoPes (&) —uss0Pss(§))s
+ (us + usto)Pi(t, ) + (ug + usso)Ps(t, s).

(2.29)

We can write
(2.30) Tsi@8, Pef = (u1 + us () — ustoPsi(§) — ussoPst(§),
ug + usPs(§) — usto®rs(§) — uss0Pss(§),
us + uslo, uqg + ’LL5SQ).
Recall the choice of the function f in (2.26). Let us compare the vector
in (2.30) with the vector in (2.22), which is given by
(2.31)  (ur +ua®ys + uaPgy + us Py, uz + uzPps + us®@ys + us s,

us + ’Lbst(), Uyg + U580).
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By some simple row and column transformations, we see that
(232) dm({(T -7, T, T T ) W e V)

= dim({ﬂsl@32P§f : f € V})
Hence what we need to show becomes

)
(2.33) dim(V) < 1 dim({7g,@s,Pef : f € V}) almost surely.

Case dim(V') = 1. The is the same as the case dim(V) =1 and d = 2.

Case dim(V') = 2. We need to show that dim(mg,gs,P:(V)) = 2 almost
surely. We argue by contradiction. Suppose dim(mg, g, P:(V)) < 1 ev-
erywhere. Then

(2.34) V =7ms,05,(V) D Ss.

Let us calculate the projection of S3 on S7 @ Ss. Take
(2.35) f(t,s) = ®(t,s) = at® + bt?s + cts® + ds>.
Hence

(236) TS,16BSs PEf = (—3at§ - 2bt080 - CS%, —btg - 2Ct()8() - 3d83, to, S()).
As we know that
(237) V= TS1®S2 (V) S SS,

if we write mg,@s,(V) = span{®} with & = (u1, ug,us, us), then the
dimension of mg, s, Pe(V) is equal to the rank of the matrix

(2.38) (

For every nonzero vector , this matrix has rank two almost surely.

—3at} — 2btgsg — csg  —btk — 2ctgsg — 3dst to  so
Uy Us uz Uy )

Case dim(V) = 3. We need to show that dim(mg,es,P:(V)) = 3 al-
most surely. Suppose not. Then, by taking £ = (0,0), we obtain that
dim(7s, ¢s,(V)) = 2. Moreover,

(239) V= TS1®S2 (V) @ S3'
Write 7s,qs,(V) = span{d, U} with & = (uy,us,us,us) and ¥ =
(v1,v2,v3,v4). We need to show that the matrix

—3at(2) — 2btgsg — cs% —bt% — 2ctgsg — 3d33 to  So
(2.40) Uy (% Uz Ug
U1 V2 U3 U4



266 S. Guo

has rank three almost surely. By calculating the determinants of all the
3 X 3 minors, it is not difficult to see that this is indeed the case.

Case dim(V') = 4. We need to show that dim(7g, a5, P:(V)) = 4 almost
surely. Similar as above, we argue by contradiction. In the end, we need
to show that the matrix

—3at(2) — 2btgsg — cs% —bt% — 2ctgsg — 3d$3 to  So

Uy U2 u3  Ugq

(2.41) v
1 V2 V3 U4
w1 w2 w3 W4

has rank four almost surely. Suppose the determinant of the above ma-
trix vanishes constantly. By checking the linear terms in ¢y and sg, we
obtain that

Uy U2 U3 U U2 Ug
(2.42) det | v1i wo w3 | =det|vi vy w4 ] =0.
wp W2 wWs wp wWgo W4

This implies that the two vectors (ui,vi,w;) and (ug,ve,ws) are lin-
early dependent. That the determinant of the matrix (2.41) vanishes
constantly contradicts to the non-degeneracy of the polynomial ®.

2.3. Multi-linear Kakeya inequalities and ball-inflation lemmas.
In Proposition 2.2 we verified a transversality condition. As a conse-
quence, we have the following multi-linear Kakeya inequality.

Lemma 2.4 (Multi-linear Kakeya). Let dy = 2 and dy = 4. For every
v € {1,2}, we have the following estimate: Let M = AK where A is
the same as the one in Proposition 2.2. Let Ry,..., Ry be different sets
from Colg. Consider M families P; consisting of rectangular bozes P
in R®, that we refer to as plates, having the following properties:
(1) For each P € Pj, there exists £ = (t;,5;) € R; such that d, sides
of P have lengths equal to R/? and span VE(J_L), while the remaining
(5 —d,) sides have lengths R.
(2) All plates are subsets of a ball Bag of radius 4R.
Then we have the following inequality:
e
L5
Bar

M

1
H<|B4R

5
d

1
M L
€
,Se,u R

S8

(2.43)

H F;
for each function F} of the form

(244) F] = Z Cplp.

PcP;

)

|B4R| Bir ]

The tmplicit constant does not depend on R or cp.
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Lemma 2.4 is essentially due to Guth [10], and Bennett, Bez, Flock,
and Lee [1]. Tt follows from the Brascamp-Lieb inequalities in Theo-
rem 2.1 via an induction-on-scales argument, after verifying the corre-
sponding transversality conditions. Here we leave out the details. These
multi-linear Kakeya inequalities have the following consequences.

Lemma 2.5 (Ball-inflation lemmas). Let dy =2 and dy = 4. For every
v € {1,2}, we have the following estimate: Let Ry, ..., Ry be different
squares from Colg . Let B be an arbitrary ball in R® of radius p~*~'. Let
B be a finitely overlapping cover of B with balls A of radius p~*. For
each g: [0,1]> — C, we have

P

1 M dp ﬁ M
) [H( > el ) ]
A€B )

t=1 “R!: square in R; Ly (wa
UR))=p
5 r
M d.p d,p M
—e £
Se,u 4 H E HER;QH dyp :
i=1 Ri: square in R; L# (wp)

UR))=p

Proof: We will follow the proof in Bourgain, Demeter, and Guth [7],
that is, we will derive Lemma 2.5 from Lemma 2.4. In order to apply
Lemma 2.4, we need to check that the function |Eg,g| is essentially a

constant on a plate whose two short sides span the linear space V%(jl)

for some {; € Rj. Moreover, we need to check that for each ball A of
radius p~2, the function |Eg g/| ap is essentially a constant on a
f Ly (wa)

plate whose four short sides span the linear space Vg(jQ) for some &; € Rg-.
The former statement follows from the standard Taylor expansion, and
the latter one follows from Lemma 2.3. We comment here that this is
what we meant previously by viewing the surface S as a four dimensional
surface in R®. For the rest of the details, we refer to [7]. O

The idea of ball-inflations originated from the work of Bourgain, De-
meter, and Guth [7] (see Theorem 6.6 there). If we replace the I sum-
mations over R, C R; on both sides of (2.45) by [? sums, essentially we
arrive at the ball-inflation estimates that are proven in [7]. Moreover, as
has been pointed out above, the proof of Theorem 6.6 in [7] also works
for (2.45). However, there are some subtle differences when it comes
to applying these ball-inflation estimates in the iteration argument in
Section 5.
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In [7], the authors there used [? sums over R, C R; in order to prove
certain sharp I[2L? decoupling inequalities associated to moment curves.
In our case, sharp [?LP decouplings no long imply good enough esti-
mates as in Theorem 1.1. Indeed, this issue already appeared in earlier
attempts of trying to push the argument of [7] to higher dimensions,
see [6] and [9] (see [5] for an even earlier work). In the present paper
we follow the way in which ball-inflation lemmas are formulated in the
work [9] by Zhang and the author.

3. Parabolic rescaling

In this section we state the following result which is referred to as
parabolic rescaling.

Lemma 3.1. Let 0 < § < o < 1. Then, for each square R C [0, 1]* with
side length o and each ball B C R® with radius 63, we have

5 1/q
B0 1Erdliwn < Ba(2) (X Iralt,)

R/CR:(R)=6

The proof of this lemma is standard, see for instance Proposition 7.1
from [5]. One just needs to observe that our surface S is translation and
dilation invariant, as can be seen via Lemma 2.3.

The parabolic rescaling lemma plays a significant role in decoupling
theory. It is used in every iteration step. First of all, it is used to run the
Bourgain—Guth scheme, in order to show the equivalence between the
linear and multilinear decoupling inequalities (Theorem 4.1). Secondly,
it is used in the iteration scheme in Section 5 to conclude the desired
decoupling inequality (1.8).

4. Linear versus multilinear decoupling

In this section we introduce a multi-linear version of the desired de-
coupling inequality. Recall that K is a large number and M = AK. We
denote by B, 4(d, K) the smallest constant such that

M 1/M
it
i=1 Lr(wg)
M
< By (4, K)H( Z ||ER§9

i=1 “R/CR;:l(R])=5

(4.1) ‘

1

q qM
|Lp(wB)>

holds true for all distinct squares R; € Colg, each ball B C RY of ra-
dius 673, and each g: [0,1]? — C.
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By Holder’s inequality, we see that the multi-linear decoupling
constant B, 4(0,K) can be controlled by the linear decoupling
constant B, 4(4). It turns out that, in the case p = ¢, the reverse direc-
tion also essentially holds true. That is,

Theorem 4.1. For each p > 2 and K € N, there exists Qg , > 0 and
B(K,p) > 0 with

(4.2) lim B(K,p) =0, for each p,
K—oo
such that for each small enough &, we have

(4.3) B, ,(8) < 6~ PUM—2(-3)

1 6/ 2(%7%) ,
+ Qg plogy (5> 62951(6) B, (0", K).

The proof of this theorem is standard, and is essentially the same as
that of Theorem 8.1 from [5]. Hence we will only give a sketch of the
proof.

Proof of Theorem 4.1. The proof is via the Bourgain—-Guth scheme [8].
For a given o € Colg and a ball B’ C R® of radius K, by the uncertainty
principle, we know that | E,g| is essentially constant on B’. This suggests
us to define

(4.4) Ca = HEag”L”#(B')'

We temporarily fix B’. Denote by a* the cube that maximises {c, :
o' € Colg}. Let Coly be the collection of those cubes o with

(4.5) cor > K ¢,

There are no particular reasons why we picked K =29, It can also be K30
or something that is even smaller.

Next we analyse Coly. There are two cases. A first case is that the
cardinality of Colj is smaller than AK. Here A is the same constant as
in Lemma 2.4. A second case is of course that the cardinality of Col}, is
bigger than or equal to AK.

In the first case, we have

(4.6)  [1E0,129l L (wy) < 2[|Eaxg

Z Ea’g

a’€Coly,

|Lp(wy) +
Lr(wgr)
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By L? orthogonality, the right hand side can be bounded by

1/p
11
(4.7) K203 ;n)< Z ||Ea’9|ip(w3,)>

a’€Coly,
211 1/p
<0V ( X Wadll,)
aeColk
In the second case, we are able to find Ry, ..., Rax € Colg such that
AK
_1
(4.8) 10,1129 1o () < K H |ER,g| 5%
j=1 Lr(wpr)

In either case we have

1/p
1_1
(49) 1Bpo.20] oy < K3 p’( > Bl )

a€eColg
AK
+ max K H\ERjg\ﬁ :
Ry, Rax e Lo (wp)

We raise both sides to the p-th power and sum over balls B’ inside a
ball B of radius § 2. In the end, we obtain

1/p
1_1
(410) VBospoliriun < K20 (X 1Basllniy)

aeColi
AK
_1
+ Z KN [T 1R, gl7%
L Rax j=1 Lr(wg)

To the last term in the above dlsplay, we apply the definition of the
multilinear decoupling constant. This leads to an estimate

1/p
1_1
A1) |Eopalirion) < KD (5 1Bt

aeColk

1/p
+CKBp7p(57K)( Z ||EAg||1£p(wB)> ’
(A)=6

Here Ck is a large constant depending only on K. Its size is not relevant
to us. However, having a correct power of K in the first term on the right
hand side of (4.11) is crucial. We will iterate (4.11) with E,g in place
of Ejg1j2g on the left hand side, until we reach the frequency scale ¢. In
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other words, we will iterate (4.11) for log (%) many times. This will
result in the desired estimate (4.3). In particular, the main power of 5!
in the first term on the right hand side of (4.3), which is % — %, is exactly
inherited from the power of K in the first term on the right hand side
of (4.11). Moreover, the constant Qg , depends only on K and p, and
it will not play any particularly important role later. We leave out the
details of this step of iteration. O

5. Iteration

In this section we run the final iteration argument. The consequence
of this iteration, combined with Theorem 4.1, will lead to the desired
decoupling inequality (1.8).

There will be two terms that are involved in the iteration procedure.
They are
1

M P
(5'1) D;D(CLBT) = (H Z HEJi»qg”Izp#(wBr))

i=1Ji qcR;

and

1 1/P
(5.2) A,,@,Br,s)—(w 3 D2<q,Bs>f’> |

BseBs(BT)

Here, for a positive number r, we use B” to denote a ball of radius 6"

and Bs(B") denotes a finitely overlapping collection of balls B® that lie

inside of a ball B". In the notation J; 4, the index 7 indicates that this

square lies in R; and ¢ indicates that the square J; ; has side length §9.
Define oy, as, B2 € (0,1) as follows

1 o 11—
—_=—— 4+ —
2 4 ’
7 # 2
1 (6%) 1—0[2
B, T T
5 P

1 1-08 B
6”2 T w

We will start our iteration with the term

i 1 1/p
(5.3) Ap(1,B3,1)_<|Bl(Bg>| > Dg(l,Bl)”) .

31661(33)
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By Holder’s inequality, it can be bounded by

—o(i_5 1 1 1/p

BleBy (B?)

We apply Lemma 2.5 with ¢ = 1 to (5.4) and bound it by

1/p
—2(1—%)—6 1 § 2
B2€eB3(B3)

By Holder’s inequality, the right hand side of (5.5) can be dominated by

o1

(1,32)10) ’

S

, 1
—2(3—g)—ef 1 }
(5.6) o (|BQ(BB)| > D

ol

BQEBQ(BS)
1 1-ay
X <3 > D2(1,B2)p>
1B2(B2) 2 (e
By L? orthogonality, this can be bounded by
ay
1 v
(5.7) 62@;,5('[;(33)' > D?(LBQ)Z’) Ay(2, B 2y,
2 B2€B, (B3)

In the next step, we apply Lemma 2.5 with + = 2 and obtain
(5.8) 572G =3)7Du, (1, B3) ™1 A, (2, B?,2) 1.
5

The last term A, (2, B3,2)17% is ready for iteration. We further process
the D-term. By Holder’s inequality

(5.9) Dup (1, B%) S Do(1, B2 D, (1, B)™.

The second term on the right hand side is already of the form of the term
in the decoupling inequality (1.7) and it will not be further processed.
It is the former term on the right hand side that needs further process.

Notice that in the term Dg(1, B%), we are dealing with terms
HE-E,lgHL;(ngy By the uncertainty principle, such a ball of radius § =3
is not able to distinguish the surface S from

(5.10) {(t, s, D(t,s), Ps(t,5),0) : (t,8) € Ji1}

under certain affine transformations. By the {°L® decoupling estimate
for the surface (5.10) obtained in [4], we obtain

1 1 3
(5.11) Dg(1,B%) < 5—(2—s>—€D6<2,B3>.
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By Holder’s inequality, this can be further bounded by

- 3 1=p 3 P2
(5.12) 56_(2_6)_5D2(2,B3) D4,,( 33)
B2
55—@—%)—51)2(3,33)1—[321)@(2,33) .
5

In the last step, we applied L? orthogonality. In the end, what we have
obtained so far can be organised as

1 1

AP(L B3a 1) 56,[( (5_6_2(%_%)_(5_3)0‘1(1_0‘2)

A 273372 1—041A 37B3,3 ay(1—az)(1-82)
(5.13) X Ap( ) A( )

3 al(lfaz)ﬁz
x Dap (2, B3> D, (1, B¥)™ez2,
Now we run this iteration procedure for r many times. For all balls B
of radius 5‘2'(%)7, we have

(5.14)

Ap(l,B,l) SE,T,K ( X 5

1\ 2G5 =l N (B (5-5)aa(l-az)[(1-a2) B2
5 (5)
=0

1=

16 L6 decoupling

3\" \ @l(1-a2)pe]”
X AP(2,B,2)1*‘“D4§ (<2> ,B)
. N 3\ 1\ @1 (1—a2)(1=2)[(1—az) 5]~
(I ((3) 22(3)) )
r—1 N o an[(1—on)Ba]’
(T ((3) #) )
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Define
(5.15)
Yo=1—o1;7 =a1(1—a2)(1—B2)[(1—a2)Be) ", for1 <i<r

3\
2-(2> ,for0<i <y

Tr = al[(l — QQ)ﬂQ]T; T — alag[(l — 0[2)/82]i, for 0 S 7 S 7’—1;

bi

11—«

273, for 0 <i<r-—1.
20[2

We can write, using Holder’s inequality,

o((3)2)<(5)" "((5) 2)

With these, the estimate (5.14) becomes

1 5+2(%_2%)
4080 % (1)

1\ 2" drenl(d—a2)Bal” /7
() II
(5.16) 0 -

()

(fisnnr) (i 51) )

When p is close to 9, by a simple calculation, we see that 3(1—aw2)f82/2 <
1. Hence the contribution from the term (%) can be absorbed by §—¢
when 7 is chosen to be large enough. Using this and a simple rescaling
argument, we can rewrite (5.14) as follows

1) A B < ((15>€+2u(_p)<§<§> 3—5)ub; w1>
(HA (biu, B, bju)” )(HD (bu ) )

Here B stands for a ball of radius 673, and u is a sufficiently small
positive constant such that u - (2)” < 1.

In the end, we iterate (5.17). To iterate, we will dominate each
Ap(ub;, B,ub;) again by using (5.17). To enable such an iteration, we
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need to choose u to be even smaller. Let M be a large integer. Choose u
such that

r M
(5.18) l2(‘;’> ] u<2.

This allows us to iterate (5.17) M times. To simplify the iteration, we
bound all the powers of % b

s (i) (S b))

By a direct calculation,

—5+p)

5.20 biw; = —————-
(5.20) Z i = 15—10p+p)
Moreover,

— 25p + 2p2
5.21 biTi = ——
(5.21) Z 373 —10p +p?
If we define

1 5 1 1\ 3(=5+4p)
.22 Ao =2 =—— o) —
(5:22) 0 <2 2p> - <2 6> 2(15 — 10p + p2)’

then (5.17) can be rewritten as follows

(5.23)  Ap(u, Byu) Spege 6710

x(ilj)A (ubi, B, ub;)? ><HD <ub ) )

for every ball B of radius § 3. Notice that the implicit constant here
is allowed to depend on all the parameters €, r, and K. Now we have
arrived precisely at the estimate (6.51) from [6]. The calculation there,
from page 27 to page 30, can be repeated line by line. In the end, we
obtain that

(5.24) logy Bo,o(0) < lim M-
j=0"7"J

By plugging in the calculation (5.20)—(5.21), we will be able to conclude
the desired decoupling inequality (1.8).
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For the sake of completeness, we include the proof of (5.24). We iterate
the above estimate (5.23) M times, and obtain

(5.25)

s
Ap(u,B,u) SE}T,K,M §—u>\o—e<H 5—u/\ob1ﬂj1) N

(1111

H §uA0biy bjg by 4 Viy Vg Ving - 1)

Jj1=07j2=0 Jm—1=0

(il Y o o) ™) -

j1=0 71=072=0

r r r U Ti1 Vig - Vim
X(H H HDP<2'bjlbj2"'bjM7B> )

J1=0j2=0 Jam=0

x (H H H Ap(u'bjlb]é "'ijVI7Bvu'bj1bj2 ...bjM)'le'YJZ"'WM).

71=0372=0  ju=0

Collecting the powers of %. We obtain

r T M—1
(5.26) uXg + urg (Z bj')/j) + o Fudg (Z bj’Yj)
i=0 =0 i ,
1— (3250 b))
L- (E;:O bjv;)

The contribution from the D,-terms. By parabolic rescaling (Lem-
ma 3.1), the product of all these D,-terms can be controlled by

(5.27)
(H BP’P(‘SI_““Y“DAl,B>”‘>

j1=0

<H H By p(8' 73 0nbiz) %z D), (I,B)Tjﬂj?) X e

Jj1=0j2=0

r r r
X ( H H . HBp’p(él_ibhbjz“'bjM )Th"fjg---"/jMDp(17B>Tj17j2--<7jA4>

71=03j2=0 jm=0

<H B, (6 7 2bn) Tn) <H H B, (6 )T]wm) X e

71=0 71=072=0

s T T
1—%bj, bj,...b; Tjy Vg Vi
" (H T I Bop(s' 20tz iy W>

j1=0j2=0 Jm=0

:U)\()'

)]\4

X (Dy(1, B))! = (Zie0
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The contribution from the Ap-term. By Holder’s inequality, this
term can be bounded by

r T 1 2ubjy by Vi Ving . v
629 T1 - 11 (3) (Db, by, B0

71=0 Jm=0
To control the D, term, we again invoke the parabolic rescaling and
bound the last expression by

1 2u(F5—o by M
om (1)

x TT - TT (B @552y (D, (1, Byyss--n.

j1=0 Jjv=0
So far we have obtained

Proposition 5.1. For each ball B of radius 63, and for each sufficiently
small u, we have

(5.30)
Ap(u, Byu) Sermrx (5> Dp(l,B)
« (H Bpp(&-’é”n)m)
71=0
(H H B,, 51— bnbjz)TJﬂm) N
7i=0 j2=0

T T T
1—=%bj bjn.bjin, \Tj1 VgV
X (H H H Bp’p((s 2 051%2 JM) i1 Yz JM)

71=03j2=0  jm=0

(H H o 51_“1)1'1'“171'1\4))'Yh'"'YJ'M)_

Jj1=0 Jm=0
The final step of the proof. Now we come to the final step of the
proof for the desired estimate (1.8) at the critical exponent p = 9. We
will combine Theorem 4.1 with Proposition 5.1. Let 7, be the unique
number such that

By (8
(5.31) %iII(l) 6*1();771)&3) =0, for each u > 0,
— P
and
(5.32) lim sup Byp(0). = oo, for each p > 0.

s—0 0~ (mp—n)
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Let B have radius 6—3. We substitute the bound B, ,(8) <, 6~ »+1)
into the right hand side of (5.30), and obtain

(5.33) Ap(u, Bu) Spomi,p 0w M D (1, B),

where

1_(2 obJ’YJ
(5.34) Mp pu,r, M = UAg - = —|—2u< b 7)
Psp,u,T 17(2] Ob]’)/] Z]J

o (Z bm)M ;‘(jio bﬂj> 11—_((%%;0 ij.j),Ml .

=0 j=0b; )

+ (L+mp)

This, combined with the Cauchy—Schwarz inequality, implies

([T o)

Here 100 is some large number that can certainly be replaced by some-
thing much smaller. However, as u is arbitrarily small, we can afford
losing such a large constant. By taking the supremum over g and R;
(with fixed K) in the above estimate, we obtain

1
AK
(5'35) SﬂyM,K,u 671()0u777p,u,u,7‘,1\/1Dp(17 B).

LY (wp)

(536) BPJF((S? K) ST,M,K,M 5*ﬁp,u,u,r,M’
where
(5.37) Tppyuyr, M 2= Tp e, + 100w,

We move 7, from the right hand side of the expression (5.34) to the left
hand side, and then divide both sides by u to obtain

s H 1-(37 0 0i7%5)
(5.38) = (7p,pu,u.r i —1p) =100+ =+ Ag .J— b,
u P, P u 1_(Zj =0 ny] Z 713

(o) (o) |

§=0 bjv;)

M+77p

Our goal is to show that

(5.39) no < 2(2 - ;)

We argue by contradiction. Suppose that

7
(5.40) Ny > 5
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Then, for sufficiently small ¢; > 0 this forces

(5.41) np > g, for each p € (9 —€1,9).

We rewrite the right hand side of (5.38) as

- - (e bi1)™
(5.42) (/\0 - % (1) (Z bﬂj)) 11 _(éﬁfo bjyj.)

J=0

(*)

[ T M

+1oo+u+(2—u—np)<2bﬂj> .
=0

It transpires that the term (%) is dominant. Indeed, by a direct cal-
culation, when p is smaller than (and sufficiently close to) the critical
exponent 9, we have

oo
(543) ij’)/j > 1.
§=0
Moreover,
]:

In addition to these, by a direct calculation we observe that

) Ao 7
4 Iim — ———— = =.
049 P T (S 9
Choose now p close enough to 9, r and M large enough, and then p small
enough. By combining (5.41), (5.43), (5.44), and (5.45) we obtain that
for these values of p, r, M, and p, the expression appearing in (5.42) is
negative. Going back to (5.38), for these values of p, u, r, and M we
conclude that

(5.46) ﬁp,p,u,’!‘,]\/[ < p-

Together with (5.41), for an exponent p slightly smaller than the critical
exponent 9 and for K large enough, Theorem 4.1 implies that

1 6/ 2(%7%)
(5.47) By, (0) < Qg plogy (6) 5g§§1<5) B,, (¢, K).
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We have two possibilities. First, if

_ 1 1
(5.48) Mp, e, M < 2(2 - )»

p

then (5.47) combined with (5.36) forces

1 HQ(%*%)
Ba s (5)

This contradicts (5.41).
Second, if

_ 1 1
(5.49) Mp, M 2 2(2 - )»

p

then again (5.47) combined with (5.36) forces

1 €+Np, p,u,m, M
Bl 5 () .

This contradicts (5.46). Since both cases lead to a contradiction, it can
only be that our original assumption (5.40) is false. This finishes the
proof of (5.39).
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