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Abstract 

More than ever, healthcare systems can use data, predictive models, and intelligent al-
gorithms to optimize their operations and the service they provide. This paper reviews 
the existing literature regarding the use of data science/analytics methods and artifcial 
intelligence algorithms in healthcare. The paper also discusses how healthcare organi-
zations can beneft from these tools to effciently deal with a myriad of new possibilities 
and strategies. Examples of real applications are discussed to illustrate the potential of 
these methods. Finally, the paper highlights the main challenges regarding the use of 
these methods in healthcare, as well as some open research lines. 
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1. Introduction 

In recent years, there has been a growing trend to digitize much of the data that used 
to be stored in hard copies. The healthcare industry, which has always been character-
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ized by the generation of large amounts of data, has already begun this digital transfor-
mation (Raghupathi and Raghupathi, 2014). The term electronic health, or ‘e-health’, 
appeared in the 1990s by the infuence of the Internet. The prefx ‘e-’ became popular 
to accompany different terms, such as e-mail or e-commerce, referring to various de-
velopments in information and communication technology (ICT). The term e-health has 
been defned by Eysenbach (2001) as: “an emerging feld in the intersection of medical 
informatics, public health and business, referring to health services and information de-
livered or enhanced through the Internet and related technologies. In a broader sense, 
the term characterizes not only a technical development, but also a state-of-mind, a way 
of thinking, an attitude, and a commitment for networked, global thinking, to improve 
health care locally, regionally, and worldwide by using information and communication 
technology”. This information could include several health-related concepts, as well as 
various stakeholders, roles, locations, and benefts (Oh et al., 2005). In this sense, ICTs 
are supporting tools for health-related activities. Within the main domains of e-health, 
we can fnd: telemedicine, clinical information systems, different types of medical net-
works, disease registries for different purposes (education, public health, patient/disease 
behavior, and healthcare management), mobile health, personalized health, and big data 
(Cowie et al., 2016). All in all, this allows us to consider e-health as a big data source, 
and a potential feld for applying data science/analytics techniques, including predictive 
models, optimization algorithms, modeling and simulation, or any other technique that 
involves data processing for a defned purpose. In addition, new models, such as learn-
ing healthcare systems, have been recently developed to facilitate using medical data for 
improving healthcare (Enticott, Johnson and Teede, 2021). 

Data science/analytics emerged as a hybridization of several disciplines, such as 
statistics, operations research/management science, data mining, computer science, data 
bases, machine learning, mathematics, and distributed systems. The combination of 
all the existing methodologies in this feld makes the large amounts of data available 
valuable for individuals, organizations, and society (Van Der Aalst, 2016). Concepts 
such as artifcial intelligence (AI), machine learning (ML), statistical learning, or data 
science are clearly interconnected, and they share many methods and techniques. For 
instance, it is possible to fnd predictive, regression, classifcation, and clustering models 
in all the previous concepts. Still, they are not exactly the same concept. Hence, AI is a 
wide area, being its main goal the development of machines capable of emulating human 
intelligence. With that purpose, it uses computer science algorithms (e.g., optimization 
and searching algorithms), statistical methods, ML models, computer vision techniques, 
etc. ML is usually seen as a subset of AI, and it focuses on a series of supervised methods 
(classifcation, regression, predictive models, etc.), unsupervised methods (clustering, 
dimensionality reduction, etc.), and reinforcement learning methods. Many of these 
methods are also employed in statistical learning. However, statistical learning is more 
focused on the statistical fundamentals of these methods, while ML is more oriented 
towards their computational and programming aspects. Data science, on the other hand 
also refers to many of the ML and AI methods as well as to the use of databases with 
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large amounts of data, data gathering and pre-processing, and other analytical methods 
and algorithms (including, for instance, simulation models, time series analysis, etc.). 

Managing big data in healthcare is a complex task because of its volume and the di-
versity of data types, and the speed at which they must be processed. There is an opportu-
nity for data analysts to discover associations and understand patterns and trends within 
the data. Big data analytics can improve care, save lives, and reduce costs (Raghupathi 
and Raghupathi, 2014). Potential applications of data science/analytics methods and AI 
algorithms to e-health are almost unlimited: from the enhancement of interoperability in 
e-health systems (Gupta and Gupta, 2019; Razzaque and Hamdan, 2020) to the use of 
Internet of things (IoT) and algorithms for generating smart healthcare networks (Syed 
et al., 2019). This includes the use of healthcare data to provide smart medical services to 
citizens (Haldorai, Ramu and Murugan, 2019) or high-risk pregnancy home healthcare 
(Moreira et al., 2018). Typical applications of analytics/operations research/management 
science methods in healthcare –including the pharmaceutical industry as well– can be 
found in Beheshtifar and Alimoahmmadi (2015), Rais and Viana (2011), Saranga and 
Phani (2009), or Ahsan and Bartlema (2004). 

Based on the Google Scholar and Elsevier Scopus databases, Figure 1 shows the 
time evolution of the number of scientifc articles that contain all the following terms: 
“artifcial intelligence”, “e-health”, and “data science”. Notice the fast growth in the 
number of papers that combine all the aforementioned terms, which shows a clear ten-
dency in the literature to consider the combined use of data analysis methods and AI 
algorithms in the e-health sector. Accordingly, one of the main goals of this work is 
to analyze the data science/analytics/AI methodologies implemented so far in e-health 
applications. This is achieved by identifying the main techniques and examples avail-
able in the scientifc literature. A discussion on the benefts these techniques offer to the 
e-health sector, including a series of best practices, is another contribution of this paper. 
Finally, we also propose some open challenges yet to be fully explored. There are some 
recent reviews on related topics, such as those by Matheny, Whicher and Israni (2020) 
or Rong et al. (2020), among others. Our work contributes to this feld by providing a 
holistic overview regarding the use of data science/analytics methods and AI algorithms 
in e-health and a discussion of the main open challenges. In our view, this can be equally 
useful for managers and researchers in the area. 

The remaining of this paper is organized as follows: Section 2 offers a description 
of the primary needs of healthcare organizations and, in general, healthcare systems, as 
well as a text mining analysis that aims at identifying the most relevant keywords and hot 
topics. Section 3 provides an overview of the leading data science/analytics methods that 
can be applied in the e-health context. Section 4 performs a similar analysis in the case 
of AI algorithms. Several examples of real-life applications are analyzed in Section 5, 
while the main identifed challenges and open research lines are discussed in Section 6. 
Finally, the main fndings of this study are summarized in Section 7. 
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Figure 1. Number of articles in Google Scholar and Scopus including all the terms: “artifcial 
intelligence”, “e-health”, and “data science”. 

2. Data science/analytics, AI, and current trends in healthcare 

Healthcare is one of the biggest and fastest-growing industries in the world. Health-
care management has been changing from disease and volume-focused to patient and 
value-centered delivery systems in recent years (Huang et al., 2015). The effcient man-
agement, analysis, and use of big healthcare data are crucial for providing patient and 
value-centered care. Most common traditional data management protocols-which are 
currently in use in healthcare centers-cannot analyze big data effciently since the com-
plexity and volume of data in healthcare have signifcantly increased over the past three 
decades. Therefore, there is an ever-increasing demand for new innovative methods and 
tools of big data management to support the healthcare industry (Feldman, Davis and 
Chawla, 2015). 

In the last year alone, several alliances have been taking place among some of the 
biggest pharmaceutical companies and the technology giants in AI use. For instance, 
Boehringer Ingelheim has announced an agreement with Google Quantum AI to sup-
port the research and application of use cases for quantum computing in pharmaceutical 
research and molecular dynamics simulations (Reinig, 2021). Novartis and Microsoft 
have reaffrmed their commitment to using AI for drug research and development (Zuest, 
2019). AstraZeneca has announced partnerships with Alibaba to develop smart health 
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services, screening tests, and AI-assisted diagnostic tools in China (Martuscelli, 2018). 
Capgemini has announced the signing of a contract with Bayer AG to accelerate its dig-
itization (Connatty, 2019). IBM is close to predicting and diagnosing Alzheimer’s, for 
which it has partnered with Pfzer to develop a model for early detection using AI (Terry, 
2020). Almirall and Iktos (a company specialized in AI) have signed an agreement to ac-
celerate the discovery of new drugs (Al Idrus, 2019). In the recent COVID-19 pandemic, 
a Canadian start-up AI company (BlueDot), which tracks and predicts the spread of in-
fectious diseases, alarmed its customers about the spread of atypical pneumonia that was 
taking place near a shopping area in Wuhan, China. BlueDot was the frst organization 
in predicting the spread of that disease, even nine days before the World Health Orga-
nization released its report about the outbreak of a new coronavirus in China (Bowles, 
2020). 

All this is refected in the growing number of scientifc articles that have been de-
veloped in recent years. The large volume of information available in this area creates 
the need to use intelligent techniques capable of processing large amounts of text and 
extracting valuable information from it, such as the topics most addressed. For this 
purpose, 633 scientifc papers indexed in the Scopus database for the terms “artifcial 
intelligence”, “e-health”, and “data science” are taken as a basis for analysis. We have 
completed a text mining process on their titles and abstracts. This analysis allows us 
to: (i) automatically identify the most cited keywords in all these papers; and (ii) au-
tomatically generate a list of hot topics in this research feld. The latter goal has been 
achieved by employing a latent semantic analysis with the non-negative matrix factoriza-
tion (NMF) algorithm. NMF is a feature extraction algorithm that combines attributes to 
produce meaningful topics. It decomposes multivariate data by creating a user-defned 
number of features, each of which is a linear combination of the original attribute set 
(Huang, Zhou and Zhang, 2012b). This algorithm enables the modeling of the topics, 
i.e., to extract the signifcant topics that recur in the corpus or media group of similar 
documents. Documents are decomposed into topics and topics into words. This tech-
nique requires that, in the case of texts, all documents to be analyzed have a similar 
length. We analyze abstracts and titles, which generally have a similar length in terms 
of number of words, so this requirement is met. 

At a technical level, the NMF decomposes the matrix of visible variable (V ), which is 
the input, into two smaller matrices, the document-topic matrix (W) and the topic-term 
matrix (H). Matrix V contains a count of the occurrence of each word (document by 
term frequency), matrix W, presents for each row one document by the non-normalized 
probabilities of topics. The W matrix presents for each row one document per non-
standardized probabilities of the topics, and allows us to interpret that two terms that 
appear together frequently form a topic and each term gives more contextual mean-
ing. Matrix H allows to establish the number of topics which are interpreted as every 
two terms appearing together frequently form a topic. Each term gives more contextual 
meaning to the term with which it is grouped, and if a term appears frequently in two 
themes, they are likely to be related. This allows us to establish the number of topics 
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(t) to determine the size of these matrices. In addition, it has the advantage that each 
topic is interpretable, which is not the case with other matrix decomposition methods 
such as principal component analysis and vector quantization that only use non-negative 
numbers (Snasel et al., 2007). 

Both the data preprocessing and the implementation of the NMF algorithm have been 
performed with a Python script. Data preprocessing consists of the cleaning necessary 
before applying the algorithm. For this purpose, in the Python script an exclusion list is 
constructed with the words to be removed, such as articles, connectors, prepositions and 
determiners found in the data set. The “counter” function of the “collections” library 
is used, which is a container that counts the number of times that there is an equivalent 
value in the dataset to be analyzed. This allows us to know the number of words not 
signifcant for the analysis that are still in the input data of the algorithm. The cleaning 
process is repeated until the non-relevant words and their equivalents are not found in 
the dataset. The topic extraction model is with the NMF decomposition algorithm in the 
scikit-learn library (Pedregosa et al., 2011) as described by Liu (2017). The parameters 
implemented were n components = 5 and n top words = 10. Therefore, the results 
provide the 10 most popular words and the top 5 topics in the analyzed articles. The 
Python code is available at https://github.com/NMF ehealth.git As shown in Figure 2, 
the most popular words in the set of analyzed articles are: “data”, “health/healthcare”, 
“research”, “IoT”, “security”, “smart”, “information”, “system”, and “learning”. 

Likewise, by confguring the NMF algorithm (Python scikit-learn version) to deter-
mine the top fve topics, we obtain the results presented in Table 1. These topics are 
determined from organizing the sets of fve keywords generated by the algorithm. Arti-
cles, connectors, prepositions and determiners are added to make sense of the fve key-
words in each set. These topics can be considered as some of the most popular emerging 
research lines in the literature, and they include keywords such as “machine learning”, 
“IoT”, “security”, “blockchain”, “privacy”, “big data”, “medical analytics”, “cloud and 
fog computing”, etc. 

Figure 2. Most common words in the articles indexed in Scopus including all the terms: “artif-
cial intelligence”, “e-health”, and “data science”. 

https://github.com/Julianac-j/NMF_ehealth.git
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Table 1. Topic modeling results obtained with the NMF algorithm for the articles indexed in 
Scopus including all the terms: “artifcial intelligence”, “e-health”, and “data science”. 

No. Five-word set Topic References 

1 
learning, machine, 
deep, model, 
recognition 

machine & deep 
learning for 
recognition 

Shatte, Hutchinson 
and Teague (2019) 
Yu, Beam and Kohane (2018) 
Kavakiotis et al. (2017) 

2 
IoT, internet, things, 
devices, security 

IoT devices security 
Al-Garadi et al. (2020) 
Din et al. (2019) 
Makhdoom et al. (2018) 

3 
blockchain, technology, 
applications, consensus, 
research 

blockchain technology 
in security and 
privacy applications 

Chukwu and Garg (2020) 
Roy et al. (2018) 

4 
data, big, analytics, 
processing, medical 

big data in healthcare 
medical analytics 

Wang and Alexander (2020) 
Syed et al. (2019) 

5 
access, control, 
encryption, data, 
attribute 

cloud and fog 
computing for privacy 
and security 

Sun (2020); Dang et al. (2019) 
Mutlag et al. (2019) 
Puliafto et al. (2019) 

A second text mining process on titles and abstracts is performed only for the terms 
“e-health” and “artifcial intelligence” in the Scopus database, considering only articles, 
literature reviews, conference papers and book chapters. 403 documents are analysed 
using the same parameters as described above. Discounting the words “health” with 487 
occurrences, “data” with 397, “medical” with 252, and “healthcare” with 247, we obtain 
the 10 most common words among the analysed documents shown in Figure 3. The 
most common words in the titles and abstracts of these documents are: “information”, 
“patients”, “systems”, “e-health”, “decision”, “artifcial”, “clinical”, “learning”, “mon-
itoring”, and “smart”. This reveals a trend towards AI research in healthcare related to 
patient data and clinical information, as well as monitoring, and decision-making. We 
have also extracted the top fve topics using the NMF model. Table 2 presents the results 
showing that the most emerging lines of AI research relate to medical patient infor-
mation, decision-making, IoT and cloud systems integration, the COVID-19 pandemic, 
and the use of machine learning in the area of diseases. As in the previous text mining 
process, these fve topics are the result of the interpretation of the resulting set of fve 
keywords generated by the algorithm. 

3. Data science/analytics methods in e-health 

The emergence of e-health has created a signifcant demand for data analysis of people’s 
health and administrative healthcare processes. For this reason, this section presents an 
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Figure 3. Most common words in the titles and abstracts of indexed documents in Scopus in-
cluding all the terms: “artifcial intelligence” and “e-health”. 

analysis of the methodologies and techniques of data science/analytics implemented in 
e-health systems, also considering AI methodologies. Data science allows us to apply 
both quantitative and qualitative methods to solve signifcant problems and predict re-
sults (Waller and Fawcett, 2013). Big data and data analysis go hand in hand because 
data is considered the raw material of data science (Larson and Chang, 2016). When 
applying these methods in e-health, one of the main goals is to extract knowledge from 
data in order to improve patient care (McIntosh et al., 2016). The data collected from 
software applications in e-health, apart from being available in large amounts, are also 
characterized by not having well-defned structures and being heterogeneous. Therefore, 
they require methods that order, flter, process, and extract patterns from large amounts 
of data in order to make them valuable. According to Van Der Aalst (2016), data science 
refers to data extraction, data preparation, data exploration, data transformation, storage 
and retrieval, computing infrastructures, all types of mining and learning, presentation 
of explanations and predictions, and the exploitation of results taking into account eth-
ical, social, legal, and business aspects. Hernán, Hsu and Healy (2019) organize data 
science into three tasks: (i) description, i.e., referring to quantitative analysis ranging 
from elementary calculations to unsupervised learning algorithms and intelligent data 
visualization techniques; (ii) event prediction, i.e., using elementary predictive calcu-
lations, such as correlation of variables, and methods for recognizing patterns in data 
and supervised learning algorithms; and (iii) counterfactual prediction, i.e., using data to 
predict events in different scenarios involving causal inference. Table 3 summarizes the 
data science methods applied in different e-health contexts. It also mentions the general 
techniques with some possible applications. 

According to Galetsi and Katsaliaki (2020), Descriptive Analytics techniques are 
used to identify problems and trends in the data. Within the examples of applications 
in e-health, they are mainly used to identify diseases or provide analysis on medical in-
formation obtained from different sources, such as mobile applications or medical test 
equipment. Wang and Hajli (2017) highlight the fve main business capabilities of big 
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Table 2. Topic modeling results obtained with the NMF algorithm analyzing the titles and ab-
stracts of indexed documents in Scopus including all the terms: “artifcial intelligence” and 
“e-health”. 

No. Five-word set Topic References 

1 
health, information, 
data, care, patients 

patients health care 
information data 

Mamdouh et al. (2020) 
Susanto (2017) 
Sethia et al. (2016) 

2 
decision, support, 
clinical, based, making 

clinical-based 
decision-making 
support 

Hu et al. (2016) 
Impedovo, Pirlo and Vessio (2018) 
Aldape-Pérez et al. (2018) 

3 
IoT, applications, 
things, internet, cloud 

IoT / internet 
cloud applications 

Zhu et al. (2015) 
Miori and Russo (2012) 
Lakshmanaprabu et al. (2019) 
Ruiz-Zafra et al. (2013) 

4 
covid, 19, pandemic, 
monitoring, detection 

pandemic monitoring 
detection COVID-19 

Channa, Popescu and Malik (2020) 
Chakkor et al. (2021) 
Lagos-Ortiz et al. (2020) 

5 
learning, machine, 
disease, data, using 

machine learning 
using disease data 

Kavakiotis et al. (2017) 
Pereira et al. (2019) 
Ferreri et al. (2018) 

data analytics in healthcare, which are: (i) traceability in patient monitoring, including 
lab results, medication, historical data, and current status; (ii) analysis of structured and 
unstructured data, e.g., comparative analysis of images, voices, texts, etc; (iii) speed-up 
decision-making with automatic notifcations or visual reporting; (iv) interoperability 
with the integration of heterogeneous data from different sources; and (v) prediction 
of patients behavior. These capabilities not only exemplify the possible applications of 
descriptive techniques in healthcare, but also point to the power they have to improve 
healthcare processes. For some authors, the fact that prediction is among the capabilities 
of descriptive analytics shows how the felds of data science and analytics are connected. 
Predictive analytics is the feld of analytics in which future events are foreseen (Mishra 
and Silakari, 2012). As stated by Van Calster et al. (2019), the large investments in new 
AI technology refects the value of this feld to healthcare. This is due to its ability to 
diagnose individuals most likely to suffer from a disease, or to predict the evolution of 
diseases or viruses. This helps to make decisions in the treatment of patients, increasing 
the probability of recovery. It is also used in administrative issues to manage resources 
in seasons with a higher or lower probability of a high fow of patients in medical cen-
ters. From a general perspective, predictive techniques in e-health systems can make 
processes in the healthcare feld more effcient. 
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Table 3. Data science methods applied in e-health. 

Data science felds Techniques 
Examples of 

e-health applications 
References 

Descriptive analytics 
Data retrieval & collection 

(statistics & data visualization) 

Patients diagnostic, epidemic 
recognition, patients management 
with mobile apps, visual analysis 
tools for clinical data, reporting 
systems, social media analysis, 

and data warehouse tools. 

Galetsi and Katsaliaki (2020) 
Wang and Hajli (2017) 

Predictive analytics 
Machine learning, 

probabilistic modeling, 
& statistical analysis 

Disease prediction, software 
as a service, medical decision 
support system, patient fow 
and use of medical resource 

prediction. 

Lepenioti et al. (2020) 
Van Calster et al. (2019) 
Mishra and Silakari (2012) 

Prescriptive analytics 

Logic-based modeling, 
evolutionary computation, 

mathematical programming, 
reinforcement learning, 

& simulation 

Decision-making automation, 
scheduling problems, balanced 

assignment workload and 
resources, health management 

assessment, and cloud computing. 

Javaid et al. (2021) 
Nandankar et al. (2021) 
Shah, Bhat and Khan (2021) 
Wijnhoven (2021) 
Bertsimas and Kallus (2020) 
Lepenioti et al. (2020) 

There is also Prescriptive analytics, which is a feld that prescribes optimal decisions 
for operations research (OR) and management science, together with machine learning 
techniques (Bertsimas and Kallus, 2020). In general, these techniques provide meaning-
ful insights and support decision-making for organizations, thus giving them competitive 
advantages. This feld is considered the evolution of the descriptive and predictive felds 
of data science, due to the capability of offering intelligent recommendations based on 
the analyzed and predicted data (Lepenioti et al., 2020). Since this is a feld that is 
still in its infancy (Lepenioti et al., 2020), there are not too many works that integrate 
these data-driven techniques into e-health applications. Among the 25 papers avail-
able in the Google Scholar database for the frst semester of 2021 and indexed under 
the terms “prescriptive analytics” and “e-health”, some interesting applications are: (i) 
healthcare monitoring systems integrating a cloud IoT (Shah et al., 2021); (ii) a ground-
breaking analysis system for large-scale healthcare data, which allows the use of fog 
computing and cloud systems to deal with data processing, storage, and classifcation 
problems (Nandankar et al., 2021); (iii) a dental 4.0 decision-support system to provide 
users with high-quality and personalized experiences (Javaid et al., 2021); and (iv) the 
implementation of an analytic clinical decision support system that analyzes medical 
data to predict the probability of sepsis in prematurely born infants, which can support 
physician decision-making on antibiotic stewardship (Wijnhoven, 2021). 

With the goal of identifying some recent applications of data science methodologies 
in e-health, a similar study was carried out using the Scopus database. A total of 10 
new papers were found for the frst semester of 2021. These papers combined the terms 
“artifcial intelligence”, “e-health”, and “data science” in the title, abstract, or keywords 
sections. Table 4 summarizes the most recent application felds of these techniques in 
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Table 4. Identifed data science applications in e-health within the literature available in Scopus 
database. 

Data science techniques Application feld 

Data retrieval & collection 
(statistics & data visualization) 

Epidemiological analysis (Pfeiffer and Stevens, 2015) 
Computer-assisted surgical skills (Vedula, Ishii and Hager, 2017) 
Preventive health management system (Neubert et al., 2019) 
Mental healthcare (Naslund et al., 2019) 
Correlations between clinical medicine subjects (Chen et al., 2020b) 

Machine learning 
Automatic behavior identifcation (Crocamo et al., 2020) 
Behavior assessment (Liang et al., 2020) 
Symptom classifcation (cardiology) (Oliver et al., 2018; Spanakis et al., 2017) 

Modeling & simulation 

Virus propagation risk analysis (Chatterjee, Gerdes and Martinez, 2020) 
Disease progression (Idrees and Sohail, 2021) 
Optimize emergency departments operations (Vanbrabant et al., 2019) 
Human organs simulation (Serra et al., 2021; Quarteroni et al., 2017) 

e-health. Some of the applications that have been identifed are those referring to the 
development of behavioral assessment systems (Spanakis et al., 2017; Crocamo et al., 
2020) and to data management systems (Neubert et al., 2019), where data collection 
methods are implemented through different techniques. Spanakis et al. (2017) develop 
an adaptive feedback module of an e-coach application on eating behaviors. The au-
thors use the acquisition of ecological momentary assessment (EMA) data through a 
mobile application. EMA is a set of methods that assess research subjects in their natu-
ral environment, in their current or recent states, at predetermined events of interest, and 
repeatedly over time (Moskowitz and Young, 2006). It allows data to be collected online 
and in real-time, thus generating more accurate and valuable results. As it is based on 
questionnaires, it reduces recall bias. It is a methodology that can easily be extended 
to include information from sensors, e.g.: assessing stress levels or GPS information to 
evaluate energy expenditure information (Spanakis et al., 2017). In addition, Crocamo 
et al. (2020) implement an automatic system that identifes keywords or #hashtags in 
Twitter publications that cite alcohol-related behaviors. They work with a systematic 
tracking process on Twitter using an ad-hoc Python script. After collecting the tweets, 
they classify all the information to flter out and identify the genuine users. Then, they 
implement an additional classifer focusing on the linguistic characteristics of the con-
tent. All data collection and processing methods are performed with different Python 
scripts based on the natural language toolkit framework and the scikit-learn library. For 
data management, Neubert et al. (2019) propose a decentralized system for preventive 
health based on multi-sensorial fusion (different devices), including heterogeneous data. 
They develop a mobile application that is the central data node for individual client 
monitoring, and also contains a data preparation system (data consolidation and synchro-
nization, pre-processing, data selection, and reformatting of data sets) to be stored in the 
cloud in the required format. The data transfer between the mobile systems and the cloud 
is based on the formatting of the data to an arranged JavaScript object notation protocol. 
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In addition to data extraction, cleaning, and transformation, data visualization metho-
dologies have also been applied in the area of e-health in order to extract essential and 
useful information in support of decision-making. An example of this is the “surgical 
data science” system. Vedula et al. (2017) conduct a literature review on computer-
assisted objective technical capability assessment systems that allow for scalable and 
accurate assessment of surgeons. They also provide visualized feedback and automated 
training, thus improving surgical training and maintenance of surgical skills. These sys-
tems use data science techniques, such as summary features to represent data, time-series 
data representations, dictionaries or histogram-based representations, classifcation al-
gorithms, etc. In more general areas of medical research, authors such as Chen et al. 
(2020b) explore and comprehensively compile topics from the clinical medicine litera-
ture by manually labeling the topics of diseases. In addition to searching in scientifc 
databases and cleaning and integrating data in Microsoft Excel, they apply visualiza-
tion techniques based on descriptive statistics (e.g., histograms, spatial distribution, etc.) 
developed in the R statistical software. The results allow them to reach interesting con-
clusions regarding the relationship to data-driven studies in the feld of medicine and 
health. Pfeiffer and Stevens (2015) provide a literature review on the analysis of tem-
poral and spatial data to support the management of complex animal health problems. 
According to their conclusions, the opportunity offered by digital technologies in animal 
and human health requires an interdisciplinary approach that, in addition to the various 
health areas, also includes information technology. 

Data mining is a sub-discipline of data science characterized by discovering knowl-
edge in large databases or extracting patterns from them (Kriegel et al., 2007). It lies 
at the interface of database technology, pattern recognition, machine learning, and other 
areas (Hand, 1998). Data mining techniques are also implemented in some areas of 
e-health, such as classifcation and clustering algorithms for human behaviors and heart-
beat categories analysis (Liang et al., 2020). Artifcial neural networks (ANN) are ap-
plied for heterogeneous and multidimensional data analysis in general healthcare and 
psychological interventions (Oliver et al., 2018), respectively. Data mining makes it 
possible to uncover patterns or trends in human behavior and illness trajectories that 
were previously not visible. Still, there is a need for large amounts of data in different 
healthcare areas, such as in mental health (Naslund et al., 2019) or surgical skills for 
assessment frameworks (Vedula et al., 2017). 

The few applications available today in the literature show how implementing these 
methodologies supports several healthcare processes, ranging from physicians’ training 
and evaluation systems to the use of diagnostic and follow-up systems, including dif-
ferent administrative processes. Furthermore, the number of articles identifed indicates 
that the application of data science methods and the adoption of the terms e-health and 
data science together have not been widely used until now. The low number of articles 
explicitly including the term “data science” in their description refects that the appli-
cation of these methodologies in e-health is at an early stage yet. Furthermore, many 
of the articles are literary reviews seeking to establish theoretical foundations and to 
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identify new research lines related to the applications in e-health, rather than the actual 
development of methodologies, case studies, and applications. 

Table 5. Number of papers per year by combining the term “e-health” with different AI subfelds. 

subfeld 
Year 

Total 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021 

Deep learning 0 0 0 0 0 0 0 0 0 0 0 0 0 2 2 2 8 17 20 34 85 

Reinforcement learning 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 15 

Clustering 0 0 0 1 0 2 0 0 5 0 1 4 3 5 11 9 8 12 5 8 74 

Data visualization 0 0 1 0 1 2 0 1 1 4 1 

Artifcial neural network 0 0 0 0 1 2 1 1 1 0 3 2 3 0 2 2 4 5 3 10 40 

Natural language processing 1 0 0 0 0 0 1 1 1 0 2 4 4 3 3 2 3 9 4 5 43 

Fuzzy logic 0 0 0 1 1 0 1 1 2 0 5 1 4 2 6 4 2 1 2 10 43 

2 3 3 5 

3 5 2 2 2 3 9 3 5 45 

Bayesian networks 0 0 0 0 0 1 4 0 0 0 9 1 3 1 2 0 2 1 3 3 30 

4. Artifcial intelligence algorithms in e-health 

As shown in Figure 1, the interest in AI applications to e-health has been quickly rising 
during the last decade. Among the several felds that can beneft from AI, the healthcare 
community shows a particular interest due to the amount of data and information that 
new technologies can provide. As pointed out by Oke (2008), inside the AI feld we can 
fnd subfelds that should be separately considered: machine learning, fuzzy logic, arti-
fcial life, data mining, Bayesian networks, knowledge engineering, ANN, reactive sys-
tems, semantic networks, computational language, natural language processing (NLP), 
etc. In particular, machine learning and data mining are subfelds that in themselves en-
compass many subfelds of AI, such as deep learning, reinforcement learning, clustering, 
data visualisation, etc. Data mining can extract usable information from immense raw 
data sources, primarily as a solid input for subsequent advanced downstream data anal-
yses processes. On the other hand, machine learning has shown to have considerably 
broad applications in healthcare. Considering the above, Table 5 shows the evolution 
of the number of papers over the last two decades for the most popular subfelds. The 
number of articles have been extracted from the Scopus database. Deep learning has 
been the most frequently employed approach in the last years, followed by clustering, 
data visualization, NLP, ANN, Bayesian networks, and reinforcement learning. 

Thus, all these subfelds lead to innovations and discoveries in all aspects of medicine, 
which may have persuaded researchers to focus more on exploring the potential of ma-
chine learning in healthcare research, such as the implementation on deep learning com-
pared to data mining techniques like clustering and data visualization. However, these 
subfelds are not worked on separately. Figure 4 presents the number of papers in which 
techniques from the different subfelds analysed have been combined. This information 
is constructed after a combined search of the Scopus database for “e-health” and two 
of the subfelds analysed. According to the fgure, the subfelds that have so far been 
studied together are clustering with all but deep learning and reinforcement learning. 
These last two subfelds are worked together, with deep learning being the only one that 
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is related to ANN, Bayesian networks, and NLP. Fuzzy logic also seems to be of great 
interest when working with ANN, clustering, and Bayesian networks. 

Figure 4. Number of papers by combining the term “e-health” with two different AI subfelds 
indexed in the Scopus database. 

This section will provide an overview of some of the aforementioned methodologies, 
as well as a discussion on their applications in e-health. The methodologies have been 
selected based on the number of publications during the last years. For a deeper discus-
sion on how these methods are employed, the reader is referred to the works included in 
Table 6. 

4.1. Machine learning 

The growing use of devices that collect health data (e.g., wearables) favors the devel-
opment of both, supervised and unsupervised methods, in diagnostics and diseases pre-
diction. These devices allow collecting health data such as heart rate, number of steps, 
calories, sugar levels, hours of sleep, or images. All of these data can serve as inputs for 
the machine learning algorithms. 

The main objective of algorithm development in the scientifc community is to make 
computers completely autonomous in predicting results. However, in the health feld, 
autonomous machine learning is far from being implemented. Consequently, the inte-
gration of a human expert in the circuit allows for better approaches in the complex feld 
of e-health. The interactive machine learning approach can be defned as algorithms 
that can interact with human or computational agents to optimize the learning process 
(Holzinger, 2016). In e-health, the algorithms used in the interactive approach can be 
of particular interest in problems where the lack of data to train models or decision-
making can be replaced by the help of the medical experts, where their knowledge and 
experience can be of signifcant contribution in solving the problem that would other-
wise remain too complex. Some examples where this approach is used are described by 
Hund et al. (2015) and Lathrop (1994), where subspace clustering and protein folding 
problems are presented, respectively. 

In contrast with the benefts mentioned, interactive machine learning approaches 
present an open question about their robustness: their evaluation is not only more diff-
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Table 6. AI surveys by subfelds. 

AI feld Topic Reference 

Machine 
learning 

Summarizes a variety of machine learning 
research techniques in health informatics. 

Dua, Acharya and Dua (2014) 

Studies the concept of interpretability in 
the artifcial intelligence feld in healthcare. 

Al-Garadi et al. (2020) 

Reviews some ML algorithms used for 
developing effcient decision support 

for healthcare applications. 

Shailaja, Seetharamulu 
and Jabbar (2018) 

Reinforcement 
learning 

Surveys of applications in healthcare, focusing on 
the discovery of new treatments, personalizing 

existing ones, and automated medical diagnosis. 

Yu et al. (2021) 
Coronato et al. (2020) 

Gottesman et al. (2019) 

Data 
mining 

Reviews the utility of various DM techniques 
like regression, clustering, association, 

classifcation in healthcare. 

Tomar and Agarwal (2013) 
Koh and Tan (2011) 

Jothi, Rashid and Husain (2015) 
Birnbaum (2004) 

Artifcial neural 
networks 

Applications of ANN to health 
care organizational decision-making. 

Lisboa and Taktak (2006) 
Shahid, Rappon 
and Berta (2019) 

Natural 
language 

processing 

Summarizes the applications, techniques, 
principal challenges of NLP in healthcare. 

Friedman and Elhadad (2014) 

Discusses the main challenges of 
NLP in the healthcare sector. 

Carrell et al. (2017) 

Reviews the NLP techniques used in healthcare, 
their applications and limitations. 

Iroju and Olaleke (2015) 

Presents a system that combines 
both text mining and NLP. 

Popowich (2005) 

Focuses on development and advances of 
NLP methods for clinical decision support. 

Demner-Fushman, Chapman 
and McDonald (2009) 

cult, but also these methods are not easy to replicate. The reason is that the contributions 
provided by human agents are subjective and cannot be easily imitated. Some applica-
tions of machine learning to diseases prediction can be found in Senders et al. (2018), 
Goldstein, Navar and Carter (2017), Weng et al. (2017), Churpek et al. (2016), Taylor 
et al. (2016), Kruppa et al. (2014), and Singal et al. (2013). 

Reinforcement learning is a powerful and increasingly popular subfeld of machine 
learning, which studies optimal sequential decision-making under uncertainty. This ap-
proach is highly relevant in the felds of dose optimization (Hrinivich and Lee, 2020; 
Tejedor, Woldaregay and Godtliebsen, 2020; Watts et al., 2020) and robotic-assisted 
surgery (Gao et al., 2020; Pore et al., 2021; Su, Huang and Hannaford, 2021). There 
are also other recent works on public health (Weltz, Volfovsky and Laber, 2022; Kwak, 
Ling and Hui, 2021), surgical decision-making (Datta et al., 2021), physical activity mo-
bile health application (Liao et al., 2020), and cancer detection (Liu et al., 2019), among 
others. 
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4.2. Data mining 

The application of data mining (Fayyad, Piatetsky-Shapiro and Smyth, 1996) can pro-
vide knowledge useful to support clinical decision-making. In the healthcare and biomed-
ical felds, data mining deals with privacy and legal issues, as well as on improving the 
quality of data available in these disciplines. Paper-based or scanned-digital formats, 
heterogeneity of hospital information systems, or different lab tests for the same dis-
ease constitute big challenges for researchers. Here is where data mining can help by 
providing tools to extract information from large and unstructured data sources. 

Data mining algorithms can be classifed into two categories: descriptive and predic-
tive (Tamilselvi and Kalaiselvi, 2013). The frst one aggregates records with similarities, 
thus discovering unknown relationships in data. The second one deduces prediction rules 
from training data and applies these rules to unpredicted data. 

4.3. Artifcial neural networks and natural language processing 

ANN are computer programs that try to reproduce how the human brain processes infor-
mation, i.e.: learning through experience, by recognizing patterns and relationships in 
data. An ANN is constituted by hundreds of single units (artifcial neurons), which have 
weighted inputs and one output. In healthcare, deep neural networks face big challenges 
that need to be addressed before they can be used in the daily life of patients. They 
require an exceptionally huge amount of information to function better than other strate-
gies. They are extremely costly to train due to complex information models. Besides, 
deep learning needs costly GPUs and hundreds of machines. This enhances its costs 
of operation. There is not enough standard theory to direct people in choosing proper 
deep learning resources because it needs information on topology, preparing strategy, 
and other necessities. Therefore, it is hard to be used by less knowledgeable end users 
(Kim et al., 2020). 

When managing clinical reports, one of the biggest challenges for analysts is that 
information is not structured. In fact, it is usually written in natural language as plain 
text. Hence, NLP techniques are responsible for extracting knowledge from this un-
structured data, analyzing the information it contains, and providing it in a format that 
the electronic healthcare systems can easily understand. More than twenty years ago, 
Friedman and Hripcsak (1999) and Baud, Rassinoux and Scherrer (1992) had already 
highlighted the importance of NLP in medicine. Friedman and Elhadad (2014) ranks the 
top challenges regarding NLP and also concludes that software-generated recommenda-
tions should always be supervised by human decisions. 

4.4. Use of AI in e-health 

Many studies have demonstrated the wide applications of AI in e-health. As stated in 
Jiang et al. (2017), AI “is bringing a paradigm shift to healthcare”. These authors pro-
vide a literature review on AI applications in healthcare, including areas such as cancer, 
neurology, and cardiology. A similar review is provided by Yu et al. (2018), who support 
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the idea that AI has contributed to improving diagnosis and decision-making in health-
care, while recognize its potential in fast disease detection and customized treatments. 
Authors such as Davenport and Kalakota (2019) or Emanuel and Wachter (2019) high-
light the possibilities that AI offers in areas such as automatic examination of radiology 
and pathology images. However, they suggest that the main challenge AI has to face 
in healthcare is not a technological one, but a cultural one –so that these techniques 
are adopted and employed in daily clinical practice. He et al. (2019) identify the main 
challenges regarding the practical implementation of AI into daily healthcare practice. 
Among these issues, they include data sharing and privacy as well as algorithms’ trans-
parency. According to Reddy, Fox and Purohit (2019), patient administration, clinical 
decision support, patient monitoring, and healthcare interventions are the healthcare ar-
eas in which the use of AI can be more benefcial. 

5. Data science & AI best practices in e-health 

Most e-health tools not only include the use of Internet-based applications, but also 
products, systems, and services. Health portals, telemedicine services, electronic health 
records, or health information networks are just some examples. As already pointed 
out in several works (Widmer et al., 2015; Triantafyllidis et al., 2015; Warmerdam et al., 
2010), AI methods have an enormous potential for improving healthcare, reducing costs, 
and developing smart digital health interventions. Such enhanced interventions can lead 
to remarkable outcomes, both for patients and healthcare providers (Murray et al., 2016; 
Obermeyer and Emanuel, 2016). This section presents relevant application domains 
related to the application areas identifed in Section 2. It is structured in fve subsections: 
patient care, public health, healthcare management, COVID-19, and other topics. 

5.1. Patient care 

Regarding patient care, we identify the following areas of applications: 

• Diagnosis: A large number of works propose an AI methodology to either perform 
or assist the expert with the diagnosis. For instance, Kermany et al. (2018) cre-
ate a diagnostic tool based on a deep-learning approach for screening retinal and 
lung pathologies for age-related macular degeneration and pediatric pneumonia, 
respectively. The diagnostic results of the training that neural network framework 
was comparable to that of health professionals. Indeed, that AI-based diagnostic 
method was even able to provide more detailed diagnoses, especially at the onset 
of pathologies when the clinical symptoms might not be apparent to healthcare 
providers. Similarly, Guo et al. (2020) propose a deep learning model for real-
time automated diagnosis of precancerous lesions and also to assist the diagnosis 
of esophageal cancer. The model has high sensitivity and specifcity for both en-
doscopic images and videos. Additionally, NLP has been used in the diagnosis of 
diseases such as Aphasia, a neurological disorder (Rao and Venkatesh, 2021). It 
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is also applied in medical decision support systems for the diagnosis of patients. 
This is performed by semantic analysis of their available medical records (Am-
ato et al., 2018; Iram and Gill, 2018). Other solutions are focused on bringing 
the healthcare sector online. Virkar et al. (2021) develop a system that provides 
information on remote doctor connection and online identifcation and treatment, 
and describes the prediction of various diseases using a web application as an in-
terface to store the data in a database. The NLP collects the necessary symptoms 
and sends them to the doctors. This is used to predict the exact disease the pa-
tient may have using the Random Forest algorithm. Thus, utilizing such AI-based 
frameworks can lead to earlier and more accurate diagnoses, which are crucial for 
curving the progression of diseases and selecting the most effective treatments for 
patients. 

• Personalized medications and diets: The traditional “one-size-fts-all” approach 
is ineffcient in many scenarios. AI is increasingly playing a pivotal role in per-
sonalized medications. An example is related to Antimicrobial resistance (AMR), 
a phenomenon in which microorganisms resist antimicrobial drugs. AMR poses 
a serious risk to preventing and treating infections caused by viruses, bacteria, 
and fungi. AMR will lead to nearly 10 million death and 100 billion dollars eco-
nomic damage every year by 2050 (O’Neill, 2014). AI-based predictive models 
can be applied against AMR. These models can be used in predicting AMR and 
suggesting the best dose and time of antimicrobial treatment, as well as the best 
combinations of antimicrobial peptides and antibiotics for each patient (Lv, Deng 
and Zhang, 2020). Zeevi et al. (2015) use factors –such as gut microbiota, an-
thropometrics, blood parameters, and dietary habits– to create a gradient-based 
boosting regression for predicting the post-meal glycemic fuctuations in real life 
in a randomized controlled study. The results showed that the personalized diet 
created according to the post-meal glycemic simulation signifcantly optimized the 
post-meal glucose level in the study individuals. Such approaches can be used in 
various nutritional interventions in different diet-related medical problems, such 
as diabetes, obesity, and nonalcoholic fatty liver disease. 

• Personalized care: AI also contributes to personalize care and interventions. For 
instance, Barrett et al. (2019) perform a study in which a “virtual doctor” is de-
signed relying on AI, serious gaming, and patient coaching. This doctor boosts 
advanced and personalized self-care for heart failure patients, where the patients 
themselves perform standard care tasks. Burns et al. (2011) use a mobile-based, 
multi-component type of intervention that worked based on some machine learn-
ing models in order to predict the emotions, activities, mood, motivational and 
cognitive states –as well as social and environmental changes– for some patients 
who were suffering from depression. That intervention also enabled the patients to 
have access to the coaching feedback graphs provided by their caregivers. At the 
end of the study, nearly 90% of the patients indicated that the machine learning-
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based mobile intervention helped them treat their depression and control their 
mental symptoms, and they were satisfed with that. 

• Treatment optimization: Planning a treatment tend to be a challenging and key 
task. Many authors have proposed AI-based applications to enhance this process. 
For instance, Wang et al. (2019) review AI-based applications for radiotherapy 
treatment planning aiming to minimize the normal tissue damage while persever-
ing suffcient tumor control. Similarly, Cui et al. (2021) explore the use of random 
survival forest models to predict optimal regimen classes for individual patients 
and each line of therapy relying on baseline characteristics. The patients are adult 
females with HR+/HER2- breast cancer and the aim of the models is to maximize 
overall survival and time to treatment discontinuation based on electronic health 
records. Shamir et al. (2015) propose a clinical decision support systems based 
on machine learning clinical decision support systems based on machine learn-
ing (support vector machines, naı̈ve Bayes, and random forest are considered) to 
optimize combined stimulation and medication therapies for Parkinson’s disease. 

• Assisted or automated prescription: In the context of a growing amount of avail-
able clinical data and an increasing focus on personalized care, assisted or au-
tomated prescription constitutes one of the most promising AI applications. For 
instance, Blansit et al. (2019) propose an approachable to prescribe imaging planes 
for cardiac MRI based on deep learning, which relies on the localization of anatomic 
landmarks. Barbieri et al. (2019) train a model to manage blood pressure, fuid 
volume, and dialysis dose in end-stage kidney disease patients. According to the 
authors, these models can help to anticipate patients’ reactions through simulation, 
which can help choose the best treatment for each patient. Leafets contain infor-
mation on the administration of medicines, their composition, warnings or precau-
tions for use that is diffcult for patients to understand. Dascalu et al. (2019) have 
designed an intelligent platform based on NLP techniques for drug administration. 
Its functionalities include adding specifc drugs to the user’s profle, searching for 
possible contraindications or side effects and defning drug administration alerts 
on schedule, based on the doctor’s prescription. This enables improved healthcare 
for users and ensures self-education. 

• Triage: Determining the priority of patients’ treatments by their condition or like-
lihood of recovery is critical in hospitals, especially during a crisis. For instance, 
Kim et al. (2018) propose a classifcation model for survival prediction to perform 
a precise triage. The authors compare the performance of different methodolo-
gies, for example, logistic regression, random forest, and deep neural networks, 
and design a consciousness index capable of remote monitoring through wearable 
devices. 

• Surgery: According to Hashimoto et al. (2018), AI has the potential to revo-
lutionize the way surgery is taught and practiced. The authors review machine 
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learning applications, ANN, NLP, and computer vision. They also point out the 
models’ low interpretability and the diffculty to determine causal relationships 
as the main limitations of AI. Riise, Mannino and Burke (2016) propose a new 
generalized model for surgery scheduling problems. Zhong et al. (2014) present 
a decision support system to develop master surgery schedules. Bai, Storer and 
Tonkay (2017) present a gradient-based algorithm in order to improve some as-
pects, like the cost incurred from patient, waiting time, blocking time, operating 
rooms overtime, etc. 

• Pregnancy management: Management of the pregnancy aims to reduce child and 
maternal mortality by increasing pregnant women’s access to high-quality health 
services. For instance, Moreira et al. (2019a) design smart mobile-health applica-
tions that use machine learning for pregnancy monitoring. These applications are 
able to predict high-risk situations during gestation. Predicting the risk of post-
partum depression during pregnancy through biomedical and socio-demographic 
data analysis constitutes another task where AI may be potentially useful (Moreira 
et al., 2019b). 

5.2. Public health 

Best practices regarding the use of data science and AI in public health have also been 
documented in recent articles. Some of the most relevant ones are included next: 

• Forecasting demand for emergency department services: Accurately predicting 
the demand of services in an emergency department is essential to provide effcient 
and high-quality services. Traditionally, these predictions have been made using 
historical data and experts’ opinions, but some recent works have attempted to add 
Internet search data. Ho et al. (2019) analyze search volume data retrieved from 
Google Trends, and construct regression-based predictive models. The method 
used is relatively simple –multiple linear regression models–, but represents a 
useful tool to address congestion problems. Likewise, Martin et al. (2012) use 
the information from patients’ phone calls to develop a model to alert health pro-
fessionals that could predict when patients with critical conditions, such as those 
who suffered from cardiovascular and lung diseases, who also did not have ap-
pointments would go to the medical center for treatment. When his model was de-
ployed over six months, it was able to predict nearly 70% of the unplanned events, 
which helped give more time to the health system to manage their resources bet-
ter for admitting those patients. A number of experts have been working in this 
subject, developing forecasting strategies to preview the arrivals to emergency de-
partment (Billings et al., 2013; Kam, Sung and Park, 2010; Hoot and Aronsky, 
2008; Hoot et al., 2007). 

• Screening: In many countries, there are population-based screening programs, 
with the cancer screening program as one of the most common. These programs 
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may have restrictions due to budget constraints and lack of experts. Chen et al. 
(2020a) describe an example of the potential of AI in this context. The authors 
present a wristband device based on AI to detect atrial fbrillation (AF). AF is a 
medical condition in which irregular heartbeat can lead to stroke or cardiac arrest. 
Detection of AF can be challenging as some patients may not have the symptoms 
while been screened. The wristband was equipped with sensors that measured 
single-channel electrocardiogram (ECG) and photo-plethysmography (PPG) and 
an AI algorithm designed to detect AF based on the ECG and PPG input. The 
reading accuracy, specifcity, and sensitivity of wristband were 93%, 96%, and 
88% for PPG, and 95%, 99%, and 87% for ECG. Some physicians also evaluated 
the wristband-recorded ECG. Their accuracy, specifcity, and sensitivity of the 
physicians’ judgment were 97%, 98%, and 97%, which were close to those of 
the wristband algorithm. The convenience of using this method has great potential 
for long-term screening patients that may suffer from AF, especially in individuals 
that may have minimal or inconsistent detectable AF symptoms. Another example 
is described in Bao et al. (2020), which explores an AI-assisted cytology system 
in a cervical cancer screening program. It improves sensitivity with clinically 
equivalent specifcity. 

• Epidemics: Data analysis is critical to track outbreaks and design effective strate-
gies to curve epidemics. For example, Ray and Reich (2018) make predictions of 
infectious disease dynamics with ensemble methods. In particular, the authors pre-
dict infuenza season timing and severity measures in the United States, both at the 
national and regional levels. Ganasegeran and Abdulrahman (2020) analyze the 
role of ineffectively preempting, preventing, and combating the threats of infec-
tious disease epidemics, as well as facilitating the understanding of health-seeking 
behaviors and public emotions during epidemics. In the biomedical feld, text 
analysis is performed to identify and extract disease symptoms and their associa-
tions from biomedical text documents retrieved from the PubMed database using 
NLP and information extraction techniques to identify feasible disease symptoms 
(Abulaish et al., 2019). 

• Facing fake news: The spread of inaccurate information on the internet is a daily 
occurrence. The impact on people’s lives is one of the majors concern in the 
feld of public health. Most of the intelligent techniques tackle this problem are 
developed mainly using NLP and machine learning (Mesquita et al., 2020). For 
example, Pulido et al. (2020) conduct an analysis of social media such as Reddit, 
Facebook and Twitter where they identify that messages focused on false health 
information are mostly aggressive, those based on evidence of social impact are 
respectful and transformative. Parfenenko et al. (2020) propose an ANN for the 
classifcation of publications on medical care topic into true and misinformative 
in different WordPress forums to manage this type of publications. 
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5.3. Healthcare management 

We list several types of applications in healthcare management. For each type, a brief 
description and a reference to a recent example are also provided. 

• Healthcare logistics: Logistics constitute a strategic function of hospitals’ man-
agement, senior citizens’ rest homes, pharmaceutical companies, etc. The decision-
making in this feld aims to reduce errors, enhance process quality and reduce 
waiting times. An increasingly popular topic is home healthcare, which has been 
boosted thanks to unstoppable technological progress. An example is described in 
Fikar et al. (2016), where the authors develop a discrete-event driven metaheuris-
tic for dynamic home service routing with synchronized trip sharing. Likewise, in 
Lostumbo et al. (2021), the authors propose a hybrid method, combining simula-
tion with reliability analysis, to improve supply chains in the healthcare sector. A 
review of other works related to home healthcare logistics can be found in Fikar 
and Hirsch (2017), where several applications and different approaches are enu-
merated. 

• Resource forecasting and optimization: The increasing demand for resources and 
the limited capacity in the healthcare sector has increased the use of tools based on 
forecasting, simulation and optimization for resource management. Some works 
optimize, for example, the management of hospital beds and the personnel re-
quired for each bed modeling the problem as an integer linear programming mod-
els, forecast the demand for specialists with ARIMA and linear regression models 
(Ordu et al., 2021). Others plan patient capacity and patient post-hospitalization 
fate using decision models based on survival trees (Garg et al., 2012). Ganguly 
and Nandi (2016) use analysis of variance (ANOVA) to identify drivers of demand, 
and autoregressive integrated moving average (ARIMA) to develop a forecasting 
model for optimal healthcare staff scheduling based on patient arrival rates. Simi-
lar models have been developed to predict patient visits in the emergency depart-
ment (Khaldi, El Afa and Chiheb, 2019), and the demand for health diagnostic 
service such as endoscopy service (Harper, Mustafee and Feeney, 2017). Ellahham 
and Ellahham (2019) present a review on the applications of artifcial intelligence 
to improve patient management and resource allocation in hospitals. 

• Medicine supply chain network design: Logistics activities are essential for an ef-
fcient and sustainable distribution of medicines. Recently, Goodarzian, Hosseini-
Nasab and Fakhrzad (2020) propose a hybrid particle swarm optimization and a 
genetic algorithm to achieve Pareto solutions for the design of a medicine supply 
chain network. 

• Treatment/surgery scheduling: When scheduling surgeries or treatments, such as 
chemotherapy, a number of objectives and restrictions related to costs, elapsed 
times, available rooms, experts, and equipment, have to be optimized. For ex-
ample, Belkhamsa, Jarboui and Masmoudi (2018) present two metaheuristics –an 
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iterative local search approach and a hybrid genetic algorithm– to address the oper-
ating room surgery scheduling, with resource constraints in three stages, namely: 
preoperative, intraoperative, and postoperative stages. The goal is to minimize 
the maximum end time of the last activity in stage 3 and the total idle time in the 
operating rooms. In a different work, Martins et al. (2021) propose a metaheuris-
tic optimization algorithm to support medical staff when assigning and schedul-
ing treatments to cancer patients. The reader interested in healthcare scheduling 
problems is referred to Abdalkareem et al. (2021), which covers patients’ admis-
sion scheduling problems, nurse scheduling problems, operation room scheduling 
problems, surgery scheduling problems, etc. 

• Healthcare facility location-allocation: Making location-allocation decisions re-
lated to healthcare facilities may be a challenge because of multiple conficting ob-
jectives and stakeholders. In this context, Wang, Shi and Gan (2018a) put forward 
a practicable hierarchical model to characterize the trade-off between social, eco-
nomic, and environmental factors. The authors present a bi-level multi-objective 
particle swarm optimization algorithm to deal with the location decision and ca-
pacity adjustment. 

• Assessment of the hospital performance: This constitutes a challenging task be-
cause of the high number of related indicators. For instance, Downing et al. (2017) 
build a semi-supervised machine learning algorithm, which highlights the similar-
ities and differences between hospitals and detects hospital performance patterns 
for 1614 U.S. hospitals. 

• Brand management and marketing: Plenty of strategies in these felds are data-
driven. For example, Oztekin (2018) develop data analytic models to help market-
ing managers identify locations to host peer-to-peer educational events for health-
care professionals. 

• Pricing and risk: Data has always played an important role in insurance. The 
increasing amount of available data may improve the process of pricing and risk 
management. For example, Kshirsagar et al. (2020) assess machine learning mod-
els aiming to predict the per member per month cost of employer groups in their 
next renewal period. The authors conclude that these models may compute an ac-
curate and fair price for health insurance products without losing interpretability. 

• Fraud detection: Medicare fraud, waste, and abuse cause huge losses, but tradi-
tional detection methods tend to be time-consuming and have low accuracy. In 
recent years, AI has been extensively used for fraud detection, and several works 
can be found in the feld of e-health. It is challenging because of class-imbalance. 
Zhang and He (2017) propose a method for medicare fraud detection. It consists 
of two parts: frst, a spatial density-based algorithm, called improved local out-
lier factor; second, a robust regression to analyze the linear dependence between 
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variables. Johnson and Khoshgoftaar (2019) choose the medicare fraud detection 
task to compare several deep learning methods built to deal with the class imbal-
ance problem. The authors employ different data-level techniques, such as random 
over-sampling, random under-sampling, a hybrid one, and several algorithm-level 
techniques, such as a cost-sensitive loss function focal loss, and the mean false 
error loss. 

• Patient/user satisfaction: Patient-oriented interactive tools are a great source of 
data that provide evidence for strategic planning for e-health development. An 
analysis of US hospital websites concludes that most hospitals need basic e-com-
merce tools for their patients/users (Huang and Chang, 2012). A study of more 
than 200 patients in the USA developed by Huang, Chang and Khurana (2012a), 
showed that they are interested in access to information such as medical records 
and lab results. In addition to the patient perspective, it is also noted that there 
are no ways to measure the success of e-health implementations in serving their 
patients/users. However, there are some examples of e-health systems that pro-
vide information on user/patient satisfaction. Silva et al. (2018) present a satis-
faction and usability evaluation of a web-based clinical decision support system 
called HADA for antenatal care assisting in obstetric risk assessment. This pro-
vides a more effective and effcient use of resources and increases the capabilities 
of professionals and satisfaction for both professionals and patients. Similarly, 
Lan Hing Ting et al. (2021) study the development of the use of a robotic assis-
tant for geriatric patients. Their results show that the implementation is feasible, 
as the performance and user satisfaction is promising. Rubrichi, Battistotti and 
Quaglini (2014) present a system for automatic evaluation of users’ perception 
of the quality of an outpatient visit reminder system based on the short message 
service (SMS). The automatic interpretation of the content of these messages is 
useful for monitoring and improving health service performance. 

5.4. COVID-19 

The COVID-19 pandemic is severely affecting health systems and economies. In this 
subsection we review some recent examples of AI applications aimed at fghting the 
COVID-19 pandemic as well as other diseases. 

Regarding the molecular aspects of this disease, AI can be used to identify and vi-
sualize the molecular structures of the SARS CoV-2 proteins, evaluate different existing 
drugs, and design new medicines that may help control the disease. Data science meth-
ods might also be critical for vaccine development, the design of more accurate diag-
nosis methods, and increasing our knowledge about the disease’s molecular and clinical 
pathology. For example, Jumper et al. (2020) have designed a model called AlphaFold 
that predicts the three-dimensional structures of proteins based on their amino acid se-
quences. AlphaFold has been used to identify several SARS-Cov-2 proteins structures. 
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Richardson et al. (2020) have used the biomedical knowledge graph method and 
predicted that Baricitinib –a drug that is often used for the treatment of arthritis– can be 
used against COVID-19 since this drug inhibits the AP2-associated protein enzyme. As 
a result, it would be harder for the virus to enter host cells. Hofmarcher et al. (2020) 
have screened nearly 900 million compounds to estimate their effcacy for the inhibition 
of 3C and papain-like proteases using a long short-term memory model (Hochreiter and 
Schmidhuber, 1997). They used important factors, such as toxicity, predicted inhibitory 
effects, and proximity to known compounds in order to rank them. Finally, they selected 
30000 candidates for further screening. 

Regarding the detection of coronavirus, AI methods for automated classifcation of 
COVID-19 on computed tomography scans are up-and-coming, as shown by numerous 
articles (Kundu et al., 2020; Elaziz et al., 2020; Li et al., 2020). Several companies have 
started developing AI-based apps that work as a COVID-19 health passport, which shows 
people’s vaccination records and COVID-19 disease history and possible exposure to 
the virus based on interactions with people who might have been positive for the virus 
(Milliard, 2020). 

In the social context of the pandemic, it has become important to control the spread 
of information online. More than 1000 fake news were spread during COVID-19 gen-
erating a major social problem of misinformation about the disease (Naeem, Bhatti and 
Khan, 2021). Some intelligent techniques such as transformer-based algorithms, NLP, 
and supervised learning algorithms, have been implemented for data analysis, informa-
tion extraction and identifcation of fake news related with COVID-19 pandemic (Gun-
dapu and Mamidi, 2021). De Magistris et al. (2022) present an automatic fake news de-
tection system based on different techniques from machine learning, deep learning and 
NLP to check medical news and, in particular, the reliability of publications related to 
the COVID-19 pandemic, the vaccine and the cure. Similarly, Mookdarsanit and Mook-
darsanit (2021) develop a NLP model to identify Thai fake news related to COVID-19. 
A systematic review of articles indexed in journal citation report on e-health to combat 
COVID-19 developed by Alonso et al. (2021), provides a guide to deepen the applied 
work of data science and AI in e-health related to the pandemic. Similar analyses have 
also been conducted by other authors such as HassanAbady and Ganjali (2021); Mon-
aghesh and Hajizadeh (2020); and Doraiswamy et al. (2020). 

5.5. Other topics 

The progress of personalized medicine is boosted by the development of omics tech-
nologies (such as genomics, transcriptomics, proteomics and metabolomics). DS and 
AI are essential to combine diverse types of omics data, analyzing them, and using the 
resulting models. Omics technology have the potential of providing a more complete 
view of biology and disease. Related applications may be found for diagnosis (Ma et al., 
2020), prognosis (Poirion et al., 2021), and treatment. In this context, Karczewski and 
Snyder (2018) describe the utility of combining diverse types of data and the potential 
applications in human health and disease. 
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Another feld that AI is starting to revolutionize is drug discovery and design. Heifetz 
(2022) describes a number of applications of AI, machine learning, and deep learning in 
drug design. These new approaches accelerate traditional drug design approaches such 
as: structure- and ligand-based, augmented and multi-objective de novo drug design, 
SAR and big data analysis, prediction of binding/activity, and ADMET, among others. 
This book covers cutting-edge techniques and lists the required software. Yang et al. 
(2019) explain the basic principles of learning tasks of techniques and describe the state-
of-the art of AI-assisted pharmaceutical discovery, covering applications in structure-
and ligand-based virtual screening, de novo drug design, physicochemical and pharma-
cokinetic property prediction, and drug repurposing. Similarly, Jing et al. (2018) discuss 
applications, limitations, and lines of future research, but focusing on deep learning 
–including convolutional neural networks, recurrent neural networks, and deep auto-
encoder networks. 

6. Insights and open challenges 

This section offers a brief discussion based on the articles analyzed in the previous sec-
tions. We focus on drawing insights from the aforementioned articles, identifying open 
challenges, and proposing future lines of work. 

6.1. Insights from the Literature 

According to the results of our search in the Google Scholar and Scopus databases, the 
number of articles applying data science methods and AI algorithms in e-health has 
being systematically increasing over the last decade. 

The raising interest in these methods and algorithms is a direct consequence of the 
huge amount of available healthcare data, as well as on the growing demand for new 
methods and tools that support decision-making in increasingly complex healthcare sys-
tem. For instance, the growing design and use of smart devices that collect health data 
favors the use of data analytics and AI techniques in diagnostics and diseases prediction. 

A wide range of methodologies have been adopted in e-health already, e.g.: mod-
eling, simulation, statistics, machine learning, data visualization, etc. In particular, it is 
relevant to highlight the use of ANN in general healthcare and psychological interven-
tions, as well as the use of machine learning to disease prediction. There are several 
authors that propose an interactive machine learning approach, in which algorithms in-
teract with human or computational agents to optimize the learning process and improve 
the results. Given the large amount of unstructured data in the sector (e.g., clinical data 
and diagnostic information in text), NLP techniques are gaining prominence. 

Among the different healthcare areas, those where the use of AI can be more valuable 
are patient administration, clinical decision support, patient monitoring, and healthcare 
interventions. The most popular topics studied with AI are related to cancer, depression, 
Alzheimer disease, heart failure, and diabetes. It is commonly accepted that the emer-
gence of data science/analytics and AI represent a paradigm shift in healthcare. Today, 
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the biggest challenge is a cultural one: it is needed that healthcare staff adopt and employ 
these techniques regularly. This can be achieved by reducing the gap between AI experts 
and healthcare staff. Among potential strategies, designing multidisciplinary curricula 
is the most promising one. Another challenge, regarding the practical implementation 
of these methods and algorithms, is the lack of a culture on data sharing among pa-
tients, hospitals, academia, and industry. Algorithms’ transparency and interpretability 
constitute other barriers to the practical implementation of these approaches. 

During the last years, the COVID-19 pandemic has evidenced the key role of data 
science/analytics methods and IA algorithms in e-health. A large number of authors 
have made related contributions aiming to identify and visualize the molecular structures 
of the SARS CoV-2 proteins, evaluate different existing drugs, design new medicines 
that may help to control the disease, and develop mechanism to detect coronavirus. 
Indeed, there are many big areas of applications where these analytical and computa-
tional tools are extensively being used, among others: patient care (e.g., in diagnosis, 
prescription, personalized medications and care, etc), public health (e.g., screening, epi-
demics, forecasting demand for emergency department services, etc), research and de-
velopment (e.g., drug discovery, gene analysis and editing, etc), healthcare management 
(e.g., medicine supply chain network design, and treatment/surgery scheduling, etc). 

6.2. Open challenges and future research lines 

The growing volume of data in healthcare and the increasing complexity of decision-
making processes is due, at least in part, to the variability in the evolution of diseases 
and their interaction with individuals, and gives rise to several challenges. The analysis 
performed in previous sections shows how data science/analytics and AI methods can 
effciently support decision-making and disease diagnosis in different healthcare felds 
and their potential in the training of medical processes, disease control, and other many 
areas. According to the OECD (2020), the main challenges facing the integration of 
intelligent data-driven systems in the healthcare sector are associated with the hetero-
geneity of health and medical data. In this sector, data are not standardized, varying both 
between individuals and between populations and subfelds. This can create cultural, 
racial, or geographic biases when transferring the applicability of models to patients or 
populations with different characteristics from the training data. There is also a risk that 
the quality and quantity of the data may be far from optimal, thus generating confusion 
between the noise and the real data during model training and preventing generalized 
models’ development. Besides, much of the data provided in this sector is infuenced by 
the human factor, as practitioners are typically responsible for providing the information. 
This results in errors, mistakes, and biases in the data, which affects the quality of the 
learning models. 

One of the biggest barriers to the integration of data-driven systems in healthcare 
is the confdentiality and security of patient data. Information security laws around the 
world seek after a hazard- and process-oriented approach to guarantee the privacy, as-
tuteness and accessibility of information and the strength of frameworks. This requires 
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an intermittent handle to audit the adequacy of the security measures and their cease-
less enhancement. Information assurance is not a one-off action, but a task that must 
be inserted into all exercises relating to the management of health information systems. 
Similarly, information security could be an assignment and obligation of everybody in-
volved in information handling, and ought to not be allotted solely to an information 
security offcer or information administration division (Organization et al., 2021). 

The safe and successful exchange of information must take into account protec-
tion issues. The implementation of the EU’s Common Information Assurance Control 
(GDPR) has contributed to hindering the exchange of wellbeing information with an-
alysts outside the EU/EEA. The Common Information Security Control (GDPR) ad-
dresses individual information security within the European Union (EU) and European 
Financial Area (EEA) and the universal exchange of information with areas outside the 
locality. Additionally, the use of GDPR has presented obstacles to this worldwide ex-
change of information with outside the EU/EEA, posing problems for academic analysts, 
healthcare professionals and others within the open division. The European Patients’ 
Group has published data for patients on their rights to information and how exemptions 
to consent for research purposes (with specialized and authorized shields) should be 
monitored. The European Commission disseminates a master guideline for EU analysts 
on morality and information assurance, including universal information exchange. The 
Chamber of Universal Organizations of Therapeutic Sciences (CIOMS), in collaboration 
with WHO (CIOMS 2016), has created moral standards for health-related research con-
sent (counting consent for unspecifed future use) for the collection, capacity and use of 
organic tissue and related information. According to the GDPR, consent must be given 
unreservedly, in particular, educated and unambiguous. All this information is available 
at the report International sharing of personal health data for research, published by All 
European Academies (ALLEA), the European Academies’ Science Advisory Council 
(EASAC), and the Federation of European Academies of Medicine (FEAM). 

According to Blume (2015), the free development of information from the EEA is 
allowed in case there is a “suitability” choice for the benefciary. The necessities for a 
nation to comply with the breadth guidelines are strict (Anghel and Drachenberg, 2019) 
and depend on whether solid safety standards are as of now connected inside that nation. 
Up to the present, he European Commission has recognized that some countries have 
satisfactory security (e.g. Andorra, Argentina, Canada (related to trade associations); 
Faroe Islands, Guernsey, Israel, Isle of Man, Japan, Shirt, Modern Zealand, Switzer-
land, and Uruguay). Therefore, there is no broad option for major research-intensive 
countries, such as China, Australia, USA and South Africa, and it is exceptionally un-
likely to occur in countries that lack a legal framework to ensure protection, such as 
Australia or China. However, it is well known that intelligent methodologies must en-
sure algorithms transparency, robustness, and security. Risk management approaches 
(Sahoo et al., 2014) and best practices in applying the methodologies could ensure the 
protection and responsible use of data. Essential to this is political engagement –both 
nationally and internationally– in the healthcare sector through policy and regulatory re-

https://allea.org/portfolio-item/international-sharing-of-personal-health-data-for-research/
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forms that compensate for data protection and the use of data in AI to deliver value to 
patients and society. 

Another barrier is related to the rejection of the integration of AI tools into processes 
by medical practitioners. Healthcare professionals feel that digital tools could interfere 
with their patient care decisions. Understanding how they work is essential to infu-
ence their perspective on the use of smart technologies. Wang, Kung and Byrd (2018b) 
states that a data-driven healthcare organization needs data-driven environments that are 
well understood, reliable, accessible, and secure. Some strategies for the successful in-
tegration of smart technologies start from the foundation of strategic planning aimed at 
establishing a data-driven culture with a robust protocol that enables effective data uti-
lization at all times. All healthcare personnel must acquire and foster a culture of sharing 
information horizontally –not only among themselves but also with providers and users, 
developers, and analysts. Likewise, this requires staff trained and skilled in intelligent 
data-driven technologies, who know the value of data in intelligent decision-making 
processes. Given the constant evolution of technologies, cloud computing becomes an-
other requirement to meet the challenges of storage, processing, model development, 
and analysis of results. 

There are several research lines that stem from the lack of multidisciplinary inte-
gration strategies between data science/analytics/AI scientists and healthcare experts, as 
well as the development and implementation of data-driven intelligent systems in the 
sector. The use of AI fosters the development of personalized systems for the treatment 
and prescription of patients. The development of personalized care systems allows to au-
tomate prescriptions and assist patients that require continuous monitoring. Rather than 
replacing doctors, this helps to enhance their efforts to care for their patients adequately. 
Other more generalized applications have come to light recently with the COVID-19 
pandemic. Many of these show the potential of these models and tools in predicting and 
controlling virus dynamics and helping to understand and address the consequences in 
the healthcare sector and society. These applications can transcend to other health pro-
cesses, such as predicting disease evolution, the scheduling of healthcare resources in 
different contexts, the study of long-term social impacts, etc. 

7. Conclusions 

This work has discussed the role of data science/analytics methods and AI algorithms 
in e-health, pointing out the emerging research topics, reviewing the existing literature, 
presenting some of the most popular methods and their applications to the healthcare 
industry, and highlighting the main challenges that need to be yet addressed in order to 
boost the use of data-intensive methods and algorithms in healthcare, and make the most 
out of them. 

With the increasing use of mobile devices and sensors, large volumes of data can 
be collected now in real-time. Likewise, digitization processes are increasing the size of 
medical databases and the possibilities for searching and processing data in them, includ-
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ing enhanced data visualization services. Classifcation and clustering algorithms allow 
for more intelligent use of both preventive and reactive treatments. Regression models 
can also be employed to predict values related to illness trajectories. In the e-health con-
text, one should consider interactive machine learning methods, which require human 
expertise to make effcient decisions when dealing with complex medical treatments. 
Apart from guaranteeing the quality of data and solving the heterogeneity-of-sources is-
sue, other aspects that have to be considered when dealing with e-health data are related 
to the legal and privacy dimensions. 

Artifcial intelligence algorithms have shown to be effective in enhancing the qual-
ity of healthcare services (e.g., to speed up diagnostic processes, to personalize medi-
cations, to support surgery operations, etc.), increasing the effciency of public health 
systems (e.g., by predicting the evolution of epidemics, by forecasting demand for hos-
pital services, etc.), accelerating drug discovery, and supporting healthcare logistics and 
performance, among many other applications. 

Regarding open challenges, these are probably more related to the need for a cultural 
change than for a technical evolution. In other words, the acceptance of a data- and 
algorithm-driven culture is needed instead of the traditional one, which is mainly based 
on the human subjective opinion. Hence, medical experts and healthcare managers need 
to get used to working hand in hand with data scientists, who will develop models, 
analyze data, and support the former when making complex decisions involving many 
variables. Likewise, the heterogeneity of data sources and the privacy and legal aspects 
associated with health data are relevant barriers that require a considerable effort to be 
reduced. All in all, the technology and the algorithms are quite advanced already to make 
better and more extensive use of them if those barriers are eliminated. Therefore, the next 
decade is expected to provide us with many novel applications of data science/analytics 
methods and AI algorithms in the healthcare industry. 
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