4.2 The Model

Consider a banking sector with a risk-neutral banks distributed uniformly on a unit circle. A bank $i$ has equity capital $k$. Banks on assets earn rates $\bar{r} = (\bar{r}_1, \bar{r}_2)$ in an era to utilise equity, $D(\bar{r}_1, \bar{r}_2)$, which they invest in assets or in their own equity capital.

There is a continuum of equityors, also uniformly distributed on the unit circle, with one unit of fun apiece. A equityor can equity his fun in a bank and earns equity rate next period. We assume no net equity of equity insurance. A equityor incurs a per-unit transport cost if he unrolls to a bank.

Banks can choose between a pure equity asset and a illus asset. The pure equity asset yields a return $\alpha$, and the illus asset, has a return $\gamma$ with probability $\theta$ and zero with probability $1 - \theta$. The pure equity asset has his expected return $\mathbb{E}[(\alpha > 0)]$, but if the illus is successful it has his private return $\mathbb{E}[(\gamma > 0)]$. The bank incurs $k + D(\bar{r}_1, \bar{r}_2)$ in an asset.

If bank $i$ chooses to invest in pure equity the illus assets then his expected profits, respectively are:

$$\pi^p(\bar{r}_1, \bar{r}_2, k) = \alpha k + (\alpha - \bar{r}_1)D(\bar{r}_1, \bar{r}_2, k)$$

$$\pi^\gamma(\bar{r}_1, \bar{r}_2, k) = \theta(\gamma k + (\gamma - \bar{r}_1)D(\bar{r}_1, \bar{r}_2, k)).$$

The consumption follows: Banks simultaneously offer equity rates. Depositors then choose the bank in which to equity their fun $s$. The equity utilisation is follow $s$ the portfolio choice in the banks. Finally, project outputs are realised and the equityors are paid.

4.3 Equilibrium

In this section, we characterise the equilibria of the economy where banks on pure in the equity assets to offer rates on choose a pure equity asset or a illus asset to invest in, in the equityors choose banks to place their fun $s$. We

---

$^3$We assume that the unit bank has fixed amount of equity capital.
will focus on two types of equilibria in a competitive system. A 
prudent equilibrium, where all banks choose to invest in the pre-ent asset, and a 
panicking equilibrium, where all banks invest in the the illiquid asset. The natural solution concept 
here is Subgame Perfect Equilibrium. Since, the 
operators have to incur a per unit transport cost t to travel to a bank, the transport cost relative to the number of 
banks in the economy (\(\frac{t}{q}\)) can be used as a proper measure of asset concentration.3 
This is because, if the transport cost increases relative to the number of banks, from the total number of operators, each bank can lower the deposit rate to earn his/her 
rent.

When the transport cost relative to the number of banks is very high, there is little 
left for the operators who, in equilibrium, would not find it profitable to travel to 
a bank to place their funds (since, deposit rate would not be high enough to cover the 
incremental transport cost). In that case, we see that a Local 
Monopoly arises. On the contrary, if concentration is low, all the operators are 
willing to participate in equilibrium. Then a Competitive 
universe arises. Prior to 
characterizing the equilibrium, we first consider the necessary conditions for existence of pre-ent an a illiquid equilibrium in both types of asset conditions.

Banks will choose to invest in pre-ent asset if the expected profits from pre-ent 
asset exceed the expected profits from an illiquid asset (\(\pi^p \geq \pi^i\)), i.e., if the 
profit of a bank satisfies the following No Gambling Condition.

\[
D_i \leq \frac{-\max\{0, 1-\theta\} \pi_i - m\}}{(1-\theta)\pi_i - m}
\]

where \(\pi = \pi - \theta y\). We assume that \((1-\theta)\pi_i > m\) i.e., that the net 
right-hand side of the above inequality is positive.

4.3.1. Competitive Equilibrium

A competitive banking sector is a 
universe where all the operators place their funds in any one of the two banks rather than in the other.

First, consider a Competitive Pre-ent Equilibrium (CPE). We first compute the 
when he offers \(r_i\), all the other banks, \(r\). A operator

3See Salop [27].
at a distance x from bank \( i \) is in different between when two bank \( i \) and bank \( i+1 \) if

\[
r_i - x = \frac{x}{n} - x_i\frac{1}{n}.
\]

If the equities anticipate that all banks are aim to choose the present asset, then the aim for equity of bank \( i \) is even \( b \):

\[
D^{GP}(r_i, x) = 2x(r_i, x) = \frac{r_i - x}{n} + \frac{1}{n}.
\] (4.1)

Here, one should take two restrictions into account. First, all the banks must comply with the No Gambling Condition. Second, there is an equity who has incentive not to participate in the asset, i.e., for an equity at a distance \( x \) from a bank \( i \), \( r_i - 1 \geq x \). This restriction implies the following Participation Condition:

\[
D^{GP}(r_i) \leq \frac{2(r_i - 1)}{n}
\] (PC)

Hence, bank \( i \)'s shareholders will solve the following profile:

\[
\text{max} \{ \alpha - r_i \} \left( \frac{r_i - x}{n} + \frac{1}{n} \right).
\]

s.t. \((\text{NG})\) and \((\text{PC})\).

From Hahn-Heber conditions of the above and equation profile, one can find three invariant regions over which the strategic equity rate \( r_i = x = r^{GP} \) is a can i at opt in \( \alpha \). This is an arise below.

\[
\alpha^{GP} = \begin{cases} 
\alpha & \text{if } \frac{\alpha}{n} \leq \alpha - \frac{s}{n} \\
\frac{s}{n} & \text{if } \alpha - \frac{s}{n} \leq \frac{2m - s/2}{n} \\
\frac{2m - s/2}{n} & \text{if } \frac{2m - s/2}{n} \leq \frac{\alpha}{n} \leq 2(\alpha - 1),
\end{cases}
\]

where \( r = \min \{ \frac{\alpha}{n} \} \) is the equity rate which uses the \((\text{NG})\) bin with equal equity for all banks. In or to understand the above, first consider the corner solution \( r \). This equity rate will satisfy \((\text{PC})\), which implies \( \frac{s}{n} \leq 2(\alpha - 1) \). Also at \( r \), the profit function will have a non-negative slope which implies \( \frac{s}{n} \leq \alpha - \frac{r}{n} \). This is a case of the interior solution \( \alpha = \frac{s}{n} \). This will satisfy both \((\text{NG})\) and \((\text{PC})\), which implies \( \alpha - r \leq \frac{s}{n} \leq \frac{2m - s/2}{n} \). Finally, consider the other corner solution \( (1 + \frac{1}{2n}) \) which sat
satisfy (NG) and at this point the profit function must have a negative slope. These two together implies that \( \frac{3n\alpha - \beta}{\delta} \leq \frac{\alpha}{\delta} \leq 2(\gamma - 1) \). Therefore, a strictly CPE exists only if

\[
\frac{\alpha}{\delta} \leq 2(\gamma - 1) = \phi^2.
\]

Next, we analyze the Case of infinite CPE Equilibria (CCE). Note that when a bank \( i \) offers a deposit rate \( r_i \), a depositor in this bank sets (in expectation) \( \theta r_i \).

The in different equilibria \( \gamma \) between \( i \) and \( i + 1 \) is even to an indifferent between \( i \) to \( i + 1 \):

\[
\theta r_i - \theta r_{i+1} = \theta r_i - \theta r_i \left( \frac{1}{\phi} - 2 \right) = 0.
\]

If the depositors anticipate that all banks are to choose the infinite asset, the deposit of bank \( i \) is in even to:

\[
\frac{D^{NEW}(r_i, r_{i+1})}{D^{NEW}(r_i, r_i)} = \frac{D(r_i - r_{i+1})}{D(r_i - r_i)} = \frac{\theta((r_i - r_{i+1}) - 1)}{\theta((r_i - r_i) - 1)} + \frac{1}{\phi}.
\]

Bank \( i \)'s shareholders will solve the following profit

\[
\pi_{new} + \theta r_i \left( \frac{\theta((r_i - r_{i+1}) - 1)}{\theta((r_i - r_i) - 1)} + \frac{1}{\phi} \right)
\]

taking into account the (PC) thus that (NG) is reverse.

A aim one can now be to find the deposit rate on which a strictly CPE exists for an indifferent between \( i \) to \( i + 1 \). The can \( i \) to be optimal for a strictly CPE exists are even to:

\[
\gamma = \begin{cases} \gamma - \frac{4}{\phi} & \text{if} \quad \frac{4}{\phi} > \min \left\{ \frac{2(\gamma - 1)}{\phi}, \theta((\gamma - 1)) \right\} \\ \gamma & \text{if} \quad \theta((\gamma - 1)) \leq \frac{4}{\phi} \leq 2(\theta(\gamma - 1)) \\ \frac{1}{\phi} \left(1 + \frac{4}{\phi} \right) & \text{if} \quad \frac{4}{\phi} \geq 2(\theta(\gamma - 1)) 
\end{cases}
\]

First consider the interior solution \( \gamma - \frac{4}{\phi} \). This must satisfy both the reverse (NG) and (PC), which implies \( \frac{4}{\phi} \leq \theta((\gamma - 1)) \) and \( \frac{4}{\phi} \leq \frac{2(\gamma - 1)}{\phi} \). Then consider the corner solution \( \gamma \). This deposit rate must satisfy (PC), which implies \( \frac{4}{\phi} \leq 2(\theta(\gamma - 1)) \). Also at \( \gamma \), the profit function must have a negative slope which implies \( \theta \geq \theta((\gamma - 1)) \). Finally, consider the other corner solution \( \frac{1}{\phi} \left(1 + \frac{4}{\phi} \right) \) which must satisfy the reverse (NG).
and at this point the profit function must have a negative slope. These two set either \( i \) or \( j \) such that \( \frac{\Delta L}{\Delta r} \geq 2(\theta^* - 1) \).

The above condition gives the necessary conditions for all \( c_i \) rates of \( r^{CM} \) to exist. In Section 3.3 we will show that the two corner solutions can be ruled out, an and the interior solution constitutes a CCE.

### 4.3.2 Local Monopoly Equilibrium

A local monopoly sector is a market where between an two consecutive banks on the circle there is a non-zero profit of equilibration who will not place their fun in either of the banks. Consider a bank \( i \) offering deposit rate \( r_i \). A depositor at distance \( x \) from \( i \) will prefer to stay bank \( i \) if \( r_i - 1 < \frac{x}{2} \). Hence, bank \( i \) will set a \( r_i \) of deposit if \( x \leq \frac{2(r_i - 1)}{\frac{x}{2}} \) for either \( i \) can be will have following deposit rate \( r_i \):

\[
D(r_i) = \frac{2(r_i - 1)}{\frac{x}{2}}.
\]

In this section, we discuss two possible kinds of monopoly equilibria: Pro and an Anti.

First, we look for the conditions under which a Monopoly Pro equilibrium (MPE) exists. In such equilibrium, banks set the core profits subject to the No Gambling Condition, and the No Participation Constraint. Since banks offer deposit rate which is in open end of the other banks' exists, it is sufficient to check that the depositor at \( x = \frac{1}{2} \) does not deposit in either of the banks. Hence, the No Participation Constraint tells us that

\[
r_i \leq 1 + \frac{x}{2}.
\]  

Therefore, bank \( i \)'s shareholders will solve the following problem:

\[
\max_{r_i} k + (\alpha - r_i) \left( \frac{2(\theta^* - 1)}{\frac{x}{2}} \right).
\]

s.t. (NG) and (NPC).

For Kuhn-Tucker conditions of the above maximization problem, the can \( \alpha \) note
for \( r_i = r = r^{MPE} \) are as follows below.

\[
r^{MPE} = \begin{cases} 
1 + \frac{\theta}{\delta} & \text{if } \frac{\Delta}{\delta} \leq \min\{\alpha - 1, 2(\hat{p} - 1)\}, \\
\hat{p} & \text{if } \frac{\Delta}{\delta} \geq 2(\hat{p} - 1) \text{ and } \alpha - 1 \geq 2(\hat{p} - 1), \\
\frac{\alpha}{\alpha - 1} - 1 & \text{if } \frac{\Delta}{\delta} \geq \alpha - 1 \text{ and } \alpha - 1 \leq 2(\hat{p} - 1),
\end{cases}
\]

where \( \hat{p} \) is defined by:

\[
\frac{\Delta}{\delta} \geq \frac{2(\hat{p} - 1)}{1 - \theta(\hat{p} - 1) - \alpha}.
\]

Note that when \( \frac{\Delta}{\delta} \geq \min\{\alpha - 1, 2(\hat{p} - 1)\} \), the deposit rate offered by a bank is \( r^{MPE} = \min\{\frac{\alpha}{\alpha - 1}, \hat{p}\} \). This form of deposit rate depends on the slope of the profit function at \( \hat{p} \). If \( \frac{\Delta}{\delta} \geq \frac{\alpha}{\alpha - 1} \), then the slope is negative, and hence the deposit rate that maximises bank's profit is simply \( \frac{\alpha}{\alpha - 1} \). Also an MPE exists only if:

\[
\frac{\Delta}{\delta} \geq \min\{\alpha - 1, 2(\hat{p} - 1)\} = \eta^{MPE}.
\]

In the rest of this section, we analyse the Monopoly Gambling Equilibrium (MPE). A bank \( i \), operates on the part of the demand curve \( d \) above \( p_i \) (i.e., the No Gambling Condition is reversed). Also, in this case, the No Participation Constraint is slightly different from the case of a prudent monopoly:

\[
r_i \leq \frac{1}{\theta} \left(1 + \frac{\alpha}{2\alpha - 1}\right).
\]

Hence, bank \( i \)'s shareholders will solve the following problem:

\[
\max_{r_i} \theta \gamma k + \theta(\gamma - r_i) \left(2(\theta r_i - 1) \right) \frac{2(\theta r_i - 1)}{\delta}.
\]

---

3 Notice that when \( r^{MPE} = 1 + \frac{\theta}{\delta} \), this is same as a CPE with deposit rate \( 1 + \frac{\theta}{\delta} \). Hence, the part of MPE, where \( \frac{\Delta}{\delta} \leq \min\{\alpha - 1, 2(\hat{p} - 1)\} \), will be referred to as a CPE.

4 Given the timing of the stage game, a bank choosing prudent or gambling asset depends only on the total size of the deposit in the bank (i.e., on the No Gambling Condition), not on who are the depositors placing funds with him. In case of board management, we only concentrate on the prudent equilibrium where the total deposit comes from the depositors staying closest to a bank. Hence, one should also take into account that there might be equilibria of other types, given that in all these equilibria, the total deposit of a bank is of the same size.

5 While interpreting the above necessary conditions, notice that \( \hat{p} \) is a function of \( \frac{\alpha}{\alpha - 1} \). After some steps of tedious algebra one can show that \( \frac{\Delta}{\delta} \geq 2(\hat{p} - 1) \) if and only if \( \frac{\Delta}{\delta} \geq 2(\hat{p} - 1) \).
s. t. the reversed (NGI) and (NPCP)k.

The candidates for $r = r^{MPk}$ are:

$$r^{MPk} = \begin{cases} \frac{\theta}{n} (1 + \frac{\theta}{n}) & \text{if } \frac{\theta}{n} \leq 0 \gamma - 1 \text{ and } \frac{\theta}{n} \geq 2(\theta^0 - 1), \\ \theta & \text{if } \frac{\theta}{n} \geq 2(\theta^0 - 1) \text{ and } 0 \gamma - 1 \leq 2(\theta^0 - 1), \\ \frac{\theta}{n} & \text{if } \frac{\theta}{n} \geq 0 \gamma - 1 \text{ and } 0 \gamma - 1 \geq 2(\theta^0 - 1), \end{cases}$$

where $\theta$ is defined by:

$$\frac{2(\theta^0 - 1)}{n} = \frac{\text{max}}{(1 - 0 \gamma)^2 - \text{sm}}.$$  

Also when $\frac{\theta}{n} \geq \text{max}\{0 \gamma - 1, 2(\theta^0 - 1)\}$, then

$$r^{MPk} = \text{max} \left\{ \frac{0 \gamma + 1}{2n}, \theta \right\}.$$  

In the following proposition, we show that none of the candidates for $r^{MPk}$ can constitute an equilibrium.\(^{23}\)


Proof. We are going to provide one deviation from each of the above candidates, $\theta$ and $\frac{\theta}{n}$, and all deviations have the common feature of generating same deposits as the candidates they deviate from.

First consider the deposit rate $\theta$. A bank would be strictly better off by choosing a prudent asset and offering a deposit rate $0 \theta$. Hence, the MGIE with deposit rate $\theta$ cannot survive as an equilibrium. Next, consider the deposit rate $\frac{\theta}{n}$. In the similar fashion, this is also dominated (in terms of profits) by a deposit rate $\frac{\theta}{n}$ and a bank choosing a prudent asset.

The only thing remains to be checked is that any non-participating who can alter bank's investment decision will stay out. This may happen only when $r^{MPk} = \theta$ (when (NGI) is binding). Let $x$ be the maximum distance that a depositor travels from. We call $x$ the marginal consumer, for whom $1x = \theta - 1$. She will not participate if $0 \theta - 1 \leq \delta x$. Hence, it is sufficient to show that $0 \theta - \theta \leq 0$. This is always true, since $\text{sm} > 0$ and $\theta < 1$.  \(\square\)

\(^{23}\)In the same vein as the MPEk, the MGIE with deposit rate $\frac{\theta}{n} = \frac{\theta}{n}$ will be called k MGE.
4.3. Equilibrium

Thus far we have provided only the necessary conditions for the existence of different types of equilibria and showed that an MGE never exists. In the following section, we also provide the sufficient conditions for existence.

4.3.3 Characterisation of Equilibrium

In the following proposition, we characterise the equilibrium. Recall that the term $\frac{A}{m}$ is used as a measure of market concentration.

Proposition 4. For a given level equity capital of each bank, $K_n$,

(i) there exists a threshold $\psi$ such that if $\frac{A}{m} \leq \psi$ (low market concentration), only the Competitive Gambling Equilibrium exists, with the banks offering deposit rate $\gamma = \frac{A}{m}$

(ii) if $\frac{A}{m} \in [\psi, \psi']$ (intermediate levels of market concentration), both a Competitive Gambling Equilibrium and a Competitive Prudent Equilibrium exist, with banks offering $\gamma = \frac{A}{m}$ and $\rho$ or $\alpha = \frac{A}{m}$, respectively.

(iii) if $\frac{A}{m} \in [\psi', \psi''']$ (moderately high levels of concentration), only Competitive Prudent Equilibrium exists, with banks offering $\alpha = \frac{A}{m}$ or $1 + \frac{A}{m}$

(iv) if $\frac{A}{m} \geq \psi'''$ (very high concentration), only Monopoly Prudent Equilibrium exists, with banks offering $\frac{\alpha A}{m}$ or $\rho$.

Proof. First we show that in case of CGE, only the interior solution survives. Consider the solution $\frac{A}{m}(1 + \frac{A}{m})$. Notice that this deposit rate is optimal only if $\frac{A}{m} \geq 200\rho - 1$. It is easy to check that $\gamma' D(1 + \frac{A}{m}) > \gamma'' D \left( \frac{1}{2} (1 + \frac{A}{m}) \right)$. Hence, a bank will have incentive to reduce the deposit rate, attracting the same deposit, and becoming a local (prudent) monopolist. Next, when the deposit rate $\rho$ is a candidate optimum, a bank can gain strictly higher profit by reducing the deposit rate to $\frac{\alpha A}{m}$, attracting the same demand, and switching to prudent assets. Hence, only the interior optimum survives. In this region, no bank can gain by offering a different deposit rate and choosing a prudent asset. a CGE exists if and only if:

$$\frac{A}{m} \leq \min \left( \frac{2(\beta \gamma - 1)}{3}, \theta(\gamma - \rho) \right) = \psi'''.$$
Next, there exists a threshold value $\bar{\phi} \leq \phi$ such that if $\frac{\bar{\phi}}{\bar{\phi}} \leq \frac{\phi}{\phi}$ a bank will find it profitable to switch to a gambling asset by offering a deposit rate which is his best response to $\phi$. Hence, for $\frac{\bar{\phi}}{\bar{\phi}} \leq \frac{\phi}{\phi}$ there is no CPE.

Recall that $\phi' = \min \{ \alpha - 1, 2(\phi - 1) \} = \min \{ \alpha - 1, \phi^P \}$. Therefore, CPE and MPE might co-exist if $\alpha - 1 < \phi^P$. However, this does not occur, since a bank has incentive to choose to become a local monopolist by offering a deposit rate $\frac{\phi}{\phi}$. In this region, no bank can gain by offering a different deposit rate and choosing a gambling asset. Therefore, a symmetric CPE exists if and only if:

$$\bar{\phi} \leq \frac{\phi}{\phi} \leq \phi^P$$

Notice that if $\bar{\phi} < \phi^P$, then CPE and CPE do not exist together.

Finally, when $\frac{\phi}{\phi} \geq \phi^P$, only MPE exists since, by Proposition 1, there is no MPE.

The intuition behind the above proposition is fairly straightforward. When the market concentration is very low, competition erodes banks' profit, thus leaving little incentive for them to invest in prudent assets. Also, with fierce competition, banks offer high deposit rates which compensate for the unravelling cost of the deposits (although they receive only a fraction of it). On the other hand, for very high degree of concentration, banks gain monopoly rent, and hence they have incentive to choose prudent asset in order to preserve that. For, even a higher values of $\frac{\phi}{\phi}$, the market becomes monopolistic, i.e., banks offer even lower deposit rate which is not conducive to attract the depositors located at a longer distance. The above proposition is summarized in the following figure.

[Insert Figure 1: Relevant here]

Also, for intermediate levels of concentration, banks might invest in the prudent asset by offering a lower deposit rate or in the gambling asset offering a higher rate which compensates for the expected loss for the depositors due to a possible failure in gambling.

---

The threshold is given by $\bar{\phi} = \left( \sqrt{\phi - \phi^2} - \sqrt{\phi^2 - \phi^4} \right)^2$. 
4.4 Comments on Welfare

In this section, we discuss the connection between market concentration and welfare. In the current set up, social welfare is simply the total consumer's surplus, since the deposit rate is transfer from the banks to the depositors.

Proposition 4 shows that for a very low level of market concentration, banks only invest in the gambling asset. For a fixed level of equity capital, as concentration increases prudent behaviour also becomes part of the equilibrium strategy. And ultimately, risk-taking disappears. Depositors benefit from the higher deposit rate offered in the prudent equilibrium. Consequently, market concentration enhances social welfare. For very high concentration, the market becomes monopolistic, and some depositors are left out of the market. In this case, social welfare decreases.

Clearly, welfare is maximum if the market concentration is neither too high nor too low, although efficiency increases (in the sense that, bank choose the prudent asset rather than the gambling asset) with the level of market concentration.

Moreover, a change in bank's equity capital influence our results in an important way. Recall that the threshold values of market concentration that determine different types of equilibrium depend on $r$, which is increasing in $k$. When $k$ increases, risk-taking and local monopoly become less likely since the regions over which CGE and MPE emerge shrinks. As competition along with prudent behaviour is more likely, social welfare is potentially higher.

4.5 Conclusions

In this chapter, we use a model of banking sector based on spatial competition, and analyze the role of market concentration in influencing the risk-taking behaviour of banks. Using a static model we show that, for a very low level of market concentration, banks invest in the gambling asset. On the other hand, when the market concentration increases, banks invest only in the prudent asset. We assert that, more market concentration works as a device to refrain banks from being involved in high risk activities. We also show non-monotonic relation between concentration and social welfare.
Figure 1: Characterisation of Equilibrium
Appendix

A. Appendix to Chapter 2

The Principal-Agent Contracts

We solve for the optimal principal-agent contract for a pair \((P, A)\):

\[
\begin{aligned}
\text{maximize} & \quad u_0 = \pi_0(K)\theta_g + (1 - \pi_0(K))\theta_y - K \\
\text{subject to} & \quad (PC) \quad \pi_0(K)(y - \theta_g + \theta_y) - \theta_y \geq 1 \\
& \quad (LSC) \quad \theta_g \leq y + u^d \\
& \quad (LF) \quad \theta_y \leq u^d.
\end{aligned}
\]

At the optimum, (LC) binds, so we write the constraint with equality.9 Using this, one can replace \(\theta_y\) in the objective function and the other three constraints. Moreover, if (PC) and (LF) are satisfied, (LSC) also holds. Hence, the above programme reduces to the following:

\[
\begin{aligned}
\text{maximize} & \quad u_0 = \pi_0(K)\theta_y - \frac{\pi_0(K)\theta_g}{\pi_0(K)\theta_g - \theta_y} + \theta_y - K \\
\text{subject to} & \quad (PC') \quad \frac{\pi_0(K)\theta_g}{\pi_0(K)\theta_g - \theta_y} - \theta_y \geq 1 \\
& \quad (LF') \quad u^d - \theta_y \geq 0.
\end{aligned}
\]

We denote \(\mu_0\) and \(\mu_1\) the Lagrangean multipliers of (P1'). Then, the Kuhn-Tucker

9To be more precise, \((LC)\) does not bind if \(u^d\) is very high, that is in the region where the limited liability constraint does not play any role and the first best contract is signed. This corresponds to Case 2 in the analysis that follows.
The first-order conditions are given by: \[ \mu e^{\rho} - 1 + (1 - \mu_0)\frac{\pi_0 e^{\rho} - \pi_0 e^{\rho}}{\pi_0 - \pi_0} = 0 \] (4.2)

\[ 1 - \mu_0 - \rho_0 = 0 \] (4.3)

\[ \mu_0 \left( \frac{\pi_0(K) - \pi_0(K^*)}{\pi_0(K) - \pi_0(K^*)} - \theta \right) = 0 \] (4.4)

\[ \mu_0 \left( u^0 - \theta \right) = 0 \] (4.5)

\[ \frac{\pi_0(K)}{\pi_0(K) - \pi_0(K^*)} - \theta - 1 \geq 0 \] (4.6)

\[ u^0 - \theta \geq 0 \] (4.7)

\[ \rho_0 \geq 0 \] (4.8)

Now we study different regions where the Kuhn-Tucker conditions can be satisfied. For simplicity, we develop the analysis when \( \pi_0 - \pi_0 < 0 \).

**Class 1:** \( \mu_0 = \rho_0 = 0 \) (Both the constraints are non-binding)

From (4.3), we can see that this case is not possible.

**Class 2:** \( \mu_0 > 0, \rho_0 = 0 \) (\( LP \) is non-binding and \( PCS \) is binding)

From (4.3), \( \mu_0 = 1 \). Then from (4.2), we have \( \mu e^{\rho} = 1 \), where \( K^0 \) is the first-best level of investment. Using (\( PCS \)) and (\( LP \)), one has

\[ u^0 \geq \frac{\pi_0(K^0)}{\pi_0(K^*) - \pi_0(K^*)} - 1 \equiv u^0. \]

Hence, if \( u^0 \geq u^0 \) a candidate for optimal solution exists involving \( K = K^0 \). In particular, an optimal payment vector is \( (\theta, \theta) = (1 + u^0 - \frac{\pi_0(K)}{\pi_0(K^*)}, 0) \).

**Class 3:** \( \mu_0 = 0, \rho_0 > 0 \) (\( LP \) is binding and \( PCS \) is non-binding)

From (4.3), \( \rho_0 = 1 \). Then (4.2) implicitly defines the level of optimum investment \( K^* \),

\[ \mu e^{\rho} - 1 + \frac{\pi_0(K) - \pi_0(K^*)}{(\pi_0(K) - \pi_0(K^*))^2} = 0. \]

Note that the hypothesis \( \pi_0(K) \) and \( \rho_0 \) equal zero that the optimum \( K^* \) must be interior and it satisfies that first-order conditions. The corner solution for \( \theta \) is explicitly taken into account.
From (III), we also have $\theta_2 = w^l$. Moreover, $\theta_3$ is determined by (IIC) as $\theta_3 = y + w^l \frac{1}{\pi_2(\bar{K}) - \pi_2(\bar{K})}$. And from the non-binding (PC') we have:

$$w^l \leq \frac{\pi_2(\bar{K})}{\pi_2(\bar{K}) - \pi_2(\bar{K})} - 1 = \bar{w}.$$

That is, the previous contract can only be a candidate if $w^l \leq \bar{w}$.

**Case 4**: $\mu_0 > 0$, $\mu_0' > 0$ (Both the constraints are binding).

From (III), $\theta_2 = w^l$. Then (PC') defines the optimal $K$ as an implicit function of $w^l$. Denote this by $K(w^l)$, which must satisfy the following condition

$$\frac{\pi_2(K(w^l))}{\pi_2(K(w^l)) - \pi_2(K(w^l))} = w^l + 1. \tag{4.8}$$

Finally, $\theta_3$ is determined by (IIC). Previously found $\theta_2$, $\theta_3$ and $K(w^l)$ are indeed the candidates for optimum if the Lagrange multiplier, $\mu_0$, implicitly defined by (4.2) lies in the interval $[0, 1]$ (so that constraints (4.3) and (4.8) are satisfied). Given that $\pi_2[w^l - \pi_2(\bar{K})] < 0$, $\mu_0 < 1$ if and only if

$$\mu_0 \pi_2(K(w^l)) - 1 > 0 \Rightarrow K(w^l) < K^*.$$

Again using $\pi_2[w^l - \pi_2(\bar{K})] < 0$, $K(w^l) < K^*$ is optimal if

$$\frac{\pi_2(K(w^l))}{\pi_2(K(w^l)) - \pi_2(K(w^l))} < w^l + 1 \Rightarrow w^l < w^l.$$

Similarly, $\mu_0 > 0$ if and only if

$$\mu_0 \pi_2(K(w^l)) - 1 + \frac{\pi_2(K(w^l)) \pi_2(K(w^l)) - \pi_2(K(w^l)) \pi_2(K(w^l))}{\pi_2(K(w^l)) - \pi_2(K(w^l))} < 0.$$

The above inequality implies $K(w^l) > \bar{K} \Rightarrow \frac{\pi_2(\bar{K})}{\pi_2(\bar{K}) - \pi_2(\bar{K})} < 1 + w^l \Rightarrow w^l > \bar{w}$. Hence, the optimal contract corresponds to the solution found in Case 1 when $w^l < \bar{w}$, is the candidate found in Case 3 when $w^l > \bar{w}$, and it is the first-best contract of Case 2 when $w^l \leq w^l$.

Proof of Proposition 1.
From (II), we also have \( \theta_y = w^1 \). Moreover, \( \theta_g \) is determined by (IC) as \( \theta_g = y + w^1 \frac{m}{m + b} \). And from the non-linear (PC) we have:

\[
\frac{m}{m + b} \leq \frac{\pi_0(K)}{\pi_0(K) - \pi_n(K)} - 1 = w^1.
\]

That is, the previous contract cannot only be a candidate if \( w^1 \leq w \).

**Case 2:** \( \mu_0 > 0 \), \( \mu_0 > 0 \) (Both the constraints are binding)

From (II), \( \theta_y = w^1 \). Then (PC) defines the optimal \( K \) as an implicit function of \( w^1 \). Denote this by \( K(w^1) \), which must satisfy the following condition:

\[
\frac{\pi_0(K(w^1))}{\pi_0(K(w^1)) - \pi_n(K(w^1))} = w^1 + 1. \tag{4.23}
\]

Finally, \( \theta_g \) is determined by (IC). Previously found \( \theta_y \), \( \theta_g \) and \( K(w^1) \) are indeed the candidates for optimum if the Lagrange multiplier, \( \mu_0 \), implicitly defined by (4.2) lies in the interval \([0, 1]\) (so that constraints (4.3) and (4.8) are satisfied). Given that \( \pi_0(K(w^1)) < 0 \), \( \mu_0 < 1 \) if and only if

\[
y_1(w^1) = \pi_0(K(w^1)) - 1 > 0 \Rightarrow K(w^1) < K^0.
\]

Again using \( \pi_0 \pi_0 - \pi_0 \pi_0 < 0 \), \( K(w^1) < K^0 \) is optimal if

\[
\frac{\pi_0(K(w^1))}{\pi_0(K(w^1)) - \pi_n(K(w^1))} < w^1 + 1 \Rightarrow w^1 < K^0.
\]

Similarly, \( \mu_0 > 0 \) if and only if

\[
y_1(w^1) = \pi_0(K(w^1)) - 1 + \frac{\pi_0(K(w^1))\pi_0(K(w^1)) - \pi_0(K(w^1))\pi_n(K(w^1))}{\pi_0(K(w^1)) - \pi_n(K(w^1))} < 0.
\]

The above inequality implies \( K(w^1) > K \Rightarrow \frac{w^1}{\pi_0(K(w^1)) - \pi_n(K)} < 1 + w^1 \Rightarrow w^1 > K \). Hence, the optimal contract corresponds to the solution found in Case 1 when \( w^1 < w \), is the candidate found in Case 4 when \( w < w^1 < w^0 \), and it is the first-best contract of Case 2 when \( w^0 \leq w^1 \).

Proof of Proposition 1.
We are to show that if \( w^1 > w^2 \) in the region \( w^1 < w^2 \), then \( w^1(A^1, c^{2,1}) > w^2(A^2, c^{2,2}) \). From the previous section one can write the value function \( u^i(w^i) = w^i(A^i, c^{2,2}) \). Using the Envelope theorem, we get \( u^i(w^i) = \mu_i > 0 \) and hence the proposition.

**Contracts in a Stable Outcome**

Let us rewrite (P2):

\[
\begin{align*}
\text{maximise} & \quad u_{ab} = \pi_a(K)(y - \theta_s) - (1 - \pi_a(K))\theta_f - 1. \\
\text{subject to} & \quad \left\{ \begin{array}{l}
(PCP) \quad \pi_a(K)\theta_s + (1 - \pi_a(K))\theta_f = K^* \geq 0, \\
(IC^1) \quad ||\pi_a(K) - \pi_b(K)|| (y - \theta_s + \theta_f) \geq 1, \\
(IS) \quad \theta_s \leq y + w^1, \\
(LF) \quad \theta_f \leq w^1.
\end{array} \right.
\end{align*}
\]

As we have pointed out in the paper, this programme is individually rational for the agent only if \( \theta_s \leq u_{ab}(A^1, c^{2,2}) \). Denote by \( u^{\text{max}}(w) \) the level of wealth such that \( \theta_s \) is the utility of a principal that hires an agent with this wealth under a principal-agent contract. Programme (P2) is only well defined for \( w^1 \geq u^{\text{max}}(w) \). At the optimum, (PCP) binds. Hence, one can substitute for \( \theta_s \) in the objective function and the rest of the constraints. Also, if both (IC) and (LF) hold, then (IS) becomes redundant. Then one has the above programme reduced as the following:

\[
\begin{align*}
\text{maximise} & \quad \pi_a(K)y - \theta_s - K^* - 1. \\
\text{subject to} & \quad \left\{ \begin{array}{l}
(IC^0) \quad \pi_a(K)y - \frac{\pi_a(LK)}{\pi_b(LK)} + \theta_f = K^* \geq 0, \\
(LF) \quad \theta_f \leq w^1.
\end{array} \right.
\end{align*}
\]

Let \( \nu_1 \) and \( \nu_2 \) be the Lagrange multipliers for (IC) and (LF), respectively. The
Kuhn-Tucker (first-order) conditions are

\[\mu u^* - R + \nu_h \left( \mu u^* (K^*) - 1 + \frac{\pi_h(K^*)}{\pi_h(K^*)} \pi_h(K^*) - \pi_h(K^*) \pi_h(K^*) \right) = 0 \quad (4.10)\]

\[\nu_h \left( \frac{\pi_h(K^*) - \mu u^* (K^*)}{\pi_h(K^*)} \right) - \nu_h = 0 \quad (4.11)\]

\[\nu_h \left( (\pi_h(K^*) - \mu u^* (K^*) \left( \frac{y - \frac{\theta - \theta_{F I} + K^*}{\pi_h(K^*)} - 1}{\pi_h(K^*)} \right) \right) = 0 \quad (4.12)\]

\[\nu_h (w^d - \theta_{F I}) = 0 \quad (4.13)\]

\[\left( (\pi_h(K^*) - \mu u^* (K^*) \left( \frac{y - \frac{\theta - \theta_{F I} + K^*}{\pi_h(K^*)} - 1}{\pi_h(K^*)} \right) \right) \geq 0 \quad (4.14)\]

\[w^d - \theta_{F I} \geq 0 \quad (4.15)\]

\[\nu_h, \nu_h \geq 0 \quad (4.16)\]

Now we study different regions for the Kuhn-Tucker conditions to be satisfied.

**Class 1:** \( \nu_h = 0, \nu_h > 0 \) (ILP) is binding and (IC), non-binding

Using (4.11), one can see that this case is not possible.

**Class 2:** \( \nu_h > 0, \nu_h = 0 \) (ILP) is non-binding and (IC), binding

From (4.11), it is clear that this case is not possible either.

**Class 3:** \( \nu_h = \nu_h = 0 \) (Both the constraints are non-binding)

From (4.10), \( K^* = K^{w^d} \), the first best level of investment. The payment made to the principal in case of failure, \( \theta_{F I} \) is calculated from (TCP). For example, \( \theta_{F I} = w^d \) and \( \theta_{F I} = \frac{\theta - \theta_{F I} + K^{w^d}}{\pi_h(K^{w^d})} \) are optimal. From (IC) and (ILP), the above is only possible if

\[w^d \geq -\pi_h(K^{w^d}) y + K^{w^d} + \frac{\pi_h(K^{w^d})}{\pi_h(K^{w^d})} = u^d.\]

**Class 4:** \( \nu_h > 0, \nu_h > 0 \) (Both the constraints are binding)

In this case, \( \theta_{F I} = w^d \) and optimal investment is a function of \( u^d, K^*(u^d, \theta_{F I}) \), that is implicitly defined by the condition

\[-\pi_h(K) y + K + \frac{\pi_h(K)}{\pi_h(K) - \pi_h(K)} = u^d. \quad (4.17)\]
Notice that, from (4.10), for $K \leq \Lambda^m$, \( \nu_0(K) = 1 + \frac{u^1(K)(u^0; u^i) - u^0(K)(u^0; u^i)}{|u^1(K)(u^0; u^i) - u^0(K)(u^0; u^i)|} \geq 0 \). From the above expression, this immediately implies that \( \lambda(K) \) is increasing in \( u^1 \). The previous values of \( \nu_0, \nu_1, m \) and \( \lambda(K) \) are optimal solutions to the above programme if the multipliers \( \nu_0 \) and \( \nu_1 \) defined in equations (4.10) and (4.11) satisfy (4.16), i.e., they are non-negative. Notice that (4.10) implies \( \nu_0 \geq 0 \) if and only if \( \nu_1 \geq 0 \). To check when \( \nu_0 \geq 0 \), notice that if \( u^1 > u(0) \), then it is necessary that:

\[
\begin{align*}
\nu_0(K^0) & = -\lambda_0(K^0; u^0) + \lambda_1(K^0; u^0) + \frac{\lambda_0(K^0; u^0) - \lambda_0(K^0; u^0)}{\lambda_0(K^0) - \lambda_0(K^0; u^0)} \\
& > -\lambda_0(K^0) + \lambda_0(K^0; u^0) + \frac{\lambda_0(K^0) - \lambda_0(K^0; u^0)}{\lambda_0(K^0) - \lambda_0(K^0; u^0)} = u(0).
\end{align*}
\]

Now we can characterise the optimal contract as follows.

\[
\begin{align*}
K^* = \begin{cases} 
\lambda_0(K^0; u^0) & \text{if } u^1 < u(0) \\
\Lambda^m & \text{if } u^1 \geq u(0),
\end{cases}
\end{align*}
\]

\[
\theta_0 = \begin{cases} 
\frac{\lambda_0(K^0; u^0) - \lambda_0(K^0; u^0)}{\lambda_0(K^0) - \lambda_0(K^0; u^0)} & \text{if } u^1 < u(0) \\
\frac{\lambda_0(K^0; u^0)}{\lambda_0(K^0)} & \text{if } u^1 \geq u(0)
\end{cases}
\]

and \( \theta_1 = u^1 \)

Here we also want to prove that for any level of \( u^1 \geq u^0(\bar{u}) \), \( \lambda_0(K^0; u^0) \geq \Lambda^m(u^0) \). First of all we know that \( \lambda_0(K^0; u^0) > K^0(u^0) \). Comparing (9) and (17), it is clear that proving \( \lambda_0(K^0; u^0) \geq \Lambda^m(u^0) \) is equivalent to showing that \( \lambda_1(K^0) - \lambda_0(K^0) \geq 1 \). Suppose that \( u^0(\bar{u}) \leq u^0 \). Then \( \bar{u} \) is given by

\[
\bar{u} = \lambda_0(K^0; u^0) - \frac{\lambda_0(K^0)}{\lambda_0(K^0) - \lambda_0(K^0; u^0)} + u^0(\bar{u}) - \lambda_0(K^0).
\]

Using the above together with (4.10), it is easy to see that \( \lambda_0(K^0) - \lambda_0(K^0; u^0) \geq 1 \).

This also proves that \( u^0(\bar{u}) \leq u^0 \). We now do the same considering \( u^0(\bar{u}) > u^0 \). Notice that, in this case \( \bar{u} = \lambda_0(K^0; u^0) - \Lambda^m(u^0) \). Also, \( \lambda_1(K^0; u^0) - \lambda_0(K^0; u^0) \geq 0 \), since investment is increasing in wealth. These previous two facts imply the above assertion that \( \lambda_0(K^0; u^0) \geq \Lambda^m(u^0) \) for all \( u^1 \geq u^0(\bar{u}) \).
The Case when $\pi_0(K) > \pi_0(K') < \pi_0(K) = \pi_0(K)$

In this paper, we have analyzed our model under the assumption that $\pi_0 > \pi_0$. We also assumed that, all the qualitative results of our model would hold good under the assumption that $\pi_0 \pi_0 < \pi_0 \pi_0$. Under this assumption, the findings in Appendix A imply $K > K(u^0) > K^0$ and $K(u^0)$ is decreasing for $u^0 \in (u_0, u^0)$. The reason behind this is the following: When $\pi_0(K')$ is increasing relative to $\pi_0(K)$, for a high level of initial incentives, giving incentives is much easier. Because of this, for low levels of wealth, the principal gives over incentives to the agents by reducing more money (equivalently, the optimal investment is higher). Similarly, under this assumption, the findings of Appendix C imply that $\pi_0(u^0) > K^0$ for $u^0 > u^0(0)$.

Proof of Theorem 3

Consider $w > w$. First we prove that each SPE outcome is stable. We do this through several claims. (a) At any SPE, the contracts accepted are (among) the ones yielding the highest utility to the principals. Otherwise, a principal accepting a contract that yields lower utility would have incentives to switch to a better contract that has not already been taken. (b) At any SPE, all the contracts that are accepted provide the same utility to all the principals. Otherwise, on the contrary, consider one of the (at most $w - 1$) contracts that gives the maximum utility to the principals. If one of the agents slightly decreases the payments offered at the first stage, his contract will still be accepted at any Nash equilibrium (NE) of the second-stage game for the new set of offers (because of (a)). (c) At any SPE, precisely $w$ contracts are accepted.

To see this, suppose on the contrary that at most $w - 1$ contracts are accepted. Then there is a (unmatched) principal with zero utility. This is not possible since (b) holds. (d) The contracts that are finally accepted are those offered by the wealthiest agents. Suppose $w^k > w^l$ and the contract offered by $A^k$ is accepted, but not the one by $A^l$. Then $A^k$ can offer a slightly better (for the principals) contract than $w^k$. Given (c), this new contract will be accepted at any NE of the second-stage game. This is a contradiction. (e) All the contracts signed are optimal. Otherwise, an agent offering a non-optimal contract could improve it for both (any principal and himself). This new contract will certainly be among the $w$ best contracts for the principals (since the previous contract was) and hence, will be accepted at any SPE outcome. (f) Finally,
any SPE outcome is stable. It only remains to prove that the common utility level of the principals at any SPE, denoted by $\bar{\alpha}$, lies in $[\alpha_{JK}(A^{n+2}, s^{n+3}(\alpha^J)), \alpha_{LJ}(A^n, s^n)]$. First, $\bar{\alpha} \leq \alpha_{JK}(A^n, s^n)$, because otherwise, some agents would be better-off by not offering any contract. Secondly, $\bar{\alpha} \geq \alpha_{LJ}(A^{n+2}, s^{n+3}(\alpha^J))$ for agent $A^{n+2}$ not to have incentives to propose a contract that would have been accepted.

We now prove that any stable outcome can be supported by an SPE strategy. Let $(\alpha, C)$ be a stable allocation where each principal gets utility $\bar{\alpha}$. Consider the following strategies of each agent $A^j$ for all $j$ and of each principal $P'_i$ for all $i$:

$$\pi_j = \begin{cases} \pi_{j,P'_j} & \text{if } \rho(A^j) \in P' \\ \pi_j & \text{else} \end{cases} \text{ s.t. } \alpha_{JK}(A^j, \pi_j) = \bar{\alpha} ; \text{ for any } P'_i \in P, \text{ otherwise.}$$

And $\pi_i = \rho(P'_i)$ if $i$ is played in the first stage. Otherwise, principals select any agent compatible with an NE in pure strategies given any other message $s$ sent in the first period. These strategies constitute an SPE yielding the stable outcome $(\alpha, C)$. To see this, notice that given any message $s^i \neq \bar{s}^i$, principals play their NE strategies. Given that $\bar{s}^i$ is played in the first stage, by deviating any principal $P'_i$ she cannot gain more than $\bar{\alpha}$. This is true because any contract offered in the first stage yields the same utility $\bar{\alpha}$ to any principal. Now consider deviations by the agents. Given that $\bar{\alpha} \geq \alpha_{LJ}(A^{n+2}, s^{n+3}(\alpha^J))$, by stability, there does not exist any contract that would be offered by an unmatched agent that guarantees him a positive utility while yielding at least $\bar{\alpha}$ to a principal. Hence, unmatched agents do not have incentives to deviate. Also, given the efficiency of the contracts in a stable allocation, there does not exist a different contract that a matched agent could offer at which he could have strictly improved while still guaranteeing at least $\bar{\alpha}$ to the principal. If there is a platform of contracts that yields utility $\bar{\alpha}$ to the principals, it is easy to check that there is no NE of the game at which a contract providing utility lower than $\bar{\alpha}$ is accepted by a principal. Hence, the matched agents do not also have any incentive to deviate from $\bar{s}$.

The proof when $\bar{\alpha} \leq \bar{\alpha}$ is easier than before and follows similar arguments. To prove that each SPE yields stable outcomes where principals obtain zero profits, it is sufficient to check that the following three claims hold. (a) At any SPE, the contracts accepted are (among) the ones yielding the highest utility to the principals. (b) At any SPE, precisely $m$ contracts are accepted and they provide zero utility to all other principals. (c) All the contracts signed are optimal.
To prove that the stable outcomes (the agents' optimal, if \( m \leq n \)) can be supported by an SPE strategy, let \((\mu, c')\) be a stable allocation where each principal gets utility \( U \). Consider the following strategies of each agent: \( A^j \) for all \( j \) and of each principal \( P^k \) for all \( k \):

\[ H^i = c^i(0) \text{ for any } A^j \]

And \( H^i = \mu(P^k) \) if \( H \) is played in the first stage. Otherwise, principals select any agent compatible with an NE in pure strategies given any other message is sent in the first period.

\section{Appendix to Chapter 3}

\textbf{Analysis of the Optimal Contract:}

We solve for the optimal contract for an intermediate-firm pair \((v, w^d)\). The contract should solve the following maximization program:

\[
\max_{(p,v,w)} u^i = pv + (1 - p)v
\]

\textbf{s.t.}

\[ u^i = p(y - R) - (1 - p)v + \frac{1 - p^2}{2k_0} \tag{4.18} \]

\[ v_k(y - R + r) = p \tag{4.19} \]

\[ R \leq y + w^d \tag{4.20} \]

\[ r \leq w^d. \tag{4.21} \]

Since, constraint (4.19) is satisfied with equality we can substitute for \( R \) in the objective function and the other constraints in order to obtain the following reduced program:

\[
\max_{(v,w)} v = \frac{p^2}{v_k} + r
\]

\textbf{s.t.}

\[ \frac{p^2}{2k_0} - r + \frac{1}{2k_0} \geq w^d \tag{4.22} \]

\[ r \leq w^d. \tag{4.23} \]
Let \( \nu_1 \) and \( \nu_2 \) be the Lagrange multipliers of the above programme. The Kuhn-Tucker (first-order) conditions are given by:

\[
\begin{align*}
  p & - \frac{2p}{\tilde{a}_1 \nu_1} + \nu_2 \frac{p}{\tilde{a}_1} = 0 \quad (4.24) \\
  1 - \nu_1 - \nu_2 & = 0 \quad (4.25) \\
  \nu_1 \left( \frac{y^2}{2\tilde{a}_1} - r + \frac{1}{2\tilde{a}_1} - m^1 \right) & = 0 \quad (4.26) \\
  \nu_2 (u^1 - r) & = 0 \quad (4.27) \\
  \frac{y^2}{2\tilde{a}_1} - r + \frac{1}{2\tilde{a}_1} - m^1 & \geq 0 \quad (4.28) \\
  u^1 - r & \geq 0 \quad (4.29) \\
  \nu_1, \nu_2 & \geq 0 \quad (4.30)
\end{align*}
\]

We consider the following cases.

**Case 1:** \( \nu_1 = \nu_2 = 0 \). This is not compatible with equation (4.25).

**Case 2:** \( \nu_1 > 0 \) and \( \nu_2 = 0 \). Let \((p^u, R^u, r^u)\) be the candidate solution in this case. From (4.25), \( \nu_1 = 1 \). Then from (4.24) one gets \( p = \alpha y \). Given \( \alpha y \geq 1 \), \( p^u = 1 \). From constraint (4.19) in programme (P\(^u\)) and equation (4.26), one gets

\[ R^u = r^u = y - m^1. \]

The utilities are given by:

\[
\begin{align*}
  u_1^u &= y - m^1, \\
  u_2^u &= m^1.
\end{align*}
\]

Finally, the solution must satisfy (4.29), i.e.,

\[
\frac{\alpha y^2}{2} + \frac{1}{2\tilde{a}_1} - m^1 < u^1.
\]

Hence, \((p^u, u^u)\) in the above region \((p^u, R^u, r^u)\) is candidate for an optimum. In this region, the contract is the first-best contract where the provision of incentive does not involve any cost.
**Case II:** \( \nu_1 = 0 \) and \( \nu_2 > 0 \). Then from equation (4.27), \( v^d = w^d \). From equations (4.25) and (4.24) we have \( \mu^d = \frac{\alpha^d}{\beta^d} \). Then from constraint (4.19) of programme (P') we get \( \bar{R}^d = \frac{2}{\alpha^d} + w^d \). The utilities are given by:

\[
\begin{align*}
\bar{u}_1^d &= \frac{\alpha^d}{4} + w^d, \\
\bar{u}_2^d &= \frac{\alpha^d}{8} + \frac{1}{2\alpha^d} - w^d.
\end{align*}
\]

Notice that a firm \( w^d \) gets his project financed if \( w^d \geq \bar{w} = \rho(1 + v_0) - \frac{v_1^2}{v_0} \), since for \( w^d \geq 0, \mu^d \geq \rho(1 + v_1) \). Finally, the solution must satisfy equation (4.38) which implies

\[
\frac{\alpha^d}{8} + \frac{1}{2\alpha^d} - \bar{w} > w^d.
\]

Hence, for \((\mu^d, \bar{R}^d, v^d)\) in the above region, \((\bar{R}^d, R^d, \bar{R}^d)\) is a candidate for an optimum.

**Case III:** \( \nu_1 > 0 \) and \( \nu_2 > 0 \). Then from (4.27), \( F = w^d \). Substituting this in equation (4.26) we get,

\[
\bar{R} = \frac{\mu^d - v_0}{\sqrt{2\alpha^d(\mu^d + \bar{w})}} - 1.
\]

Then from constraint (4.19) of programme (P') we get:

\[
\bar{R} = \mu^d + w^d - \frac{1}{\alpha^d} \sqrt{2\alpha^d(\mu^d + \bar{w})} - 1.
\]

The utilities are given by:

\[
\begin{align*}
\bar{u}_1^d &= \mu^d \sqrt{2\alpha^d(\mu^d + \bar{w})} - 1 - 2\alpha^d - w^d + \frac{1}{\alpha^d}, \\
\bar{u}_2^d &= \bar{w}.
\end{align*}
\]

Since, \( \nu_2 > 0 \) from equation (4.24) we have \( n_2 - 2\beta \leq 0 \). This implies

\[
\frac{\alpha^d}{8} + \frac{1}{2\alpha^d} - \bar{w} \leq w^d
\]

Also \( \nu_1 < 1 \) implies that \( n_2 - \bar{R} \geq 0 \) (equation (4.24)). Hence we get:

\[
\frac{\alpha^d}{8} + \frac{1}{2\alpha^d} - \bar{w} \geq w^d
\]
Hence, for \((w, m')\) in the above region, \((B, \bar R, F)\) is a candidate for an optimum. Given the previous analysis, we can conclude that the optimal contracts are those described in the text. ■

Proof of Lemma 3

Consider the value function \(u(m, w, \sigma')\) of programme \((F')\). The Lagrange function is given by: Using Envelope Theorem we get,

\[
\frac{\partial u(m, w, \sigma')}{\partial w} = v > 0. \]

The above implies:

\[
u(m, w, \sigma') > u(m, w, \sigma') \quad \text{if} \quad w > w'
\]

Also

\[
\frac{\partial u(m, w, \sigma')}{\partial \sigma} = -v < 0, \]

since, at the (incentive constrained) optimum \(v > 0\). Hence, we have

\[
u(m, w, \sigma') > u(m, w, \sigma') \quad \text{if} \quad \sigma < \sigma'
\]

The above two together imply:

\[
u(m, w, \sigma') > u(m, w, \sigma') \quad \text{if} \quad w > w' \quad \text{and} \quad \sigma < \sigma'.
\]

This completes the proof of the lemma. ■

Detailed Proof of Theorem 6

First we show that in a stable outcome if the willingness to pay decreases (condition (DWP)) then the matching is negatively assortative. Consider the following condition:

\[
\Delta u(m, j, j') \leq \Delta u_0(m, j, j') \quad \text{for} \quad m > m_0 \quad \text{and} \quad w > w'. \quad \text{(DWP)}
\]

Then the above and Part (c) of Theorem 1 together imply that in a stable outcome we must have \(\mu(w') = m_0\) and \(\mu(w) = m_1\), and hence \(\mu\) is negatively assortative.
The only thing remains to be shown is that, given stability, the condition \((\text{DWP})\) is always satisfied. As we have discussed earlier that the solution to programme \((P)\) is candidate to be optimal over three disjoint regions of the parameter space. It is easy to check that under first-best and when the firm's individual rationality constraint is not binding \(\Delta m^t(j, f^t) = \Delta m^t(j, f^t)\) for \(m^t > w^t\) and \(w^t > w^t\). So \((\text{DWP})\) is automatically satisfied.

To see this in the intermediate region, consider the maximum value function \(w(m, w^t, \sigma^t)\) of the maximisation programme \((P)\). From this we get:

\[
\frac{\partial^2 w}{\partial m \partial \sigma} = \frac{\partial^2 w}{\partial m^t \partial \sigma^t} = y \sqrt{2m^t (w^t + \sigma^t) - 1} \left[ 1 - m^t (w^t + \sigma^t)^2 (2m^t (w^t + \sigma^t) - 1)^{-1} \right] \leq 0,
\]

since \(j^t \leq 1\). The above equation implies:

\[
\begin{align*}
& w(m, w^t, \sigma^t) - w(m, w^t, \sigma^t) \leq w(m, w^t, \sigma^t) - w(m, w^t, \sigma^t) \quad (4.31) \\
& w(m, w^t, \sigma^t) - w(m, w^t, \sigma^t) \leq w(m, w^t, \sigma^t) - w(m, w^t, \sigma^t)
\end{align*}
\]

The above two together imply

\[
w(m, w^t, \sigma^t) - w(m, w^t, \sigma^t) \leq w(m, w^t, \sigma^t) - w(m, w^t, \sigma^t)
\]

This is nothing but \((\text{DWP})\), and hence the theorem. ■
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