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Introduction

I ntroduction

The conceptual framework of this dissertation is defined by the use of Data Envelopment
Analysis (DEA) tools for assessing corporate performance of firms and industrial sectors
from countries acting long ago under the laws of the market mechanism, and from
transition economies. DEA relates to the economic notion of a production function and an

efficiency frontier in a non—parametric setting.

The application of DEA goes from non—profit organisations (such as schools, hospitals,
etc.) to for—profit firms in a variety of fields: commercia firms, banking and finance,
pharmaceutical firms, computer industry, grocery industry, agricultural farms, etc.
Despite the large consideration of the technique in the banking and finance sectors, it was
much less applied in other services and industrial sectors, and even less in transition

economies.

The analysis performed here focuses on the estimates of targets provided by DEA for
measuring and explaining the main determinants of corporate performance. This includes
an assessment of the effects of economies of scale, benchmarking of a firm’s output and
profit performance, and assessment of the capacity utilisation degree, only to mention
some of the applications to be found in this dissertation. From a methodological point of
view, as we go over the chapters, we switch from a less restrictive framework of
analysis, i.e. technical frontiers, to gradually more restrictive settings that is, cost and

profit frontiers.

Alternative tools like e.g. ratio analysis, are insufficient for assessing performance,
because it is not found to be suitable for setting targets so that units can become more
efficient, and there are limitations when considering the effects of economies of scale or
with the identification of benchmarking policies. These are the main reasons why DEA

and/or regression analysis are used instead of or to complement ratio analysis.
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Introduction

We base our empirical analysis on a panel data which consists of firms grouped in six
industrial sectors from the manufacturing industry, the main branches being: textiles,
pulp, paper and paperboard; chemicals, and rubber and plastic products. The international
dimension of the panel is given by the fact that we work with seven European countries,
five of them belonging to the advanced market economies — Belgium, France, Italy,
Netherlands, and Spain — and two from transition economies, Bulgaria and Romania

respectively.

The database consists of accounting information, end-year observations, and covers a
time period of four years, from 1995 to 1998. Our initia intention was to include more
countries both from Western and Central and Eastern Europe, as well as alarger period of
time, but due basically to data availability and to the necessity of shaping a balanced
panel, the fina structure is the one briefly introduced here, and explained more in detail

in Chapter 1 of the dissertation.

The main reason why we combine here advanced and transition economies in a sole data
set it is justified by the fact that we would like to use the performance of the Western
economies as a comparative benchmark for the two transition countries. Moreover, itis
common knowledge that Bulgaria and Romania are considered to go at a slower path with

respect to other countriesin transition like e.g. Czech Republic, Hungary and Poland.

The transition process to the market economy started in almost all the countriesin Eastern
Europe in the early ‘90s, and implied fundamental changes in all the aspects and fields of
economic and political activity. Many studies on transition have concentrated on
productivity growth but very few — both at macro and micro level — applied techniques
related to the conceptua framework of production functions, economies of scale, non-
parametric frontier efficiency (DEA), cost efficiency, capacity utilisation degree or

constrained profit maximisation.

The studies analysing convergence between the EU/OECD block and the Central and East

European countries offer various perspectives of viewing the transition process: evolution
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Introduction

of exchange rates, interest rates, inflation, unemployment, public debt or volatility of
GDP are only some of the aspects more frequently treated. Our analysis is approaching
the transition process from the perspective given by the benchmarking in efficiency

between transition economies, and advanced market economiesin the EU.

In Chapter 2 of the dissertation we would like to give some more insight about the
comparative performance of the countries in the data set in the field of productivity,
measured by the growth rate of output (turnover), at firm level. Apart from one output we
work aso with three inputs. fixed assets, number of employees, and material expenses.
The objective is to quantify the main contributing factors in explaining the growth in
output, and hence firms performance in productivity. The traditional literature on this
topic gives as main explanatory factors for the observed changes in productivity: the

technical efficiency change, technical change, and the increase in inputs’ usage.

Technical efficiency change, so called catching up effect, is associated with the use of
knowledge gained through imitation. The international diffusion of technology give the
low-productivity countries the opportunity to adopt (imitate) the techniques of the leader
and hence catch up with the higher productivity countries. Improvements in technical
efficiency are assimilated in time with movements towards the production frontier. The
second factor, technical change, measures the shifts in the production frontier and hence
show the impact of innovation on productivity growth. The main sources of innovation
are the R&D activities whose findings are later on incorporated into the productive
activity, and the spill-over effects of R&D. Finally, the third factor, inputs usage, explains
the growth in output determined by the disposability of new resources like raw materials,

labour and capital, and can be viewed as a movement along the same production frontier.

The novelty about the non-parametric methodology (DEA) we use in Chapter 2 comes
first, from the fact that it allows us to measure technical change, using three different
settings. (a) work with final year data; (b) with initial year, and (c) averaging the results
previously obtained in (a) and (b). Second, we capture the scale effect (usually isolated

from the technical efficiency) from the decomposition of input usage factor.
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At country level we would like this way to see which of the seven economies included in
the data set igare actually shifting the frontier, bearing the burden of investing in
technology, which ones are just benefiting from imitation, and which of the countries are
growing just because they are varying the level of inputs used in the production process.
Great part of the empirical studies dedicated to explaining the differences between growth
rates of countries follow the approach of the traditional neoclassical growth theory. They
focus on the relationship between income distribution, capital accumulation and growth,
but not on technology, usually assumed to have some public good characteristics. Studies
such as Abramovitz* (1986), Baumol (1986), Maddison (1987), Baumol and Wolf (1988)

or Barro and Sala-I-Martin (1992) are only some examples of the traditional view.

The opposite direction of investigation focus in the technology gap approach to the
economic growth. The authors in this tradition argue that the differences in GDP per
capita across countries are due to the technological differences. Moreover, many studies
in this line distinguish between efficiency change (diffusion) and technical change
(innovation). This decomposition is particularly important since most industrialized
countries, it is argued, contribute to the technological frontier through innovation,
although not to the same extent. The follower countries, on the contrary, often combine
the diffusion of technology through adoption (imitation) and innovation. Fare et al. (1994)
examined the changes in efficiency obtained from the decomposition of the Malmquist
productivity change index in 17 OECD countries in the 1979-1988 period. They found
that U.S. was the only country shifting the world technological frontier. Eaton and
Kortum (1996), estimated a model to explain internationa patterns of productivity and
patenting in 19 OECD countries in the 1986-1988 period. Their findings showed that
more than 50% of the growth in each country in the sample derived from innovation in
the U.S., Germany, and Japan. Taskin and Zaim (1997), study the productivity growth
for a sample of 13 low-income and 10 high-income countries in the 1975-1990 period.
Their findings show that technical change (innovation) is the main source of productivity

growth for high-income countries.

! The complete references for the authors cited in Introduction can be found in the General Bibliography.
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The analysis in Chapter 2 follows the second tradition. The empirical findings would
allow us to bring some more evidence supporting the above mentioned hypothesis that the
more developed economies are actually the ones who are shifting the production frontier

while the transition countries are only catching up or just varying the input factor.

We perform the calculations in an output oriented setting, both with constant and variable
returns to scale and hence can reach another objective which is to quantify the scale
effects. Our data set covers a period of time of only four years which can be considered as
being rather short. It is generally accepted that in the short—run firms are more likely to
act upon the input factor while the effects of atechnological improvement are expected to
be stronger in the long—un. If this hypothesis turns out to be correct, we expect a priori,
the input effect to be one significant explanatory component of the output growth rate.
For this reason, the impact of inputs usage in the level of output will be reinforced if the

presence of increasing returns to scale prevailsinstead of decreasing returnsto scale.

The first empirical results obtained in Chapter 2 put in evidence the fact that the main
explanatory component of the output growth rate is on average the variation in inputs
usage followed by the catching up effect, and in the last place the technical change. In
other words, firms are not particularly investing in new technology and in capital. Our
hypothesis is that this situation is especially common to the firms in transition economies.
These countries registered an output fall in the post communist period (after 1990s), and

had moreover to adapt to the requirements imposed by the market economy system.

Blanchard (1997) speaks about two key elements of the transition process. reallocation
and restructuring. According to the author, reallocation refers to the movement of
production away from state to private ownership. Restructuring refers to changing the
level and technical composition of labour and capital in search of cost and productive
efficiency. Moreover, he distinguishes between initial restructuring and deep or strategic
restructuring. Initial restructuring refers to labour adjustments required by the hardening
of budget constraints. Deep or strategic restructuring requires substantial reforms to

Xi
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improve efficiency, such as an increase in the investment in new technology, replacement

of obsolete capital, and vertical innovations in products.

Many empirical studies redised i.e, Djankov (1999), Repkine and Walsh (1999),
Coricelli and Djankov (2001) or Earle and Telegdy (2002) confirm our hypothesis about
Bulgaria and Romania, in particular: most of the restructuring measures contemplated
mainly changes in the ownership structure of the firms, and labour shedding rather than

improvements in operationa performance of the firms.

In Chapter 3, we take up the issue of assessing firms' performance from the perspective
of cost efficiency analysis, maintaining the non—parametric framework. The objective of
the chapter is to present a method for estimating the inefficiency due to the existence of
fixed input factors in the production process. The difficulty to adjust them in the short—

run could generate variations in the degree of utilisation of the productive capacity.

The concept of capacity utilisation (CU) has been approached in the economic literature
from various perspectives, but due to interpretation problems there does not exist an
unanimous acceptance as to the most appropriate way of defining and measuring it. In
Chapter 3, we treat the notion of CU from the perspective offered by the economic theory
of the firm, as a short—run concept, depending on the level of the fixed inputs of the firm.
Given that many times the concept of capacity is closely related to the technical
characteristics of the productive process, DEA has the great advantage of adapting to the
characteristics of the firms analysed without being necessary to specify any functional

formin particular.

In general, the inefficiency in costs of the firms may be originated by more than one
factor like i.e.: adjustment costs, administrative regulations, external factors or rationing
measures. We are interested, in particular, in quantifying the cost inefficiency generated
by the structural factors, in this case, the impossibility of the firms in the short—run to
adjust the fixed (or quasi-fixed) inputs.

Xii



Introduction

We construct a cost efficiency frontier with one output (turnover), and three inputs,
material expenses, employee cost, and depreciation. With the methodology introduced in
Chapter 3, input orientation and variable returns to scale, we calculate various elements
like: (a) the degree of utilisation of the fixed inputs in the short—un. We define this
coefficient as the ratio between the level of fixed inputs that minimise long—run total
costs, and the observed level of fixed inputs; (b) cost efficiency coefficients in short—, and
long—run, and finally, (c) structural efficiency defined as the ratio of long— and short—run

cost efficiency coefficients.

We recall that our time period covers only four years, and for this reason the difference
between short-, and long—run, does not refer actually to the length of the time horizon per
se but rather to the fact that in the short—run the level of the fixed inputs cannot be varied
a al (it is fixed). One aspect worthwhile mentioning about the methodology used in
Chapter 3 isthe way we incorporate this restriction: we impose a strict equality constraint
on the level of the fixed assets in the short-run, and allow them to be varied only in the
long—un. The way we incorporate this in the data is adjusting the long—run fixed assets
with the depreciation rate.

The non—parametric framework allows us to construct a benchmark cost efficiency
frontier based on the data set we have, and our definition of CU — the ratio of optimal to
real level of fixed assets — gives us the possibility to distinguish between firms exhibiting
under-utilisation (excess) of capacity (CU<1), and over-utilisation (CU>1) of the existent
capacity. We calculate also growth rates of fixed assets (GRFA) . Thejoint analysis of the
CU and GRFA, and the type of correlation between the two concepts is meant to give us
some more insight about basic features of the business environment like i.e.

increasing/decreasing market demand or firms' investment policy in fixed assets.

In line with the findings obtained in the previous chapter, the objective pursued in
Chapter 3 was to add more evidence but connecting the new empirical evidence with the
one in Chapter 2, from a different perspective. Several theoretica hypothesis were
expected not to be rejected by the results, and they refer to the following aspects: first, as

Xiii
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the growth in output was in average mainly explained by the variation in inputs usage we
expect before hand, to find CU<1 (excess of capacity) as the dominant situation in most
of the industries and countries. This would confirm the fact that firms are not using
optimally their physical assets. Second, if there is growth in fixed assets, then we expect
this rate to be greater when CU>1 than when CU<1. The intuition behind is that when
CU>1 firms are in need of capacity so there is incentive to invest in fixed assets. Third,
we also expect to find in most of the cases structural efficiency coefficients (SE) bellow
unit. In other words, firms are facing cost inefficiency problems originated by the fixed

assets endowment which they are not able to adjust in the short—run.

In Chapter 4, we analyse firms performance but this time we do not approach neither
technical efficiency via growth in output, nor the cost efficiency via inputs and capacity
utilisation. We take as reference the variable profits of the firms, calculated following the
bal ance sheet approach, and define a measure of efficiency based on them. We construct a
benchmark profit efficient frontier in a non—parametric framework, with variable returns
to scale, and consider all three possible orientations (input-output, input, and/or output)
when measuring the distance to the frontier. The profit variable is defined as the
difference between revenue (turnover) and cost (cost of the employees, material expenses,

depreciation, and interest paid).

There are several aspects related to the methodology applied in this chapter, worthwhile
to be pointed out. Our profit efficiency measure is constructed based on directional
distance function concept rather than the usual distance function, commonly used in most
applications. We define our profit efficiency measure as the normalised deviation
between maximal and observed profits. The normalisation ensures the homogeneity of
degree zero in prices, and is given by the value of the direction of inputs and output
variables. This normalised deviation is called the Nerlovian profit efficiency (NPE), and
can be decomposed into technical efficiency (TE) and allocative efficiency (AE)
components. We focus here mainly on the NPE and for this reason present empirical

findings only for this measure.
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Another methodological contribution of this chapter refers to the fact that we estimate
NPE coefficients maximising both unconstrained and constrained profit functions. The
main constraints we add are on: credits, interests paid and fixed assets. There are few
applications maximising constrained profit functions. Most of them use as constraints
only the expenditures/credits and/or investment, and very often analyse agricultura

farms.

Moreover, in our case, the constraints are built for every unit such that they will affect the
frontier technology: the fact that they are binding (affect firms' profit efficiency) will be
reflected by a shift inwards of the profit frontier. In other words, firms were not able i.e.
to get more credits in order to reach the optimal profit frontier because of the binding
credit constraints. In case of other related works, the constraints are defined for every unit

without affecting the frontier technology.

Another important aspect is the fact that we link the credit constraints analysis to the
literature on soft/hard budget constraints, first introduced by Kornai (1979, 1980) in the
former socialist economies. A binding constraint is an evidence for firms facing hard

budget constraints.

Apart from the NPE measure, we are interested to test as well several hypotheses. To this
purpose we checked for the significance of several explanatory variables in determining
the level of thefirms' profit efficiency. The hypotheses we take up focus on the following
aspects. (@) we expect the countriesin transition economies to exhibit a much lower profit
efficiency than the countries in the developed market economies; (b) the constraints on
credit, interest paid, and fixed assets are expected to be binding in the sense that they
increase firms profit inefficiency. Moreover we expect this constraints to have a much
stronger impact on the firms in transition economies. If these hypotheses turn out to be
correct, then our results would sum up to the existing theoretical and empirical
arguments which have been suggested to explain the output fall in transition countries
like i.e.: credit restrictions and high interest rates; the elimination of soft budget

constraints, slow advance of the private sector, or the collapse of exports.
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The hardening of the budget constraints faced by the firms is of particular importance
here because it would alow us to confirm another generally accepted redlity that in the
post communist period, soft budget constraints have been replaced by hard budget
constraints. Evidence on binding credit constraints in the advanced market economies has
also been found. Another hypothesis to be tested (c), takes up the influence of the
different ownership forms on firms profit efficiency. The firmsin our data set are grouped
in three main categories, public, private, and other type, and the existent empirical
evidence found up to now supports the idea that the private firms' performance is superior
to the state — owned (public firms), and one of the reasons is that they are the firms that
mostly invest in technology and structural reforms. Another variable of interest is (d) the
size expressed by the number of employees. We would like to see if this factor is

significant or not in explaining the differences in performance among firms.

Taking advantage of the results obtained in Chapter 3 we are also interested in the
relationship between capacity utilisation degree and firms' profit inefficiency. We would
expect an inverse relationship that is, the lower the degree of capacity utilisation the
higher the inefficiency in profits. Finaly, we check aso for the statistical significance of
the differences in profit efficiency observed across countries, both for the case of

unconstrained and constrained profit functions.
In the General Conclusions section we discuss our findings, the eventual shortcomings of

this investigation, the causes which are possibly underlying them, and some ideas to

improve and add new dimensions to the results presented in this dissertation.
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Chapter 1: About the Data

Chapter 1

The Construction of a European Industrial Database

1.1. General Information

The empirical analysis is based on a sample of 1379 international firms, extracted from
the AMADEUS? database. Table 1 gives a detailed description of countries included and
of the codification that is found throughout the whole thesis.

Table 1: Countriesand codes

Country Name | Country Code
Belgium B
Bulgaria Bu
France F
Italy I
Netherlands N
Romania R
Spain S

We have individual firm balance sheet and profit and loss statement data from 1995 to
1998. The data are end-year observations. The standard peer groups are extracted by
industry. The split by industry is made according to the NACE Rev. 1 code, 4-digit level,

as shown in Table 2°.

> AMADEUS is a database containing company information (mainly financial data) about the top 150,000
public and private companies in Europe. All European companies are legally required to file their accounts
at official government registries in their own country. This information is collected for Bureau van Dijk by
26 local information providers and presented on Amadeus in a standardized format. This format has been
derived by Bureau van Dijk from the most common formats used for the presentation of accounts in
Europe, according to European Union guidelines.

* NACE Rev. | code is an extension of the original NACE classification first published in 1970 by
EUROSTAT. (January, 1970, Office Statistique des Communautés Européennes, Nomenclature générale
des activités économiques dans les Communautés Européenne NACE 1970, Luxembourg). NACE Rev. 1
was created in 1990 on the basis of ISIC Rev. 3, the classification of industrial activities used by the UN.
All countries in the EU are obliged to use the classification based on NACE Rev.l when submitting
industrial data to EUROSTAT (the European Statistical office). Many countries in Central and Eastern
Europe have switched to NACE Rev. 1.
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Table 2: Industry Sectors

Division Sector Code | Detailed Description
17 Manufacturing of Textiles
172 Textile Weaving
175 Manufacturing of other Textiles
21 Manufacturing of Paper and Paper products
211 Manufacturing of Pulp, Paper and Paperboard
24 Manufacturing of Chemicals and Chemical Products
241 Manufacturing of Basic Chemicals
25 Manufacturing of Rubber and Plastic Products
251 Manufacturing of Rubber Products
252 Manufacturing of Plastic Products

The variables extracted from the balance sheet and profit and loss account are listed in

Table 3.

Table 3: Description of the Accounting Variables and the Relationship among them

Balance Sheet
(1) Fixed Assets”
(1) =2)+(3)+(4) (2) Intangible Fixed Assets
(3) Tangible Fixed Assets
(4) Other Fixed Assets (incl. Financial Fixed
Assets)
(5)Shareholders Funds
5)=©6)*+7) (6) Capital
(7) Other Shareholders Funds (incl. Reserves)
(8) Financial Debt
(8)=(9)+(10) (9) Long Term Debt
(10) Loans

* Fixed Assets are shown net of depreciation.
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(11) Number of
Employees

Profit and L oss Account

(12) Operating Revenue

5
/ Turnover

(13) Financial Expenses

(14) Material Expenses

(15) Cost of Employees

(16) Depreciation
(17) Interest Paid

Concerning the correspondence between the national accounting format and the Amadeus

format, there are three cases to consider:

Case 1: France and Belgium
Accounts of companies in each of these countries are fully comparable and it is possible

to link the formats of French and Belgian companies with the format used on Amadeus.

Case 2: Italy, Spain and Netherlands
In these countries, companies may legally use any type of presentation of their accounts.
The local information providers have designed national formats that can be linked with

the Amadeus format.

Case 3: Bulgaria and Romania
The financial data are delivered by the local information providers using the standardized

Amadeus format of accounts.

For the companies included in our database, several legal forms can be found, as listed in

Table 4.

> The operating Revenue / Turnover figure includes Sales plus all other revenues linked to the normal
operations of the company (e.g. stock variation or subsidies in some countries).
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Table 4: Public and Private Companies Legal Forms

Country Public Companies L egal Private Companies L egal
Forms (Type 1) Forms (Type2)
Belgium SA-NV Société Anonyme — | SPRL- Société de Personnes a
Naamloze BVBA: Responsabilité Limitée —
Vennootschap Besloten Vennootschap met
Beperkte Aansprakelijkheid
Bulgaria AD Public Limited O0oD Private Limited Company
Company
EOOD One Person Private Limited
EAD One Person Public Company
Limited Company
France SA Société Anonyme SARL Societé a Responsabilité Limitée
Italy SPA Societa per Azoni | SRL Socieda a Responsabilita Limitata
Netherlands | NV-SA Naamloze BV Besloten Vennootschap
Vennootschap - (Societé de Personnes a
Société Anonyme Responsabilité Limitée)
Romania SA Joint Stock SRL Limited Liability Company
Company
Spain SA Sociedades SL Sociedades Limitadas
Andnimas

The breakdown of the companies in each country according to the categories of legal
forms described above, is given hereafter in Table 5. As figures indicate, the bulk of the

companies are of type 1 (public) while only 10% of them are of type 2 (private).

Table 5: Breakdown of Companies per Categoriesof Legal Forms

Country Typel Type 2 Other forms Total
Belgium 148 1 0| 149 (11%)
Bulgaria 29 0 2 31 (2%)
France 222 8 58| 288 (21%)
Italy 371 101 1| 473 (34%)
Netherlands 16 13 0 29 (2%)
Romania 247 13 0 260 (19%)
Spain 147 1 1| 149 (11%)
Total 1180 (85.5%) 137 (10.0%) 62 (4.5%) 1379
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If one considers the tradability of shares and the liability of the shareholders, the

distinction between the two types of companies could be stated as follows®:

Type 1:
A company whose capital is divided into shares that can be offered to the general public
and whose members are only liable for its debts to the extent of any amount unpaid on

their shares.

Type 2:
A company whose capital is divided into shares which cannot be offered to the general

public. The liability of its members is limited to the amount of their shares.

These distinctive features could be particularly helpful when explaining our empirical
findings in Chapter 4, where we treat the issue of credit constraints and their impact on
firms productive efficiency. In general, type 2 companies (SRL or assimilated) are more
likely to have restrictive access to the credit market. Hence, a priori, one would expect

them to face more binding budget constraints than type 1 companies (SA or assimilated).

1.2. Detection and Treatment of the Influential and Extreme Observations

The original data, extracted from Amadeus database, were expressed in thousands of
dollars in international current prices (except for the number of employees). The data
finally used for analysis are expressed in thousands of dollars and constant prices for
1995. For every group and country the data have been corrected with the corresponding
Producer Price Indices (PPIs) on domestic market — annual data (1995 = 100) — as

follows:

- for the EU countries — Belgium, France, Italy, Spain — the PPIs have been
supplied by Eurostat’ office, Madrid.

SClassification and definition according to Amadeus’ database authors.
"Eurostat datashop Madrid, INE, Paseo de la Castellana, 183, 28046-Madrid. E-mail:
datashop.eurostat@ine.es.
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- For Bulgaria, the PPIs have been supplied by the National Statistics Institute-
Sofia.

- For Romania, PPIs have been calculated using information on Industrial
Production Price Indices for domestic market, reported by the National
Commission for Statistics in the Romanian Statistical Yearbooks: 1997 - p. 434,

1998 —p. 398 and 1999 —p. 384.

Producer Price Indices from 1995 to 1998 per country and industry are reported in
Appendix 1, at the end of this chapter. We discarded an additional correction of the data
with purchasing power parities (PPPs). We consider that the analysis of productivity is
more producer-oriented. Hence, we try to control for the movements in prices (PPI) in
order to quantify the movements in real production. If there are differences in
productivity across countries we are interested to capture and quantify them, and PPPs

could eventually contribute to the homogenisation of these differences.

A good example for this approach, is the seminal work of Féare et al. (1994). The authors
are applying Malmquist indexes to compare growth in productivity in a sample of 17
OECD countries over the period 1979-1988. They work with data from the Penn World
Tables were the international prices are average world prices of final goods, rather than
prices of a specific benchmark country. Verspagen (1995), concentrates on the
relationship between technical change in the form of cumulated R&D investment and the
growth rate of value added. The author provides empirical evidence for 16 sectors from 8
OECD countries over the period 1973-1988. The price data employed are various:
producer prices are used to deflate value added; price index for investment is assumed to
be equal across sectors, but not across countries, and is taken from the Penn World
Tables; and R&D investment is deflated by the GDP deflator. Another example is
Sueyoshi (1994), who applies stochastic frontier production analysis for measuring and
predicting the performance of public telecommunications in 24 OECD countries in 1987.
The data on input and output variables are all expressed in US dollars. And the list could

continue.
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The final sample contains 1379 companies covering a complete time horizon of 4 years.
Some observations were discarded because some data were missing for one or more
years, or for some of the variables extracted. Greene (2000) mentions two possible cases
depending on why the data are missing. The first case is that the data are simply
unavailable and this unavailability is unrelated to the rest of the observations in the
sample being complete. Griliches (1986) refers to this as the ignorable case given that the
complete observations in the sample constitute a usable data set, and the problem reduces

to what possibly helpful information could be maintained from the incomplete data set.

A second case occurs when the missing data are systematically related to the phenomenon
being analysed. As mentioned by Greene, this situation is very common when the data
are self-selected. The author gives as example a survey designed to study expenditure
patterns where if high-income individuals i.e. tend to withhold information about their
income, the gaps in the data set would represent more than just missing information,
limiting the inference of results to the whole population. Greene refers to this as the
problem of censored data that is values in a certain range are all transformed to (or
reported as) a single value, and is essentially considered a defect in the sample data.
Going back to the income survey example, instead of being unobserved, incomes below
the poverty line are reported as if they were at the poverty line. The censoring problem is
treated in the econometrics literature as a particular case of truncation called sample

selection problem.

The solution commonly applied is the estimation of a censored normal regression model
or the so-called tobit model, first proposed by Tobin (1958). According to Maddala
(1992) tobit model has some limitations: what we have in the model is a situation where a
given variable can, in principle, take on negative values which we do not observe because
of censoring. This means that the zero values are due to nonobservability. This is
nevertheless not always the case because variables like i.e. hours worked, wages, number
of employees cannot, in principle, assume negative values. The zero values are due not to
censoring, but rather due to the decisions of individuals. Maddala considers that in this

case the appropriate procedure would be to model the decisions that produce the zero
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observations and apply the tobit model only in those cases where the latent variable can,

in principle, take negative values.

In our case, as the database is build upon company information collected on a survey
basis, it is very likely that the respondents simply failed to answer the questions. This
conclusion is supported by the fact that missing information occurs on random variables,
and more of that the variables involved cannot take negative values. About 49
observations were identified as outliers. We briefly describe hereafter the outlier and
influential observation concepts and the tools used for detecting and examining their role

in frontier analysis.

According to Gunst and Mason® (1980), outliers are observations that “do not fit in with
the pattern of the remaining data points and are not at all typical of the rest of the data”.
Wilson (1995) speaks about influential observations and defines them as “those sample
observations which play a relatively large role in determining estimated efficiency scores
for at least some other observations in the observed sample”. In other words, influential
observations are those observations which have a greater impact on the parameters
estimated. Normally, we would expect outliers to be at the same time influential

observations, but this may not always be true.

Most of the techniques proposed in the outlier literature identify the observations which
deserve a closer scrutiny to determine whether they are correctly recorded or whether
these are data errors. In the case of a simple regression, we can e.g. detect outliers simply
by plotting the data. However, in the case of multiple regression such plotting would not
be possible, and usually the problem is detected analysing the residuals from the
estimated regression equation (see Wilson (1995) and Kerstens (1996) for a complete

overview of the standard methods).

The technique we use to identify outliers is the one proposed by Andersen and Petersen

(1993) and Lovell et al. (1993). They suggest a modification to the Data Envelopment

¥ As cited in Wilson (1995), p. 27.
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Analysis (DEA) model to allow ranking of ostensibly efficient observations. Usually, the
efficiency for the ith unit is estimated relative to all units in the sample, including the ith
unit. The modification proposed involves removing the ith unit under evaluation from the
definition of the technology constraints when efficiency for the ith unit is computed. The
interpretation of the modified score for the ith unit doesn’t change, except for the case
when is >1. In such a case, the score would represent the amount by which the input
vector for unit i may be proportionately increased without being dominated by a linear

combination of the remaining units in the sample.

The technique is robust, the only case when the score cannot be estimated may occur
when the unit lies above the frontier supported by the other units in the sample. In a
situation like this, neither radial contractions nor expansions in inputs, holding output
constant, would help to reach the frontier. Nevertheless, the authors of the technique
indicate that this problem can be avoid by using the constant returns to scale setting. In
spite of its robustness there are still some aspects which have to be taken with care.
Wilson (1995) stress the fact that for methods like DEA, which measure efficiency
relative to a deterministic frontier supported by the units in the sample, any measurement
error will affect the efficiency scores. In other words, the method helps to identify and
prioritise the units in the efficient subset but the final decision has to be taken if possible,
considering all available information about the data, in order to determine the influence

of a particular observation unit.

With a radial distance measure — Farrell (1957) — we calculate “superefficiency” scores
using the above mentioned technique. The variables used are turnover for the output, and
fixed assets, number of employees and material expenses for the inputs, all (except for the
employees) expressed in constant 1995 prices. We apply the modified DEA model for
both variable and constant returns to scale, and output orientation settings in order to
avoid any situation of infeasibility in the computation of the scores. The breakdown
score to identify possible outliers was established around 0.5, and 49 units were found to
be outside this restriction. In most of the cases the units identified as outliers with variable

returns to scale formulation, resulted also to be candidates for outliers with constant
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returns to scale setting. We finally decided to remove all the outliers from the sample as
there was no other independent source of information available in order to examine and

correct the data.

The initial structure of the database — 1428 units - is presented in Table 6 and the final
structure, consisting of 1379 firms, with the outliers indicated in brackets is given in
Table 7. As a general remark, it is interesting to point out that in most of the cases the
outliers are mainly distributed among the developed countries and very few of them

belong to the transition countries, Bulgaria and Romania respectively.

Table 6: Initial Structur e of the Database

Country Sector 172 | Sector 175 Sector 211 | Sector 241 | Sector 251 | Sector 252
Belgium 21 30 10 39 4 50
Bulgaria 8 3 4 7 2 7
France 27 23 37 65 44 109
Italy 59 54 58 97 44 178
The Netherlands - 5 8 9 3 9
Romania 48 38 12 57 31 75
Spain 10 17 30 19 16 61
Total Sector 173 170 159 293 144 489
Total General 1428

The results are to a great extent explained by the use of superefficiency concept to
identify outliers. This technique requires that the observation units have to be efficient,
i.e. perform on the frontier. Most of the efficient observation units belong, as expected, to
the advanced market economies. Hence, the number of outliers from these countries will
be automatically greater. Another explanation could be related to the Size of the units
analysed. We control for this parameter working in a VRS setting and moreover, DEA is
a method which builds on ratios (relative terms). Nevertheless, there is an open debate in
the literature on whether it is more appropriate to work with original data or take
logarithms. We do not deal with this issue here, but this approach could be actually a
good topic for a future analysis. Finally, in the case of Bulgaria it is also true that the
number of observation units in all industry sectors is overall rather low. For Romania,
there is one outlier identified and it belongs to the largest number of units representing

this country in the database (sector 252 — 74 units).

10
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Table 7: Final Structure of the Database — Outliers Excluded I ndicated in Bold

Country Sector 172 | Sector 175 | Sector 211 | Sector 241 | Sector 251 | Sector 252
Belgium 20 (1) 29 (1) 9 (1) 38 (1) 4 49 (1)
Bulgaria 8 3 4 7 2 7
France 25(2) 22 (1) 33 (4) 62 (3) 41 (3) 105 (4)
Italy 57 (2) 52 (2) 55(3) 93 (4) 43 (1) 173 (5)
Netherlands - 4(1) 6 (2) 8 (1) 3 8 (1)
Romania 48 38 12 57 31 74 (1)
Spain 10 17 30 19 15 (1) 58 (3)
Total Sector 168 165 149 284 139 474
Total

General 1379

In spite of the outliers identified here, in some very few cases, due may be to the

complexity of the computations and to the particular features of every methodology

applied in each chapter, we still could determine few more infeasible units. When this is

the case, they are properly mentioned.

In Appendix 1 we present for every industry sector and year descriptive statistics for input

and output variables: mean, standard deviation, maximum and minimum values,

skewness and kurtosis. The information is reported both for the sample with and without

outliers.

outliers are mainly found among the large units.

The distributions have shifted downwards between years indicating that the

11
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Producer PriceIndices—annual data (1995 = 100)

Code NACE Rev. 1and Industry Country 1995 1996 1997 1998
17 Manufacturing of Textiles Belgium 100.00 96..30 95..95 95.72
Bulgaria 100.00 214.08 2180..29 2421.92

France 100.00 99.03 100.05 97.72

Italy 100.00 101.36 101.72 102.84

Netherlands 100.00 97.80 98.98 97.96

Romania 100.00 150.40 320.65 444.88

Spain 100.00 100.89 101.31 103.04

21 Manufacturing of Pulp, Paper and Paper Products Belgium 100.00 98.25 97.08 99.09
Bulgaria 100.00 182.86 1868.38 2079.46

France 100.00 92.92 89.45 90.83

Italy 100.00 90.01 85.53 86.47

Netherlands 100.00 97.03 93.82 94.38

Romania 100.00 141.71 317.00 399.05

Spain 100.00 88.44 86.34 87.43

24 Manufacturing of Chemicals and Chemical Products Belgium 100.00 98.11 98.66 98.08
Bulgaria 100.00 216.64 2321.85 2821.23

France 100.00 98.64 98.92 97.67

Italy 100.00 98.07 100.11 98.58

Netherlands 100.00 97.70 102.20 97.70

Romania 100.00 146.71 370.00 467.12

Spain 100.00 98.20 100.14 96.86

25 Manufacturing of Rubber and Plastic Products Belgium 100.00 100.05 99.58 99.70
Bulgaria 100.00 238.60 2486.64 2506.27

France 100.00 98.38 97.22 95.60

Italy 100.00 101.42 100.14 100.26

Netherlands 100.00 98.60 98.80 98.90

Romania 100.00 151.53 330.64 409.28

Spain 100.00 100.62 101.55 101.34
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Appendix 1

Descriptive Statistics on the Data per Sector

Except for the Employees, the rest of the variables represent thousands of dollars, 1995 constant

Sector 172 — Textile Weaving

Initial number of firms- 173

prices

h& Fixed Assety No. of Employeeq Material Expenses Turnover
Mean 7306.32 477.21] 18848.58, 35423.34]
Standard Deviation 9712.78 642.28 40529.07 58139.96
Maximum Value 70449.00 4602.00 480428.00 560656.00
Minimum Value 58.00) 