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la eché sobre las aguas.

Y no me sorprendió
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Introduction

According to the theory of Supersymmetry, squarks and gluinos are the supersymmetric
partners of the Standard Model quarks and gluons. In the phenomenological framework
assumed for this Thesis, squarks and gluinos are produced in pairs and ultimately decay into
multiple partons and neutralinos, the lightest of the supersymmetric particles. The neutral
and weakly interacting neutralinos escape the detector undetected. As a result, the final state
is characterized by multiple jets of hadrons and large missing transverse energy.

This Thesis reports on two searches for the production of gluinos and squarks in pp̄
collisions at a center of mass energy of

√
s = 1.96 GeV with the CDF Run II experiment

at the Tevatron collider. The first of the two analyses is an inclusive search for gluinos
and squarks while the second one is dedicated to the search for direct pair production of
sbottom squarks. The Thesis is organized as follows: Chapter 1 presents a brief introduction
to Supersymmetry; Chapter 2 describes the Tevatron collider and the CDF II experiment;
Chapter 3 and 4 are dedicated to the inclusive search for squarks and gluinos, and the exclusive
search for sbottom squarks, respectively. Finally, Chapter 5 is devoted to conclusions.

The results of this Thesis have led to the following publications:

• Inclusive Search for Squark and Gluino Production in pp̄ Collisions at
√
s = 1.96 TeV,

T. Aaltonen et al. (CDF Collaboration), Phys. Rev. Lett. 102, 121801 (2009).

• Search for the Production of Scalar Bottom Quarks in pp̄ Collisions at
√
s = 1.96 TeV.

T. Aaltonen et al. (CDF Collaboration), Submitted to Phys. Rev. Lett. (May 2010)
[hep-ex/0041311].
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Chapter 1

Theoretical Overview

The Standard Model (SM) is a gauge theory describing the electroweak and strong interac-
tions in a common quantum field structure. The SM, complemented by massive neutrinos,
provides a remarkably successful description of all known phenomena at the current energy
frontier. Nevertheless, the SM presents some limitations and needs to be extended to de-
scribe physics at arbitrarily high energies. Probably the most famous among all the proposed
extensions of the SM is the theory of Supersymmetry (SUSY) [1]. In particular, SUSY can
provide an elegant solution to one of the main theoretical difficulties of the SM, known as
hierarchy problem [2]. The introduction of SUSY has also other benefits. For example, it is
a convenient framework for the unification of forces and it includes a dark matter candidate.

In the following Sections, after a brief illustration of the hierarchy problem, the basic
properties of SUSY are presented, followed by a description of the minimal viable supersym-
metric extension of the SM: the MSSM. The phenomenological models of interest for this
Thesis are discussed in dedicated Sections. Finally, the end of the Chapter is devoted to
details on the Monte Carlo (MC) simulation of complex final states at hadron colliders.

1.1 The Hierarchy Problem

The SM gauge bosons acquire their masses via the spontaneous electroweak symmetry break-
ing, known as the Higgs mechanism [3]. It implies the introduction of a scalar potential that
is added to the electroweak Lagrangian to generate the vector-boson (and fermion) masses
in a gauge invariant way. A remnant scalar field, the Higgs boson HSM , becomes part of
the physical spectrum. Direct searches at LEP [4] led to the conclusion that it must be
heavier than 114.4 GeV/c2 at 95% confidence level (CL). From precision electroweak mea-
surements [5], the Higgs mass is expected to be lower than 182 GeV/c2 at 95% CL. The latest
combined results from Tevatron [6] further reduced the available range excluding SM Higgs
masses between 160 and 170 GeV at 95% CL.

The new Large Hadron Collider (LHC) at CERN is believed to have the best chances to
find the Higgs in the next years. However, even in the case of a discovery, the finding of the
Higgs particle will hardly be the final word. In fact, the Higgs mechanism, though providing
a theoretical framework to include massive gauge bosons, originates the so called hierarchy
problem. In the SM, there is no mechanism to prevent scalar particles from acquiring large
masses through radiative corrections. Therefore, the Higgs mass m2

H receives enormous quan-
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Chapter 1. Theoretical Overview

tum corrections from every particle which couples to the Higgs field (see one-loop diagrams
in Figure 1.1):

m2
HSM

= (m2
H)0 + ∆M2

H (1.1)

where (m2
H)0 is the bare Higgs mass and ∆M2

H is the correction given by terms like

∆M2
H = −

λ2
f

16π2

[
2Λ2 +O

(
m2
f ln

(
Λ
mf

))]
(1.2)

where λf is the Yukawa coupling of a fermion f and Λ is an energy cutoff which is interpreted
as the energy scale up to which SM is valid. If SM needs to describe nature until the Planck
scale, then the quantum correction ∆M2

H is about 30 orders of magnitude larger than the
bare Higgs mass square. A cancellation of these corrections at all orders would call for an
incredible fine tuning which seems very unlikely [7]. In a model with spontaneous electroweak
symmetry breaking, the problem affects not only the Higgs mass but also all the particles
whose masses are obtained through this mechanism: W s, Zs, quarks, and charged leptons.

1.2 Supersymmetry as a Solution to the Hierarchy Problem

SUSY is a symmetry relating bosons and fermions via the anti-commuting spinor Q that
generates the transformation of fermions into bosons and vice versa:

Q|Boson〉 = |Fermion〉 Q|Fermion〉 = |Boson〉. (1.3)

Therefore, every fermion f has a scalar partner S. Both fermions and bosons couple to the
Higgs contributing with similar mass corrections. While fermions contribute with terms like
the one in Equation 1.2, the bosonic correction is:

∆M2
H =

λ2
S

16π2

[
2Λ2 +O

(
m2
S ln

(
Λ
mS

))]
(1.4)

with λf = λS and opposite sign due to the the Fermi statistics. In this way, all the mass
corrections cancel each other out, with remaining terms of the form:

∆M2
H =

λ2

16π2

∣∣m2
S −m2

f

∣∣ (1.5)

plus some negligible contributions. This solves the hierarchy problem with the price of dou-
bling the number of particles of the SM. The energy scale Λ where the SM is no longer valid
and should be substituted by its supersymmetric extension can be determined by considering
that the remaining corrections in Equation 1.5 have to be smaller than mHSM to avoid an
unnatural fine tuning [8]:

Λ ∼
∣∣m2

S −m2
f

∣∣ . 1 TeV2 . (1.6)

In any case, this is only a qualitative argument and does not help predicting exactly at which
energy new particles should appear.
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The Minimal Supersymmetric Standard Model 1.3

1.3 The Minimal Supersymmetric Standard Model

Similarly to the SM construction, conceived to be the minimal group viable to explain the
electroweak sector, the MSSM [9] is the minimal viable supersymmetric extension of the
SM itself. As for the SM, the MSSM is also based on the SU(3)C ⊗ SU(2)L ⊗ U(1)Y gauge
symmetry group, where C denotes color, L chirality, and Y hypercharge. Every group is
characterized by the correspondent coupling constant: gS (related with αs) for the strong
interactions, g (related with the Fermi constant GF ) for the weak interactions, and g′ (related
with the electron charge e) for the electromagnetic interactions.

As already mentioned, the MSSM doubles the number of SM particles introducing, for
each of them, a superpartner which differs by half a unit of spin. Superpartners are con-
veniently labeled in close correspondence to the notation for bosons and fermions used in
the SM, with the same letters of their partners and a tilde (˜) over them. Superfields have
a hat ( ˆ ) instead. In addition, the bosonic partners of the fermions are named starting
with an extra s (e.g. the squark sbottom is the superpartner of the quark bottom) and the
names of the fermionic partners of the bosons end with the suffix ino (e.g. the gluino is the
superpartner of the gluon).

For simplicity and to avoid unnecessary repetitions, consider the case of only one genera-
tion of quarks, leptons, and their superpartners. One can define Q̂ as the superfield containing
an SU(2)L doublet of quarks:

Q =
(
uL
dL

)
(1.7)

and their scalar partners which are also in an SU(2)L doublet,

Q̃ =
(
ũL
d̃L

)
(1.8)

In an analogous form, the superfield Û c (D̂c) contains the right-handed up (down) anti-quark,
ūR (d̄R), and its scalar partner, ũ∗R (d̃∗R). Following the same pattern, leptons are contained
in the SU(2)L doublet superfield L̂ which contains the left-handed fermions,

L =
(
νL
eL

)
(1.9)

and their scalar partners,

L̃ =
(
ν̃L
ẽL

)
. (1.10)

Finally, the superfield Êc contains the right-handed anti-electron, ēR, and its scalar partner,
ẽ∗R. Similarly, for every gauge boson it exists a Majorana fermion (gaugino). Ĝa is defined
as a superfield that contains all the gluons, ga, and their fermion partners the gluinos, g̃a;
Ŵi contains the SU(2)L gauge bosons, Wi, and their fermion partners, ω̃i (winos); and B̂
contains the U(1) gauge field, B, and its fermion partner, B̃ (bino).

In the MSSM, the Higgs sector is enlarged to avoid triangle gauge anomalies [10]. Gauge
theories cannot have anomalies and this is simply achieved by requiring that the sum of
all fermion charges vanishes. The Higgs scalar doublet acquires a SUSY partner which is an
SU(2)L doublet of Majorana fermion fields, h̃1 (Higgsinos), which will contribute to the trian-
gle SU(2)L and U(1)Y gauge anomalies. Since fermions in SM have exactly the right quantum

5



Chapter 1. Theoretical Overview

Names 2HDM particle SUSY partner SU(3)C , SU(2)L, U(1)Y

squarks, quarks
(x 3 families)

Q̂ (uL dL) 1
2 (ũL d̃L) 0 (3, 2, 1

3 )
Û u†R

1
2 ũ∗R 0 (3̄, 1,− 4

3 )
D̂ d†R

1
2 d̃∗R 0 (3̄, 1, 2

3 )
sleptons, leptons

(x 3 families)
L̂ (ν eL) 1

2 (ν̃ ẽL) 0 (1, 2,−1)
Ê e†R

1
2 ẽ∗R 0 (1, 1, 2)

Electroweak bosons Ŵ W 1 W 2 W 3 1 W̃ 1 W̃ 2 W̃ 3 1
2 (1, 3, 0)

B̂ B 1 B̃ 1
2 (1, 1, 0)

Strong bosons Ĝa ga 1 g̃a
1
2 (8, 1, 0)

Higgs, Higgsinos Ĥu (H+
u H0

u) 0 (H̃+
u H̃0

u) 1
2 (1, 2, 1)

Ĥd (H0
d H

−
d ) 0 (H̃0

d H̃
−
d ) 1

2 (1, 2,−1)

Table 1.1: superfields and particle content of the MSSM. Symbols for each of the chiral supermultiplets as
a whole are indicated in the second column.

numbers to cancel these anomalies, it follows that the contribution from the fermionic part-
ner of the Higgs doublet remains uncancelled. The easiest solution is to require a second
Higgs doublet with precisely the opposite U(1)Y quantum number with respect to the first
Higgs doublet. Furthermore, the SM Higgs doublet (and its complex conjugate) can couple
to the T3 = +1

2 (T3 = −1
2) fermions and give mass to all the spectrum of fermions. Since

in a supersymmetric theory any doublet can give mass either to a T3 = +1
2 or a T3 = −1

2
fermion but not to both, two Higgs doublets are needed in order to generate both up-like and
down-like quark masses. As result, one could think of the SM becoming a two Higgs doublet
model (2HDM) [11] prior to introduce the supersymmetric sector. In Table 1.1 the spectrum
of the MSSM fields is summarized. With two SU(2) doublets, the theory has eight real scalar
fields and three massless gauge bosons, which accounts for fourteen degrees of freedom.

If supersymmetry was an exact symmetry, particles and their supersymmetric partners
would have equal masses and the SUSY gauge bosons would be massless. Since this is not
the case in nature, at low energies supersymmetry must be a broken symmetry. After SUSY
breaking, the three gauge bosons acquire masses (nine degrees of freedom), which means that
there should exist five spin-zero Higgs fields in the spectrum: three neutral scalars (h, H, A)
and two charged pairs (H+, H−).
The parameters of the supersymmetry-conserving sector consist of:

• Gauge couplings: gs, g, and g′, corresponding to the Standard Model gauge group
SU(3)C ⊗ SU(2)L ⊗U(1)Y, respectively.

• Higgs mass parameter, µ.

• Higgs-fermion Yukawa coupling constants: λu, λd, and λe, corresponding to the cou-
pling of quarks or leptons and their superpartners to the Higgs bosons and Higgsinos.

The supersymmetry-breaking sector contains the following set of parameters:

• Gaugino Majorana masses M3, M2, and M1, associated with the SU(3)C , SU(2)L, and
U(1)Y subgroups, respectively. These masses may be connected in some cases as will
be seen later.

6



The Minimal Supersymmetric Standard Model 1.3

2HDM particle spin SUSY particle spin

quarks: q 1
2 squarks: q̃1, q̃2 0

leptons: l 1
2 sleptons: l̃1, l̃2 0

gluons: ga 1 gluinos: g̃a
1
2

gauge bosons: W±, Z0, γ 1 neutralinos: χ̃0
1, χ̃

0
2, χ̃

0
3, χ̃

0
4

1
2

Higgs bosons: h0, H0, A0, H± 0 charginos: χ̃±1 , χ̃
±
2

1
2

Table 1.2: particle content of the MSSM.

• Five scalar squared-mass parameters for the squarks and sleptons: M2
Q̃

, M2
Ũ

, M2
D̃

, M2
L̃

,

and M2
Ẽ

, corresponding to the five electroweak gauge multiplets.

• Trilinear interaction terms of the form Higgs-squark-squark and Higgs-slepton-slepton,
with coefficients Au, Ad, and Ae.

• Three scalar Higgs squared-mass parameters, two of which (m2
1 and m2

2) contribute to
the diagonal Higgs squared-masses and a third which corresponds to the off-diagonal
terms m2

12 ≡ µB. These three parameters can be re-expressed in terms of the two
Higgs vacuum expectation values (vd = 〈H0

d〉 and vu = 〈H0
u〉)1, usually taken through

the ratio
tanβ ≡ vu

vd
, (1.11)

and one physical Higgs mass2.

The gluino is the color octet Majorana (there is no distinct antigluon) fermion partner
of the gluon. It has 16 degrees of freedom since there are 8 massless gluons (2 spin degrees
of freedom, each). The supersymmetric partners of the electroweak gauge and Higgs bosons
(gauginos and Higgsinos) can mix. As a result, the physical mass eigenstates are model-
dependent linear combinations of these states, called charginos and neutralinos, which are
obtained by diagonalising the corresponding mass matrices. There are two charginos (χ̃±i ) and
four neutralinos (χ̃0

i ), which are by convention ordered in masses (χ̃±1 is the lowest chargino
and χ̃0

1 is the lowest neutralino). Depending whether the chargino or neutralino eigenstate
approximates a particular gaugino or Higgsino state, they can become more photino-like,
bino-like, and so on, and result in strikingly different phenomenology.

The supersymmetric partners of the quarks and leptons are spin-zero bosons, squarks,
and sleptons whose mass eigenstates (denoted by the indices 1,2) arise as a result of the
mixing of their left- and right-handed components. This mixing is proportional to the mass
of the SM partner, quark or lepton, and to tanβ, and it can lead to an important splitting in
the mass spectrum of heavy squarks, specially at large tanβ, while the first two families can
be always considered degenerate in mass with good approximation. All physical particles of
the MSSM are given in Table 1.2.

1Notation vu (vd) is used to distinguish vacuum expectation values of the Higgs field which couples exclu-
sively to up-type (down-type) quarks.

2Note that v2
d + v2

u = 4M2
W /g

2 = (246 GeV/c2)2 is fixed by the W mass and the gauge coupling, but tanβ
is a free parameter of the model.
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Chapter 1. Theoretical Overview

1.3.1 MSSM Lagrangian and R-parity

The MSSM Lagrangian LMSSM is constructed using the already defined particle content and
by analogy with the LSM. Following a similar notation as in the SM, the kinetic term of the
Lagrangian can be written as:

LKE =
∑

i

{
(DµSi)†(DµSi) +

i

2
ψ̄iγ

µDµψi

}

+
∑

A

{
−1

4
FAµνF

µνA +
i

2
λ̄ADλA

}
.

(1.12)

Here, Si (ψi) is the scalar (fermion) component of the ith chiral superfield, D is the
SU(3)×SU(2)L×U(1) gauge invariant derivative, FAµν is the Yang-Mills gauge field, and λA
is the gaugino superpartner of the corresponding gauge boson. It is worth noticing that the
sum

∑
i runs over all fermion fields of the SM, their scalar partners, and the 2 Higgs doublets

with their fermion partners. On the other hand,
∑

A is over the SU(3)c, SU(2)L, and U(1)Y
gauge fields, and their fermion partners, the gauginos.

The interactions between bosons and fermions are completely determined by the gauge
symmetries and by the supersymmetry:

Lint =−
√

2
∑

i,A

gA
[
S∗i T

Aψ̄iLλA + h.c.
]

− 1
2

∑

A

(∑

i

gAS
∗
i T

ASi

)2

,

(1.13)

where ψL ≡ 1
2 (1− γ5)ψ, TA is the matrix of the group generators, and gA the gauge coupling

constants. It can be seen that there are no adjustable parameters, hence, all interaction
strengths are completely fixed in terms of SM coupling constants.

Once the superfields and the gauge symmetries are chosen, the only freedom in construct-
ing LMSSM is contained in a function called superpotential, W. This is an analytic form of
the chiral superfields, Ŝ, that has the form:

W = εijµĤ
i
uĤ

j
d + εij

[
λLĤ

i
d

¯̂
Lj

¯̂
E + λDĤ

i
dQ̂

¯̂
D + λUĤ

j
uQ̂

i ¯̂
U
]

+WRP (1.14)

where i and j are SU(2)L doublet indices and εij = −εji (with ε12 = 1) contracts the
SU(2)L doublet fields. No derivative interactions are allowed in order thatW be an analytical
function. The term µĤ i

uĤ
j
d gives mass terms for the Higgs bosons and so µ is often called

the Higgs mass parameter. The terms in the square brackets proportional to λL, λD, and λU
give the usual Yukawa interactions of the fermions with the Higgs bosons. Hence, unlike the
SM case, these coefficients are determined in terms of the fermion masses and the vacuum
expectation values of the neutral members of the scalar components, and are not arbitrary
couplings.

In the most general superpotential one can add more terms which are grouped under WRP

in Equation 1.14. These terms are of the form:

WRP = λαβγL̂
αL̂β

¯̂
Eγ + λ′αβγL̂

αQ̂β
¯̂
Dγ + λ′′αβγ

¯̂
Uα

¯̂
Dβ ¯̂

Dγ + µ′L̂Ĥ (1.15)

8



The Minimal Supersymmetric Standard Model 1.3

where the indices α, β, and γ label the 3 generations of quarks and leptons. These terms
constitute a problem in the sense that the first two contribute to lepton number violation
interactions and the third one to baryon number violation interactions3. The combination of
lepton and baryon violation terms can contribute to the proton decay at tree level through
the exchange of the scalar partner of the down quark. Since this process is experimentally
restricted [13][14] it put into question the validity of the model. It’s certainly licit to assume
that the parameters are small enough to avoid experimental limits, but this solution would
imply the introduction of an artificial tuning. A more elegant solution is to introduce a new
symmetry called R-parity (Rp) [15]. Rp is a multiplicative quantum number defined as:

Rp = (−1)3(B−L)+2s , (1.16)

where B and L are the baryon and lepton quantum numbers and s is the spin of the particle.
Following this definition all SM particles have Rp = +1 while their SUSY partners have
Rp = −1. The assumption of such a symmetry prevents lepton and baryon number violating
terms but has also dramatic phenomenological consequences: there can be no mixing between
the Rp = −1 sparticles and the Rp = 1 particles. SUSY particles can only be pair-produced
in the collisions of SM particles and undergo a chain of decays until the lightest SUSY particle
(LSP) is produced. Then, this LSP cannot decay further and constitutes a cold dark matter
candidate [16][17].

At this point, the MSSM Lagrangian does not provide mass terms for all the particles
(fermions, scalars, gauge fields), and extra SUSY breaking terms are grouped in the so-called
soft Lagrangian:

L = LMSSM + Lsoft. (1.17)

where

−Lsoft =
1
2

[
M3ĝĝ +M2ŴŴ +M1B̂B̂

]

+ εαβ

[
−bHα

dH
β
u −Hα

u Q̂
β
i Âuij

¯̂
Uj +Hα

d Q̂
β
i Âdij

¯̂
Dj +Hα

d L̂
β
i Âeij

¯̂
Ej + h.c.

]

+m2
Hd
|Hd|2 +m2

Hu |Hu|2 + Q̂αi m
2
Qij Q̂

α∗
j

+ L̂αi m
2
Lij L̂

α∗
j + ¯̂

U∗i m
2
Uij

¯̂
Uj + ¯̂

D∗im
2
Dij

¯̂
Dj + ¯̂

E∗im
2
Eij

¯̂
Ej ,

(1.18)

where i and j are the SU(2)L doublet indices. How supersymmetry breaking is transmitted
to the superpartners is encoded in the parameters of Lsoft. The Lagrangian in Equation 1.18
contains first order terms only, it has arbitrary masses for the scalars and gauginos and also
arbitrary bi-linear and trilinear mixing terms. The scalar and gaugino mass terms have the
desired effect of breaking the mass degeneracy between the particles and their SUSY partners.
The trilinear A terms affect primarily the particles of the third generation. The µB term
mixes the scalar components of the two Higgs doublets. In the most general case, all of the
mass and interaction terms of Equation (1.18) are matrices involving all three generators
although the origin of all these terms is left unspecified. All of the quantities in Lsoft receive
radiative corrections and thus are scale-dependent, satisfying known Renormalization Group
Equations (RGEs).

3The fourth term can be ignored since one can implement a rotation in the lepton field L̂ such that this
term vanishes [12].
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Chapter 1. Theoretical Overview

From a phenomenological point of view, the MSSM is a very simple framework with few
extra assumptions with respect to the SM (the presence of supersymmetric particles, the Rp,
the gauge and Poincaré invariance), but it introduces a large number of free input parame-
ters. The MSSM includes at least 105 new degrees of freedom that added to the 19 of the
SM increases the total number of free parameters to 124. Although only a subset of these
parameters is relevant in the characterization of most of the physical processes, and some
phenomenological constraints can be usually applied, the number is too large for any practical
purpose. However, unlike in the SM case, now there is the possibility to establish a top-down
approach by which the MSSM parameters are predicted within the context of an underly-
ing theory, often as functions of fewer basic parameters. The fundamental question is how
the spontaneous supersymmetry breaking encoded in the Lsoft arises in a more fundamental
theory. Since this is not known, several models have been constructed, most of them making
the assumption that the theory can be split into at least two sectors with no direct renormal-
izable couplings between them. The observable or visible sector contains the SM fields and
their superpartners, while in the hidden sector the supersymmetry is spontaneously broken
by a dynamical mechanism. Within this framework, SUSY breaking is communicated from
the hidden sector where it originates to the observable sector via suppressed interactions
involving a third set of fields: the mediator or messenger fields. The existence of a hidden
sector constrains the fundamental scale of supersymmetry breaking µs to be hierarchically
larger than the TeV scale [18]. Depending on the model this µs can be postulated to be at
the Grand Unified Theory (GUT) scale MX ∼ 1016 GeV/c2, at the Majorana neutrino mass
scale, or in the extra-dimensional braneworld. Therefore, different models account for specific
mechanisms of how supersymmetry breaking is mediated between the hidden and observable
sectors and involve specific energy scales at which the soft terms are generated. These values
are then used to derive all the observables at the TeV scale, using the energy dependence of
the Lsoft parameters as dictated by their RGEs.

1.4 Constraining the MSSM: mSUGRA Model

The observation that the measured coupling constants tend to meet at a point when evolved
to high energy scales inspired many SUSY GUT models. In these models, the value of the
couplings at the GUT scale plays a central role [12]:

√
5
3
g1(MX) = g2(MX) = gs(MX) ≡ g∗ . (1.19)

Since gravitational interactions are shared by all the particles, it is quite natural to imagine
gravity to be the only interaction shared by both the hidden and the observable sectors.
Furthermore, at some point gravity must be present in a complete particle field theory. Here,
supergravity would be responsible for promoting global supersymmetry to local supersymme-
try. This is what inspired the mSUGRA model [19]. In this model, along with the coupling
constants, the following set of assumptions emerges:

1. Common gaugino mass m1/2: the gaugino mass terms, Mi, are assumed to unify:

Mi(MX) ≡ m1/2 , (1.20)

10



Constraining the MSSM: mSUGRA Model 1.4

2. Common scalar mass m0. The soft SUSY-breaking scalar mass terms contributing to
the squark, slepton and Higgs boson masses are equal to m0 at MX :

mQ̂2(MX) = m2
¯̂u(MX) = · · ·

= m2
Hd

(MX) = m2
Hu(MX) ≡ m2

0 .
(1.21)

3. Common trilinear scalar coupling A0. The soft trilinear SUSY-breaking terms are all
equal to A0 at MX ,

At(MX) = Ab(MX) = Aτ (MX) = · · · ≡ A0 . (1.22)

Through RGEs the gaugino masses in Equation 1.20 scale in the same way as the corre-
sponding coupling constants:

Mi(MW ) = m1/2
g2
i (MW )
g∗2

, (1.23)

yielding,

M2 =
g2

g2
s

M3 ≈ 0.3mg̃

M1 =
5
3
g′2

g2
M2 =

5
3

tan2 θWM2 ≈ 0.5M2 ,

(1.24)

where every term is evaluated at MW scale and mg̃ is the gluino mass.
The gluino mass is therefore always the heaviest of the gaugino masses. Equation 1.20

and Equation 1.21, in conjunction with SUSY and the gauge structure, lead to the following
expressions for the masses of the sfermions (except for the third generation) at the electroweak
scale [20]:

m2
f̃L,R

= m2
f +m2

0 + bf̃L,Rm
2
1/2

±m2
Z cos 2β

[
T
f̃L,R
3 −Qf̃L,R sin2 θW

]
,

(1.25)

where f̃L,R is the corresponding left (right) sfermion, T f̃L,R3 and Qf̃L,R are the third component
of the weak isospin and the electric charge of the corresponding fermion f , and the coefficients
b are derived from the RGEs and can take different values. In particular, b ≈ 6 for squarks,
≈ 0.5 for left sleptons and ≈ 0.15 for right sleptons. An approximate view of the running
masses obtained via the RGEs can be seen in Figure 1.2.

Since the supersymmetry is broken via gravitational interaction, a new massless Goldstone
particle (the Goldstino) need to be present. This new particle will be eaten by the gravitino
(the spin 3/2 partner of the spin 2 graviton), such that it becomes massive, determining the
SUSY breaking scale, µS :

mG̃ ∼
µ2
S

MPl
. (1.26)
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Chapter 1. Theoretical Overview

Therefore, in mSUGRA the hidden sector is postulated at the Planck mass and, in order
to obtain the new SUSY masses at the desired TeV scale to prevent Higgs mass divergence
and to obtain coupling unification at the GUT scale, the SUSY breaking scale (following
Equation 1.26) should be around 1011 − 1012 GeV.

With the assumptions in Equations 1.20 - 1.22, the SUSY sector in mSUGRA is completely
described by 5 input parameters at the GUT scale [21]: m0, m1/2, A0, µ, and B, where µ
is the Higgs mass parameter and B the Higgs mixing parameter. The requirement that the
Z boson obtains its measured value when the parameters are evaluated at low energy can
be used to restrict |µB|, leaving the sign of µ as a free parameter. In addition one can also
change the B parameter for tanβ and use the usual set of parameters for the model:

m0, m1/2, A0, tanβ, sign(µ) . (1.27)

This model is a simplistic scenario that serves as a good benchmark model since it is
extremely predictive with the entire low energy spectrum depending on just five input pa-
rameters. Of course, one needs to bear in mind that changing the input parameters at MX

(for example assuming non-universal scalar masses) changes the phenomenology at the weak
scale and experimental analyses should be focused as much as possible on model independent
approaches.

1.4.1 Squarks and Gluinos in mSUGRA

Squarks are the spin-0 boson superpartners of the left- and right-handed quarks. These
particles are part of the supersymmetric QCD (SUSY-QCD) framework, which is based on
the colored particles of the MSSM with their masses coming form a mixture of the chiral
states, with different contributions defined by the set of RGEs that run in the mSUGRA
framework. Squark mass parameters have a strong dependence on the common gaugino
mass M1/2 because of the color. For the first and second generation squarks, the left- and
right-handed soft SUSY-breaking parameters at electroweak scale are given approximately
by:

m2
Q̃1,2
≈ m2

0 + 6.3m2
1/2 ; m2

¯̃u1,2
≈ m2

¯̃
d1,2
≈ m2

0 + 5.8m2
1/2 . (1.28)

In general, squarks are heavier than the sleptons and the lightest neutralino and chargino
because of the strong interactions. More concretely, the mass parameters of the first two
generations are roughly degenerate while the third generation masses are typically reduced
by a factor of up to 3. The concrete spectrum can vary depending on the tanβ value [22] with
large tanβ usually lowering b̃1 and t̃1 masses compared to those of the other sparticles. An
example of the mSUGRA mass spectrum is in Figure 1.3 where a model with M0 << M1/2

is assumed.
The gluino is the color octet fermion and it cannot mix with any other particle in the

MSSM. In mSUGRA the gluino mass parameter M3 is related to the bino and wino masses
as follows:

M3 : M2 : M1 ≈ 3.3 : 1 : 0.5 . (1.29)

Therefore, the gluino should be much heavier than the lightest neutralino or chargino. Ra-
diative corrections to the gluino mass can be relatively large due to the strong interaction
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Constraining the MSSM: mSUGRA Model 1.4

with all squark-quark pairs and its color octet nature. A general prediction for mSUGRA is
that

mQ̃ ≥ 0.85mg̃ (1.30)

which holds for the five lightest squarks and small or moderate4 tanβ.

1.4.2 Squark and Gluino Production Processes

The hadroproduction of squarks and gluinos at the Tevatron in an Rp conserving mSUGRA
scenario proceeds through the following partonic reactions:

q̃ ¯̃q production: qi+q̄j −→ q̃k+¯̃ql (1.31)

g +g −→ q̃i +¯̃qi (1.32)

q̃q̃ production: qi+qj −→ q̃i +q̃j and c.c. (1.33)

g̃g̃ production: qi+q̄i −→ g̃ +g̃ (1.34)

g +g −→ g̃ +g̃ (1.35)

q̃g̃ production: qi+g −→ q̃i +g̃ and c.c. (1.36)

Here, the chiralities of the squarks are not noted explicitly, q̃ = (q̃L, q̃R) and the indices i− l
indicate the flavors of the quarks and squarks involved. Charge-conjugate processes (c.c.) are
understood for q̃q̃ and q̃g̃ production. The corresponding Feynman diagrams are displayed
in Figure 1.4.

The relative yields of q̃ ¯̃q, q̃q̃, g̃g̃, and q̃g̃ final states at the Tevatron are shown for a
set of mass parameters in Figure 1.5. They depend strongly on the relative mass difference
between squarks and gluinos. If squarks are lighter than gluinos, the valence partons give the
dominant yield of squark-antisquark or squark-squark pairs. If the gluinos are the lightest of
the two species, their production is the most copious.

1.4.3 Squark and Gluino Decays

In an mSUGRA scenario with Rp conservation, signatures produced by sparticles in the
detector are characterized by the presence of the LSP (the lightest neutralino, χ̃0

1) usually
produced after a chain of successive decays of different complexity. The preferred decay
modes for squarks are:

q̃ → qg̃ q̃ → qχ̃0
i q̃ → q′χ̃±i (1.37)

The preference for one decay or the other depend on the available phase space. In the case of
the gluino, affected by strong interactions only, its decay proceeds through on-shell or virtual
squarks:

g̃ → q̄q̃L,R (g̃ → q ¯̃qL,R) g̃ → qq′χ̃0
i g̃ → qq′χ̃±i (1.38)

The decay of charginos and neutralinos is quite complex since there are several possibilities
and the final-state branching fractions are small and quite sensitive to the model. In general
there is a strong correlation between the number of partons in the final state and the mass
difference between squarks and gluinos. If squarks are significantly lighter than gluinos, q̃q̃

4Small tanβ usually means tanβ < 10, depending on the situation under study.
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production is enhanced: squarks tend to decay according to q̃ → qχ̃0
1, and a topology with two

partons and two neutralinos in the final state is favored. If gluinos are lighter than squarks,
the g̃g̃ production dominates: gluinos decay via g̃ → qq̄χ0

1, leading to topologies containing a
larger number of partons (≥ 4). Finally, for Mg̃ ' Mq̃, a intermediate topology is expected.

1.4.4 Heavy Flavor Squarks

As already mentioned, squark masses in mSUGRA originate from a mixture of their chiral
states, with different contributions defined by the RGEs. This mixture is not particularly
significant in the first two generations, while it becomes important for the stop and, at
large tanβ, also for the sbottom. For this reason, the inclusive search for squark and gluino
production is performed in a low tanβ scenario. The production of t̃ is neglected and the
remaining squarks can be considered degenerate in mass with good approximation.

Searches for third generation squarks are usually addressed in dedicated analyses assuming
specific SUSY models where their production is predominant. An example is the constraint
MSSM scenario employed in the search for direct sbottom production described in Chapter 4.
In this case, no particular model for SUSY breaking is assumed. The R-parity conservation
leads to the production of the sbottom in pairs. As it has been the case in previous analy-
ses [24][25], and to avoid model dependence of the decay branching fractions, the analysis is
performed in the framework of the exclusive decay b̃1 → bχ̃0

1. The complete decay chain is

pp̄ −→ b̃1
¯̃
b1 −→ (b̃1χ̃0

1)(¯̃b1χ̃0
1) (1.39)

leading to a final state with two b quarks and two neutralinos. With this assumptions, the
region of the MSSM phase space where Mχ̃0

1
+ Mb > Mb̃1

is kinematically forbidden. In
the allowed region, kinematics of the events are strongly correlated to the mass difference
∆M = Mb̃1

−Mχ̃0
1

between the sbottom and the neutralino.

1.5 Monte Carlo Simulation

In the analyses described in this Thesis, simulated event samples are used to determine
detector acceptance and reconstruction efficiency, estimate part of the SM background con-
tributions, and compute the number of expected SUSY events. This Section illustrates how
the different physic processes occurring in a pp̄ collision are taken into account. A review of
the used MC generator programs is provided, together with the description of the techniques
for the simulation of specific SM and SUSY processes.

Short description of a pp̄ collisions:

In a typical high energy proton-antiproton collision, several physics processes occur. Although
the theory does not allow to completely separate the different processes, the following steps
implemented in MC models, sketched in Figure 1.6, provide an effective approach to simulate
the resulting events.

• Initially two beam particles are coming in toward each other. Each particle is char-
acterized by a set of parton distribution functions (PDF), which define the partonic
substructure in terms of flavor composition and energy sharing.
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Monte Carlo Simulation 1.5

• One shower initiator parton from each beam starts off a sequence of gluon radiation,
such as q → qg, which build up an initial-state shower (ISR).

• One incoming parton from each of the two showers is involved in the hard scattering
process, a 2-to-2 process, that can be calculated by a perturbative approach, typically
to first-order.

• The resulting partons start a parton cascade producing a multiple jets final state and
following Altarelli-Parisi collinear approach in each branch.

• In the MC models employed in this Thesis, initial and final state radiation (ISR and
FSR) are developed independently and interferences are not taken into account.

• Further semi-hard interactions may occur between the other partons of the two incoming
hadrons.

• The remnants have internal structure and a net color charge that relates them to the
rest of the final state.

• The QCD confinement ensures that no color is observed in the final state and phe-
nomenological models are employed to produce hadrons.

• Many of the produced hadrons are unstable and decay further.

PDF parameterizations:

The parton structure of the incoming proton and antiproton is expressed in terms of parton
density f(Q2, x) where the Q2 evolution is determined by the DGLAP (Dokshitzer-Gribov-
Lipatov-Altarelli-Parisi) evolution equations. The parameterization of the PDFs at a certain
scale Q2

0 is carried out through a χ2 minimization over data from different processes such
as deep-inelastic e, µ, or ν scattering, Drell-Yan production, W -asymmetry in pp̄ collisions,
and prompt photon production pN → γX. Different groups perform such parameterizations.
In particular, the work presented here employs the parameterizations obtained by the Co-
ordinated Theoretical-Experimental Project on QCD (CTEQ). The most recent set from the
CTEQ Collaboration is the CTEQ6 where the following form has been chosen [26]:

xf(x,Q2
0) = A0 · xA1(1− x)A2eA3x(1 + eA4x)A5 , (1.40)

where Ai are the parameters to be fitted and f are the parton distribution functions. An
example of these PDF’s can be seen in Figure 1.7 at two different scales (Q = 2 GeV and
Q = 100 GeV).

The limited knowledge of the PDFs constitutes an important source of uncertainty on
the production cross sections. The evaluation of the uncertainties due the particular choice
of PDFs is obtained with a Hessian method [27] based on the up and down variation of
the parameters in the PDFs fits. This method determines the behavior of the χ2 in the
neighborhood of the minimum. Variations on the set of PDF parameters lead to new fits
with certain χ2. A parameter called tolerance, T , is defined and the new fits are considered
acceptable if χ2 − χ2

0 < T 2, where χ2
0 is the best fit to the global data set. CTEQ chooses

T 2 ∼ 100 which is interpreted to be a 90% CL uncertainty. In Figure 1.8, the uncertainties on
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gluon and u-quark distributions are shown at a scale Q2 = 10 GeV2. The u-quark distribution
is tightly constrained for x ≤ 0.8. The gluon uncertainty is of order ±15% for x ≤ 0.3 and
then it increases rapidly for large x. These uncertainties also increase at higher energy scales
when applying the DGLAP evolution equations. This constitutes one of the main sources of
systematic uncertainty in the analyses presented here.

Initial- and Final-State Radiation (ISR/FSR):

Higher-order QCD processes are approximately implemented in the MC via initial- and final-
state parton showers (PS) [28]. To describe them, both processes are set to be independent. In
a hard process with virtuality Q2, initial-state radiation is modelled by a sequence of emissions
that, starting from the hadrons, increase the virtuality in each emission until it matches the
Q2 of the hard process. Similarly, the final-state radiation is constituted by a sequence
of emissions that decreases the virtuality of the partons until a Q2

0 ∼ Λ2
QCD is reached.

The parton shower is characterized by a strong angular ordering of the different emissions,
dominated by the collinear component. Although the first branch in the parton shower is
approximately performed according to the matrix elements, the collinear approximation is
less accurate in reproducing the hardness of subsequent emissions.

Hadronization:

After the parton shower has finished, the final state consists of a set of partons with virtualities
of the order of the cutoff scale Q2

0 ∼ Λ2
QCD. QCD becomes strongly interacting at long

distances (low momentum-transfer) and non-perturbative effects cannot be neglected. In
this confinement regime, the colored partons are transformed into colorless hadrons in a
process called hadronization or fragmentation. The tight cone of particles created by the
hadronization of a single quark is called jet and it is observed at collider detectors as clustered
energy depositions in the calorimeter. Since this process is still not understood from first
principles, some phenomenological models have been constructed to describe it.

The String Fragmentation Model [29] assumes a linear confinement, i.e. the energy stored
in the color dipole field between a q and a q̄ is assumed to increase linearly with the separation
between charges. This is a characteristic of QCD interactions due to the presence of a triple-
gluon vertex. The physical picture is that of a color flux vortex line being stretched between
a q and a q̄ which are moving apart from their common vertex. The transverse dimensions of
the tube are of typical hadronic sizes (∼ 1 fm) and the tube is assumed to be uniform along
its length. This automatically leads to a confinement picture with a linearly rising potential.
As the q and q̄ move apart, the potential energy stored in the string increases and may break
producing a new q′q̄′ pair. Hence the system is split in two color-singlet systems qq̄′ and q′q̄
from which, depending on their invariant mass, new breaking can occur. In the Lund string
model, the string break-up proceeds until only on-mass-shell hadrons remain, each hadron
corresponding to a small piece of string. Charm and heavier quarks are not expected to be
produced in soft fragmentation, but only in perturbative parton-shower branchings g → qq̄.
If more than two partons are moving apart the string structure becomes more complicated.
For a qq̄g event, a string is stretched from the q end via the gluon (g) to the q̄ end. To first
approximation, there are two fragmenting string pieces hold by the gluon. But additional
string regions may appear during the time evolution of the system and complicate the process.
Figure 1.9 shows a schematic diagram of string fragmentation.
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The Cluster Fragmentation Model [30]. is based on an important property of the branching
processes which is the color preconfinement [31]. This property relies on the fact that the
separation of the color charges forming a singlet are inhibited. After the perturbative parton
branching process, remaining gluons are split into light qq̄ pairs. Then, neighboring quarks
and antiquarks can be combined into color singlets. These singlets have masses distribution
and spatial size which peak at low values and are asymptotically independent of the hard
subprocess scale. Most clusters have masses of up to few GeV and it is reasonable to consider
them as superpositions of resonances. Clusters decay into hadrons according to two-body
phase space. Figure 1.9 shows a schematic diagram of cluster fragmentation.

1.5.1 MC Generators

This Section briefly describes the characteristics of two broadly used event generators, Pythia
and Alpgen, that are particularly relevant for the analyses presented in this Thesis. A de-
scription of other MC programs also used in this work (Isajet, Isasusy, MadEvent) is provided
elsewhere [34, 39].

Pythia

Pythia [32] is a multipurpose event generator for ee, ep, and pp collisions broadly used in
high energy physics (HEP) experiments. It uses LO matrix element (ME) calculations to
generate hard interactions between partons and it is optimized for 2 −→ 1 and 2 −→ 2
processes. Pythia employs PS to generate higher multiplicity partonic states which can then
be converted into the observed hadrons by the hadronization mechanism. The hadronization
in Pythia is based on the string fragmentation model.

Given the LO character of the employed ME and the collinear approximation assumed
for the PS, the program is expected to give a reasonable description of the jet structure,
but has a limited predictive power in the description of large-angle parton emission and well
separated multijet production (> 4 jets final state). To improve the description with large
jet multiplicity, Pythia can be matched to other event generators that employ first order ME
for multipartons final states, as in 2 −→ 3 and 2 −→ 4 processes. A typical example is the
use of Pythia for the PS in combination with the Alpgen program described below.

Finally, Pythia uses several models to describe soft-gluon radiation, multiple parton inter-
action, and beam-beam remnants that constitute the so called underlying events. A number
of parameters in Pythia control the amount and proportion of underlying events and can be
tuned to reproduce data [35]. Pythia tune A is the default setting at CDF, optimized to
reproduce specific measurements performed by the CDF experiment during the Run I of the
Tevatron. Tune A settings mainly affect the initial state showers from the incoming hadrons,
where the scale Q2 is increased and the lower cut-off decreased to allow more radiation. The
probability that the multiple parton interaction produces two gluons with color connections
to their nearest neighbors is also increased. An alternative parametrization to tune A is tune
BW, meant to describe accurately the distribution of the transverse momentum of the Z/γ∗

boson at very low values of the transverse momentum PT < 5 GeV/c.
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Alpgen

Alpgen [33] program is dedicated to the study of multiparton hard processes in hadronic
collisions with emphasis on configurations with large jet multiplicities. The code performs,
at the leading order in QCD and EW interactions, the calculation of the exact matrix elements
for a large set of parton-level processes. The evaluation of matrix elements gives a better
description for processes with high jet multiplicities and large transverse momenta than the
pure PS approach, where additional jets (with respect to the initial 2 −→ 2 process) are
generated only during the shower evolution. Alpgen generates only the hard process and
does not include any form of hadronization. Thus, the output consists of bare quarks and
gluons only. The showering and hadronization has to be done in a separate step with routines
as they are implemented in general-purpose generators like Pythia. Interfacing the Alpgen
output to an external showering package involves the risk that the same parton which was
already generated in the matrix element calculation is added once again during the shower
evolution. A solution for this problem is obtained with a matching procedure for matrix
elements and parton showers to remove events which occur twice. The approach to remove
double counted jet configurations is called MLM matching [33], and will be briefly described
in the following Section.

1.5.2 Simulation of SM Processes

The big challenge of searches for Supersymmetric particles in events with energetic jets and
large ET/ is the reduction of the SM background. This is very hard to achieve because the
production cross sections of most of the SM processes are remarkably larger than the SUSY
ones, regardless of the particular model assumed. As shown in Figure 1.10, there could be
as many as 8 orders of magnitude between the production cross sections of typical SUSY
events and the most frequent SM processes. It is clear that, to face the need of such a huge
background reduction, the signal regions of typical SUSY searches are defined in the very tail
of the kinematic distributions where SUSY and SM yields become comparable. Therefore,
whenever a MC technique is employed in the estimation of a SM background, it is required
an exceptional prediction power and a very high grade of accuracy. To fulfill these needs,
the simulation methods used in our work vary according to the different SM processes they
address and are briefly described in the following.

QCD multi-jet processes: All the QCD MC samples used in the analyses described
in this Thesis are generated using Pythia tune A. As previously described, the partonic
interactions are generated using leading-order QCD ME, including initial and final-states PS.
CTEQ5L PDFs are used for the proton and antiproton. Different MC samples with different
thresholds on pT were produced to ensure enough MC statistics across the region of the pT

spectrum where the analyses are sensitive. In particular a minimum threshold at 60 GeV/c
is applied. Special care was taken to avoid any bias coming from the presence of the different
pT thresholds in the MC. Once merged, the QCD samples are normalized to the observed
cross sections by comparing MC to data in a low ET/ region.

tt̄ processes: tt̄ MC samples are generated with Pythia (tune A), fixing the top mass to
172 GeV/c2, closer to most recent top mass measurement results. The tt̄ samples are then
normalized to the corresponding NLO theoretical cross section [38], σtt̄ = 7.3 pb.

single top processes: The two dominant single top production channels at the Teva-
tron are the tb production (s-channel) with a SM cross section of 0.88 pb, and the tqb pro-

18



Monte Carlo Simulation 1.5

duction (t-channel) with a cross section of 1.98 pb. Single top MC for both t and s channels
are produced with the MadEvent [39] software interfaced with Pythia.

diboson processes: Generated with Pythia, all the diboson samples (WW/WZ/ZZ)
are normalized with LO-to-NLO k-factors determined by the Monte Carlo for FeMtobarn
program (MCFM) [40], a parton-level MC program which gives NLO predictions for a large
range of processes at hadron colliders.

W/Z + jets processes: W/Z boson+jets samples (all lepton modes) are generated
using Alpgen interfaced with parton shower from Pythia (tune BW) as previously described.
Final-state partons and shower-generated jets are matched using the MLM prescription, which
allows to construct samples of arbitrary jet multiplicity, without double counting. The jets
produced in the showering routine are matched to the partons obtained from the matrix
element calculation. For this purpose, a jet clustering algorithm is applied to the final-
state particles. The event is kept if each hard parton in the event can be matched to a jet
otherwise it is rejected. The parton-level configuration for the samples is generated for a
particular number of hard jets (exclusive samples). Only for the sample with the highest jet
multiplicity, extra jets which do not match to hard partons are allowed to be present after the
showering is performed (inclusive sample). In both the inclusive and the exclusive searches
described in this Thesis, samples with zero to three partons in the final state, labelled as +0p,
+1p .. +3p, are generated in exclusive mode: events which fail the matching criteria (N jets
6= N partons) are rejected. Higher parton multiplicities (4 or more) are generated inclusively,
using 4-partons matrix elements where events passing the matching criteria and having extra
jets due to parton shower are accepted. For each distribution, the different samples, after
MLM matching, are combined according to the following relative weights:

wi =
σi

σTOT

, i = 0− 4, (1.41)

where σi denotes the resulting cross section (after MLM matching) for the i-th contribution
and σTOT =

∑
σi is the sum of the cross sections. The whole Boson+jets sample is then

normalized to the inclusive W/Z cross section taken from the data[37], where measurement
results are:

σW ×Br(pp̄→W → lν) = 2.775± 0.010(stat)± 0.053(syst)nb

and
σγ∗/Z ×Br(pp̄→ γ∗/Z → ll) = 254.9± 3.3(stat)± 4.6(syst)pb

When needed, exclusive samples with a given number of heavy-flavor partons (b/c quarks)
in the final state can be produced with the same technique and then merged to the inclusive
samples previously described to enhance the statistic of the heavy-flavor events. In performing
this merging between inclusive samples and heavy-flavor exclusive samples special care is
needed to avoid any possible double counting of events with the same parton configuration
in the final state. The matching strategy employed in the exclusive search for sbottom
production is described in Chapter 4.

1.5.3 Simulation of SUSY Processes

The SUSY processes relevant for this Thesis are generated with the Isasusy [34] implemen-
tation of Pythia (tune A), to combine LO ME with PS as previously described. The cross
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sections for the production of squarks and gluinos in hadron collisions were calculated at the
Born level in 1992 [41]. The LO predictions suffer from large uncertainties on the absolute
normalization due to a large dependence on the scale. Therefore, NLO predictions are em-
ployed to normalize the four different processes described in Section 1.4.2: gluino-gluino (gg),
squark-gluino (sg), squark-squark (ss), and squark-antisquark (sb). There is up to a factor of
2 between the NLO and LO cross sections depending on the particular process and the masses
involved. The values of the NLO cross sections for squark and gluino productions employed
in the present study are based on PROSPINO [43] calculations. In the inclusive search for
squarks and gluinos, the PROSPINO cross sections are computed using CTEQ61M PDFs,
and renormalization and factorization scale set to the average mass of the supersymmetric
particles produced in the final state:

• gluino-gluino (gg): µ = Mg̃

• squark-gluino (sg): µ = 0.5[Mg̃ + Mq̃]

• squark-squark (ss): µ = Mq̃ (in this subprocess we also find antisquark-antisquark
production)

• squark-antisquark (sb): µ = Mq̃

where Mq̃ is the average mass of the squarks considered. In the last version of the software
(PROSPINO2), stop and sbottom productions can be treated separately from the production
of the other mass-degenerate squarks and cross sections for b̃b̃ or t̃t̃ processes alone can
be computed. In the exclusive search for direct sbottom pair production, the NLO cross
sections are computed with PROSPINO2 using CTEQ6.6 PDFs, and the renormalization
and factorization scale set to the mass of the sbottom µ = Mb̃1

.
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Figure 1.1: one-loop quantum corrections to m2
HSM
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Figure 7.4: RG evolution of scalar and gaugino mass parameters in the MSSM with typical minimal
supergravity-inspired boundary conditions imposed at Q0 = 2.5× 1016 GeV. The parameter µ2 + m2

Hu

runs negative, provoking electroweak symmetry breaking.

a reasonable approximation, the entire mass spectrum in minimal supergravity models is determined
by only five unknown parameters: m2

0, m1/2, A0, tanβ, and Arg(µ), while in the simplest gauge-
mediated supersymmetry breaking models one can pick parameters Λ, Mmess, N5, 〈F 〉, tan β, and
Arg(µ). Both frameworks are highly predictive. Of course, it is easy to imagine that the essential
physics of supersymmetry breaking is not captured by either of these two scenarios in their minimal
forms. For example, the anomaly mediated contributions could play a role, perhaps in concert with
the gauge-mediation or Planck-scale mediation mechanisms.

Figure 7.4 shows the RG running of scalar and gaugino masses in a typical model based on the
minimal supergravity boundary conditions imposed at Q0 = 2.5 × 1016 GeV. [The parameter values
used for this illustration were m0 = 80 GeV, m1/2 = 250 GeV, A0 = −500 GeV, tan β = 10, and
sign(µ)= +.] The running gaugino masses are solid lines labeled by M1, M2, and M3. The dot-dashed
lines labeled Hu and Hd are the running values of the quantities (µ2 + m2

Hu
)1/2 and (µ2 + m2

Hd
)1/2,

which appear in the Higgs potential. The other lines are the running squark and slepton masses,
with dashed lines for the square roots of the third family parameters m2

d3
, m2

Q3
, m2

u3
, m2

L3
, and m2

e3

(from top to bottom), and solid lines for the first and second family sfermions. Note that µ2 + m2
Hu

runs negative because of the effects of the large top Yukawa coupling as discussed above, providing for
electroweak symmetry breaking. At the electroweak scale, the values of the Lagrangian soft parameters
can be used to extract the physical masses, cross-sections, and decay widths of the particles, and other
observables such as dark matter abundances and rare process rates. There are a variety of publicly
available programs that do these tasks, including radiative corrections; see for example [204]-[213],[194].

Figure 7.5 shows deliberately qualitative sketches of sample MSSM mass spectrum obtained from
three different types of models assumptions. The first is the output from a minimal supergravity-
inspired model with relatively low m2

0 compared to m2
1/2 (in fact the same model parameters as used

for fig. 7.4). This model features a near-decoupling limit for the Higgs sector, and a bino-like Ñ1

LSP, nearly degenerate wino-like Ñ2, C̃1, and higgsino-like Ñ3, Ñ4, C̃2. The gluino is the heaviest

80

Figure 1.2: running of sparticle masses from the GUT scale to the electroweak scale, for a representative
set of input parameters.
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Figure 1.3: example of a typical mSUGRA mass spectrum. The dashed line indicates the usual gluino decay
chain all the way to the LSP neutralino (χ̃0

1).

22



Monte Carlo Simulation 1.5

Figure 1.4: Feynman diagrams for the production of squarks and gluinos at the leading order. The diagrams
in (c) and the last diagram in (d) are result of the Majorana nature of gluinos. Some of the above diagrams
contribute only for specific flavors and chiralities of the squarks [23].
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Figure 1.5: relative yields of the squarks/gluinos production sub-processes at the Tevatron. The mass ratio
Mq̃/Mg̃ is chosen to be (a) 0.8 and (b) 1.6. Also shown are the leading parton contributions for (c) q̃ ¯̃q and (d)
g̃g̃ final states.
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Figure 1.6: an example of the different processes occurring at a pp̄ collision.

Figure 1.7: CTEQ6 parton distribution functions at Q = 2 GeV and Q = 100 GeV.
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Figure 1.8: uncertainty bands for the u-quark (left) or gluon (right) distribution functions at Q2 = 10 GeV2.
The other lines are from different type of parameterizations not discussed here.

Figure 1.9: a representation of the string (left) and cluster (right) fragmentation models.
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Figure 1.10: comparison between SUSY cross sections and the cross sections of typical SM processes.
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Chapter 2

Experimental Apparatus

With its 6,800-acre site located just 35 miles west of Chicago, Illinois, the Fermi National
Accelerator Laboratory (Fermilab) is one of the largest and most important particle physics
facilities in the world. It currently hosts the Tevatron, the second highest energy particle
accelerator after the Large Hadron Collider (LHC) in Geneva. Commissioned by the De-
partment of Energy in the late 1960’s, in the past 40 years the Fermilab hosted numerous
experiments whose results have made crucial contributions to the understanding of SM. In
1977, the E288 experiment observed the new Upsilon particle, giving the first evidence for
the existence of the bottom quark. In 1995 the CDF and DØ experiments at the Tevatron
completed the quark sector with the observation of the top quark. Finally, in July 2000,
DONUT announced the first direct observation of the tau neutrino, filling the final slot in
the lepton sector.

After the completion of an ambitious program of upgrades, the Run II of the Tevatron
Collider started in March 2001 and had the first physics run in February 2002. In this
Chapter, we briefly describe the Tevatron accelerator and the CDF experiment in the Run
II.

2.1 The Tevatron Collider

The Fermilab accelerator complex shown in Figure 2.1 is composed of five different accel-
erators: the Cockroft-Walton, the Linac [44], the Booster [44], the Main Injector [45], and
the Tevatron. They work in cascade and accelerate 36 proton on 36 antiproton bunches at
a center-of-mass energy of

√
s = 1.96 TeV with a bunch spacing of 396 ns. Data from the

Tevatron are collected by the CDF II and DØ experiments located along the accelerator ring
in two different points where the proton and antiproton beams collide.

The Tevatron was originally designed to produce collisions at 2× 1032 cm−2s−1 instanta-
neous luminosity, which was reached in the end of 2006. In the following years, new luminosity
records have been continuously broken with peaks over 3.5 × 1032 cm−2s−1 as displayed in
Figure 2.2. With the good performance of the accelerator, each experiment has collected al-
most 8 fb−1 of data since the beginning of Run II. Figure 2.3 shows the integrated luminosity
delivered by the Tevatron and the total luminosity recorded by the CDF experiment. With
the machine scheduled to continue running until the end of 2010, both CDF and DØ are ex-
pected to collect up to 9 fb−1. An additional year of running in 2011 has been approved with
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the potential of adding approximately another 2 fb−1 of data before the end of operations.

2.2 The CDF II Experiment

The Collider Detector at Fermilab Run II (CDF II) [46] is designed to detect and measure
properties of particles produced in pp̄ collisions. It is a multipurpose detector combining
precision charged particle tracking with fast projective calorimetry and fine grained muon
detection. The layout is standard for detectors of this type. From the inside-out there are:
tracking system, time of flight detector, electromagnetic calorimeter, hadronic calorimeter,
and muon chambers on the far outside. The tracking system is immersed in a 1.4 T magnetic
field, parallel to the beam axis and generated by a superconducting solenoid of 4.8 m length
and 1.5 m radius. The solenoid is located between the tracking system and the calorimeters.
The superconductor is made of Al-stabilized NbTi and operate at liquid helium temperature.
The magnetic field is uniform with an accuracy of 0.1% throughout the entire tracking volume.

A brief description of each sub-detector is provided in the following sections, with special
emphasis on those apparatuses, tracking system and calorimeters, that play an important
role in the analyses described in this Thesis.

2.2.1 The CDF Coordinate System

Due to its azimuthal and forward-backward symmetry, the CDF II detector is conveniently
described with a polar coordinate system (r, θ, φ) sketched in Figure 2.4 with the detector
geometric center as its origin. The direction of a particle in the detector can be expressed
in terms of its rapidity y = 1

2 ln[E+pz
E−pz ], with the advantage that intervals of y are invari-

ant under Lorentz boosts along the z-axis. The rapidity has a convenient ultra-relativistic
massless approximation η = − ln (tan [ θ2 ]) called pseudo-rapidity, with a direct geometrical
interpretation in terms of the angle θ. Figure 2.6 shows the different η coverage for some of
the components of the CDF detector.

2.2.2 The Tracking System

At CDF II there are two main tracking systems, the silicon detector and the Central Outer
Tracker, both briefly described below.

The silicon detector: the Run II silicon detector [47] consists of three sub-systems,
Layer 00 (L00), Silicon Vertex Detector (SVX), and Intermediate Silicon Layers (ISL), ar-
ranged in a barrel geometry that extends from the radius r = 1.35 cm to r = 28 cm, and
covers the tracking in the range |η| < 2 . Built in three cylindrical barrels each 29 cm long,
the SVX system is the most important among the silicon components. Each of the three
barrels supports five layers of double sided silicon micro-strip detectors which can combine
r−φ measurements with information from stereo angles for three-dimensional tracking. The
SVX alone is capable of measuring the impact parameter d0

1 and the z0 with a resolution
of 40 µm and 70 µm, respectively. The two other subsystems, L00 and ISL, are meant to
broaden the physics reach of SVX. The L00 is the innermost subsystem located around the
beam vacuum pipe at a minimum radius of 1.35 cm. It improves the measurement of d0

1d0 is the track impact parameter whose absolute value corresponds to the distance of the closest approach
of a track to the beam-line
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making possible resolutions as small as 25 µm. Finally, the ISL consists of three separate
silicon layers and serves as a link between the inner silicon tracking region and the outer wire
tracker.

The Central Outer Tracker: the Central Outer Tracker (COT) [48] is a drift chamber
with 96 sense wire layers which are radially grouped into eight super-layers as inferred from
the end-plate section in Figure 2.7. Each super-layer is divided in φ into super-cells. Each
super-cell has 12 sense wires and a maximum drift distance that is approximately the same
for all super-layers. Therefore, the number of super-cells in a given super-layer scales approx-
imately with the radius of the super-layer. The entire chamber contains 30,240 sense wires.
Approximately half the wires are parallel to the z-axis (axial wires), while the other half are
strung at a small angle with respect to the z direction (stereo wires). With its inner radius
of r = 43.3 cm, the COT surrounds the ISL and extends to an outer radius of r = 132.3 cm.
It is 310 cm long and particles with |η| < 1 pass through all eight super-layers as shown in
Figure 2.8. Particles with |η| < 1.3 pass through 4 or more super-layers. The COT has a
maximum acceptance of |η| < 2.

The proportional drift chamber is filled with Ar:C2H6 (50:50) mixture with a small ad-
mixture of isopropyl alcohol and oxygen to prevent aging. This mixture is chosen to achieve
a uniform gain (≈ 2 · 104) and drift field with relatively high velocities (≈ 100 µm/ns) for
all the sense wire drift cells. The maximum drift distance in a cell is 0.88 cm which allows
for a maximum drift time of 100 ns, well enough inside the bunch crossing time window of
396 ns. The COT single-hit resolution has been measured in situ using Z boson decays into
muon pairs, Z → µµ, to be about 140 µm. The momentum resolution has been measured to
be σpT /p

2
T ≈ 1.5× 10−3[ GeV/c]−1 using muon cosmic rays.

2.2.3 The Time Of Flight

The Time Of Flight (TOF) detector [49] expands CDF’s particle identification capability in
the low pT region. TOF measures arrival time t of a particle with respect to the collision
time t0. The mass m of the particle is then determined using the path length L and the
momentum p measured by the tracking system via relationship

m =
p

c

√
(ct)2

L2
− 1. (2.1)

The TOF consists of 216 scintillator bars installed between the outer shell of the COT and
the superconducting solenoid. The timing resolution of the TOF system is currently about
110 ps for particles crossing the bar exactly in front of one of the photomultiplier tubes.

2.2.4 The Calorimeters

The CDF calorimetry system, located immediately outside the solenoid, measures the en-
ergy of neutral and charged particles. A schematic view is shown in Figure 2.9. The
CDF calorimeter is organized into two subsystems: the inner electromagnetic and the outer
hadronic sections, optimized to detect electromagnetic and hadronic showers respectively.
These scintillator-based sampling calorimeters are segmented in projective towers pointing to
the center of the detector. Each tower consists of layers of passive material alternated with
scintillator tiles. Particles, gradually absorbed by the passive material, leave a signal in the
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scintillator which is read by wavelength shifters (WLS) and carried through light guide to
photo-multiplier tubes.

The calorimeter system instruments two regions: a central calorimeter with a pseudo
rapidity coverage of |ηdet| < 1.1, and a forward calorimeter with 1.1 < |ηdet| < 3.6. The
towers of the central electromagnetic calorimeter (CEM) [50] interleave plastic scintillators
tiles with lead, while in the central and end-wall hadronic calorimeters (CHA, WHA) [51] the
passive layers are made of steel. Each tower covers approximately 0.1 unit in pseudo-rapidity
and 15 in azimuthal angle. The CEM thickness is 18 radiation lengths2 (X0) and the CHA-
WHA thickness is 4.7 interaction lengths3 (λI). The energy resolution for each section was
measured with test beams and can be parametrized as

( σ
E

)2
=
(
σ1√
E

)2

+ (σ2)2 , (2.2)

where the first term comes from sampling fluctuations and the photo-statistics of PMTs
and the second term comes from the non-uniform response of the calorimeter. In the CEM,
the energy resolution for high energy electrons and photons at normal incidence is σ

ET
=

13.5%√
ET
⊕ 2%, where the energy is expressed in GeV. In CHA and WHA detectors, charged

pions were used to obtain the energy resolution and it was found to be σ
ET

= 50%√
ET
⊕ 3% and

σ
ET

= 75%√
ET
⊕4%, respectively. The average energy loss per Minimum Ionizing Particle (MIP)

in the calorimeter is around 0.5 (1.6) GeV for electromagnetic (hadronic) parts.
The forward or plug calorimeters [52] employ iron instead of steel as passive material in

the hadronic section. The η coverage of the towers vary depending on the pseudo-rapidity
region4 from 0.1 to 0.6 and the φ coverage vary from 7.5 in the region 1.1 < |η| < 2.1 to
15 in the region 2.1 < |η| < 3.6. Towers in the plug electromagnetic section (PEM) match
those of the hadronic section (PHA), except for the lowest η PEM tower which does not
have a corresponding PHA tower. The PEM thickness is 23X0 and the PHA thickness is
6.8λI . The energy resolution for the plugs was determined to be σ

E = 16%√
E
⊕ 1% for PEM

and σ
E = 80%√

E
⊕ 5% for PHA where the resolution is given as a function of the total energy.

Table 2.1 summarizes the most significant characteristics of the CDF calorimetry.
It is worth mentioning that there are two main uninstrumented regions in the calorimeter

system: the chimney and the cracks. The former is located in the CEM and occupy the place
of one azimuthal wedge module to allow the passage to the CDF cryo system pipes of the
superconducting solenoid. The cracks are instead the junctions between the two symmetrical
central modules and between the WHA and the PHA at η = 0 and |η| = 1.1, respectively.

The central and forward parts of the calorimeter have their own shower profile detector po-
sitioned at the expected maximum of the lateral shower profile (approximately at 6X0). The
Central Electromagnetic Showermax (CES) [53] and the Plug Electromagnetic Showermax
(PES) [54] are designed to measure the position of electron and photon showers and to help
on separating single electrons and photons from the photons produced in π0 → γγ decays.
The Central Pre-Radiator (CPR) [55] is located at the inner face of the central calorimeter

2The radiation length X0 describes the characteristic amount of matter traversed for high energy electrons
in order to lose all but 1/e of its energy by bremsstrahlung.

3An interaction length is the average distance a particle will travel before interacting with a nucleus.
4The segmentation optimize e± identification in b/b̄ jets (b→ e+X processes) [46].
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Calorimeter CEM CHA WHA PEM PHA

Absorber Lead Steel Steel Lead Iron

Segmentation
0.1× 15 0.1× 15 0.1× 15

(0.1− 0.6)× (0.1− 0.6)×
(η × φ) (7.5− 15) (7.5− 15)

Num. Towers (η × φ) 20× 24 9× 24 6× 24 12× 24(48) 11× 24(48)

Thickness 18X0, 1λI 4.7λI 4.7λI 23X0, 1λI 6.8λI

Resolution (%) 14/
√

ET ⊕ 2 50/
√

ET ⊕ 3 75/
√

ET ⊕ 4 16/
√
E ⊕ 1 80/

√
E ⊕ 5

Table 2.1: summary of the main characteristics of the CDF II calorimeter system.

and consists of several multi-wire proportional chambers which sample the electromagnetic
shower that begins in the solenoid magnetic material (approximately 1X0) in front of them.
The Plug Pre-Radiator (PPR) [56] serves a similar purpose but it is located in front of the
plug calorimeters.

2.2.5 The Muon Detectors

The muon system [57] is the outermost layer of the CDF II detector. It consists of four
sub-detectors with similar functioning: the central muon chambers (CMU), the central muon
upgrade chambers (CMP), the central muon extension (CMX), and the intermediate muon
system (IMU). The systems consists on drift cells and scintillation counters which are used
to reconstruct the tracks from minimum ionizing particles. These tracks are matched using
dedicated algorithms with the COT information in order to reconstruct the full trajectory of
the muons.

2.2.6 CLC and Luminosity Measurement

The luminosity (L) at CDF is determined from the rate of inelastic pp̄ interactions in the
Cherenkov Luminosity Counters (CLC) [58] detector. The CLC occupies the conical holes
(3.75 < |η| < 4.75) between the plug calorimeters and the beam pipe as shown in Figure 2.10.
The CLC is designed to measure the average number of inelastic interactions per bunch
crossing, µ, within a few percent, up to the high luminosity regimes expected for the Tevatron.
Then, the luminosity is extracted using:

µ · fBC = σi · L , (2.3)

where σi is the inelastic proton-antiproton scattering cross section5 and fBC is the frequency
of bunch crossing, which is on average 2.5 MHz for 36 × 36 bunch operations. Since the
number of interactions n per bunch crossing follows Poisson statistics with mean µ, one can
have a good estimator for µ measuring the probability of empty bunch crossings n = 0:

P(0) = e−µ . (2.4)

An empty bunch crossing is observed when there are less than two tubes with signals above
threshold in either module of the CLC. The measured fraction of empty bunch crossings is

5The proton-antiproton inelastic cross section at the Tevatron is σi = 59.3 mb.
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corrected for the CLC acceptance and the value of µ is calculated. The total systematic
uncertainty on the luminosity [59] is about 6%, which originates from uncertainties in the
acceptance (4.4%) and from the inelastic cross section normalization (4%).

2.2.7 The Trigger System

With a collision rate of roughly 2.5 MHz and an average size of 100 kB per event, storing
the data from all the pp̄ collisions would require an impossible mass storage and throughput
capability of 25 TB/s (1.5 × 107 TB a week!). However, only a small fraction of events
contains interesting information for the physics analyses and the role of the CDF II trigger
is to select those events of interest and reduce data rates and volumes to manageable levels.
The trigger decision is staged in three levels as shown in Figure 2.11. Each level provides a
rate reduction sufficient to allow for processing in the next level with minimal dead time.

Level 1 (L1) uses designed hardware to make decisions based on simple physics quantities
in the events and using a subset of the detector information. As shown in Figure 2.12, three
different streams of information allow L1 to make a decision: calorimeter objects that may
be further reconstructed into electrons, photons, or jets; track segments in the muon detector
and tracking data to identify tracks which can be linked to objects in the calorimeter or muon
detector. The L1 trigger decision takes place 5.5 µs after a collision and it works in parallel
through a pipeline that can store up to 14 bunch crossings. This buffered data is needed in
order to accommodate the average input rate of 2.5 MHz, determined by the Tevatron bunch
configuration. After L1, the event rate is reduced to less than 50 kHz.

The level 2 (L2) is a combination of hardware and software triggers that perform limited
event reconstruction using programmable processors. These events are stored in one of four
asynchronous buffers and the decision whether they are accepted or not is based on calorimeter
cluster algorithms, shower information from Showermax detectors and combined tracking
information from L1 and from SVX II, which is crucial in order to trigger on different tracking
features like the impact parameter d0. This level of decision takes approximately 25 µs and
further reduces the event rate to approximately 300 Hz.

The level 3 (L3) consists of two components: an event builder and a Linux PC farm. As
shown in Figure 2.13 the detector readout from the L2 buffers is received via an Asynchronous
Transfer Mode (ATM) switch and distributed to 16 PC nodes. The main task of these nodes
is to assemble all the pieces of the same event as they are delivered from different sub-
detectors through the ATM switch. The event is then passed to a processor node consisting
on a separate dual-processor PC. There are about 150 processor nodes and each of the two
CPUs processes a single event at a time. The L3 decision is based on a near-final quality
reconstruction which, if it passes certain criteria, it is sent to the Consumer Server / Data
Logger (CS/DL) system for storage first on disk and then on tape. This level of decision
reduces the event rate to approximately 75 Hz.

2.2.8 Data Quality Monitoring

Collected events undertake some quality controls to ensure that the different sub-systems
were in good conditions at the moment of the data-taking. These series of controls involve
statistical tests of different levels of complexity for some of the most sensitive kinematic
variables. These tests are implemented on-line, to resolve possible problems on the fly, and
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offline, when a careful reconstruction of the whole event is performed with the final calibra-
tions. Data is validated in runs and grouped in several lists (GoodRunLists) according to
specific quality criteria that make the data suitable for different kind of analyses.

2.3 Physics Objects and Analysis Tools

2.3.1 Jets and Jet Energy Scale

Jets are the experimental signatures of the production of high-momentum gluons and quarks,
which hadronize into a large number of collimated particles that deposit a cluster of energy
in EM and HAD calorimeter towers.

In this Thesis, jets are reconstructed using the CDF JETCLU cone algorithm [60]. As a
first step, electromagnetic and hadronic calorimeter towers are combined into physics towers
whose transverse energies is defined as ET i = Eemi sinθemi + Ehadi sinθhadi where θem(had)

is the azimuthal angle of the electromagnetic (hadronic) compartment of the tower with
respect to the z-position of the primary vertex. Every physics tower with a transverse energy
ET i > 1 GeV (seed tower) initiates the algorithm. For each seed tower, all the towers with
ET i > 100 MeV within a radius of size R are gathered into clusters. The cone aperture is
defined in the η − φ plane as R =

√
(ηtower − ηjet)2 + (φtower − φjet)2. A cone of a radius

R=0.7 is chosen for the inclusive analysis in Chapter 3, while a cone of R=0.4 is employed for
the sbottom search in Chapter 4. Once an initial list of clusters is found, the transverse energy
and the location (centroid) of each cluster is calculated using the Snowmass definitions:

ET (jet) =
Ntow∑

i=0

ET i (2.5)

φ(jet) =
Ntow∑

i=0

EemTi φ
em
i + EhadT i φ

had
i

ET (jet)
(2.6)

η(jet) =
Ntow∑

i=0

EemTi η
em
i + EhadT i η

had
i

ET (jet)
(2.7)

where Ntow is the number of towers inside the cluster. This procedure is repeated iteratively,
with a new list of towers around the new centroid determined at each iteration. The jet
transverse energy ET (jet) and direction are recalculated until the list of towers assigned to
the clusters is stable. The last step of the algorithm deals with overlapping jets: if the
transverse energy common to two clusters amounts to more than 75% of the smaller cluster,
the two clusters are merged into a single jet; otherwise overlapping towers are assigned to
the nearest jet. Finally, the kinematics of the jet is computed using the jet constituent and
a 4-vector sum leading to massive jets.

Ideally, to each jet corresponds a single parent parton from which the jet originates.
However, the reconstructed energy of a jet is only an approximation of the original parton
energy. The measured jet transverse momentum is corrected for detector effect back to the
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hadron level6 to remove all dependencies on the detector device:

pparticleT = (pjetT × Cη − CMI)× CAbs (2.8)

where

• pparticleT is the transverse momentum of the particle jet, that is, a jet corrected by all
instrumental effects which corresponds to the sum of the momenta of the hadrons,
leptons, and photons within the jet cone.

• pjetT is the transverse momentum measured in the calorimeter jet.

• Cη, “η-dependent” correction, ensures homogeneous response over the entire angular
range, and refers the rest of the corrections to a well-understood region of the detector.

• CMI , “Multiple Interaction” correction, is the energy to subtract from the jet due
to pile-up of multiple pp̄ interactions in the same bunch crossing. The number of
reconstructed z-vertices (NV z) is the best estimate of the number of interactions in a
bunch crossing. Therefore, CMI is defined as δPT (NV z − 1) where δPT is the extra
energy falling into the jet cone per additional interaction.

• CAbs, “Absolute” correction, is the correction of the calorimeter response to the mo-
mentum of the particle jet.

Particle jets can be compared directly to data from other experiments or theoretical predic-
tions. Further corrections can be applied with the aim to reconstruct the original parton
moment:

ppartonT = pparticleT − CUE + COOC (2.9)

where

• CUE and COOC , the “Underlying Event” and “Out-Of-Cone” corrections, correct for
parton radiation and hadronization effects due to the finite size of the jet cone algorithm
that is used.

However, the CUE and COOC corrections are difficult to define and strongly depend on the
physics and the model of the parton cascade and hadronization in the MC programs.

In the analyses presented here, the jets are corrected back to the hadron level employing
the η-dependent Cη, the multiple interaction CMI , and the absolute CAbs corrections. These
corrections increase the measured transverse energies by 10% to 30% depending on the ra-
pidity region. The energy resolution is 15% at low jet transverse momentum and improves
with increasing PT (jet). The systematic uncertainty on the jet energy response is around 3%
(1σ value) [61], depending on the transverse momentum of the jet. Figure 2.14 shows the
uncertainties on the individual corrections and the total systematic uncertainty as a function
of jet PT in the central region of the calorimeter, 0.2 < |η| < 0.6. For pT > 60 GeV/c, the
dominant contribution arises from the uncertainty on the absolute jet energy scale defined as
the sum in quadrature of the different components displayed in Figure 2.15. Among them,

6The hadron level in the Monte Carlo generators is defined using all final-state particles with lifetime above
10−11s
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the largest effect is due to the difference between data and simulation in the calorimeter re-
sponse to single hadrons, varying from 1.3% to 2.5% with increasing PT (jet). The difference
in the response to electromagnetic particles (electrons and photons) gives rise to a smaller
uncertainty, around 0.5% and uniform across the PT (jet) spectrum. Uncertainties related to
the particle momentum spectrum in a jet (∼1%) originate from the modeling of hadroniza-
tion effects using PYTHIA and HERWIG as well as from the estimate of track reconstruction
efficiencies in data and detector simulation. Finally, a 0.5% uncertainty is considered as the
maximum variation of the calorimeter response across the whole data taking period.

2.3.2 Missing Transverse Energy

The missing transverse energy ET/ is defined as the norm of

−
∑

i

EiT · ~ni,

where ~ni is the unit vector in the azimuthal plane that points from the beam line to the i-th
calorimeter tower. Only calorimeter towers with energy above 100 MeV enter the sum. The
ET/ is then corrected for the 3D primary vertex position. A further correction is applied by
using the average-corrected jet transverse energies:

~ET/ = ~ET/
raw −

Njets∑

i=1

Euncorr
Ti · ~ni +

Njets∑

i=1

Ecorr
Ti · ~ni

where Njets is defined as the number of jets with transverse energy above 10 GeV.
Due to conservation of the transverse momentum, if the energies of all the particles pro-

duced in a collision could be collected, their projection on the transverse plane would be
perfectly balanced. Significant ET/ would then arise when some particles escape the detector
undetected or when their energy is mis-reconstructed. In data, only a small portion of the
observed ET/ is associated with undetected particles and most of the energy unbalance is due
to mismeasurement of jet energies. As previously discussed, this is caused by calorimeter
non-linearities and losses in cracks and dead zones. Thus a deep understanding of the de-
tector is necessary for a correct assessment of the ET/ . Moreover, data-MC agreement on
ET/ spectrum and resolution requires proper modeling of the underlying event and jet frag-
mentation. Several studies have been performed to assess the ET/ resolution in Run II, using
minimum bias data and Z → `+`− data. In these samples no intrinsic ET/ is expected and the
distribution of the missing transverse energy provides direct information about its resolution.
This is found to be dependent on the total scalar transverse energy ΣET in the event, defined
as ∑

ET =
∑

towers

Eisinθi

where the sums runs over the same calorimeter towers as for the ET/ calculation. Following
the results of the studies in [62], ET/ resolution is determined to be ' (0.646±0.016)

√∑
ET .

2.3.3 b-Tagging Algorithms: the SecVtx Tagger

The identification of b-jets (jets whose originating parton is a b quark) is fundamental in the
study of many interesting physics processes at high energy hadron colliders. In particular, it
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plays a crucial role in the search for sbottom pair production described in Chapter 4 because
of the heavy flavour nature of the sbottom decays. Other examples are the measurement
of the top quark properties, the search for Higgs bosons, and the precision tests of QCD.
The b-jets can be identified in several ways, making use of the distinguishing characteristics
of B hadrons with respect to hadrons containing only lighter quarks: their long lifetime
(∼ 1.5 ps), large mass (∼ 5 GeV/c2), and large decay fraction into leptons (∼ 20%). The
main b-tagging algorithms used at CDF are: the Secondary Vertex algorithm (SecVtx), the
Jet Probability algorithm (JetProbability), the Soft Muon Tagger, the Soft Electron taggers,
and taggers based on Neural Network technology. The b-tagging in the sbottom search is
based on SecVtx and a brief description of the algorithm is provided in the following.

SecVtx looks for track vertices inside a jet displaced from the primary vertex position,
making use of the long lifetime of B hadrons. Tracks lying inside the jet cone are considered:
they are required to have both COT and silicon hits associated to them, and to satisfy various
quality requirements. Tracks must lie within 2 cm of the primary vertex in z (to remove tracks
from possible multiple interactions), and have an impact parameter significance of at least 2.5
(to remove tracks produced at the primary vertex). In order to reduce the effects of particle
interactions in the detector material, tracks with an impact parameter greater than 0.15 cm
are rejected. Tracks identified as coming from KS , Λ decays, or from photon conversions are
also rejected. The remaining tracks are then used to search for a vertex. Since to make a
vertex at least two tracks are needed, a jet is considered taggable if a minimum number of
two good tracks are found. The resolution on the separation of the primary and secondary
vertex is typically 190 µm. The secondary vertex is required to lie on the correct side of the
primary vertex with respect to the jet axis. Figure 2.16 shows the SecVtx reconstruction of
a secondary vertex on the right and wrong side where L2D is the signed 2D displacement of
the vector separating the secondary and primary vertices.

Two different tunings of the SecVtx algorithm are in use, tight and loose, which have been
optimized separately for high purity (tight) and high b-tagging efficiency (loose). Figure 2.18
displays the tagging efficiency for b-jets from MC events as a function of the jet energy (left)
and the jet pseudorapidity (right) for both tight and loose SecVtx configurations. For tight-
tag, the tag efficiency varies within 30% and 40%, depending on the jet transverse energy.
The loose tagger is typically ∼20% more efficient for identifying b-jets but at the expense of
a ∼200% increase in light flavor tags. In the search for direct sbottom production, the loose
algorithm is used only for cross-checking the mistag estimation. More details can be found
in [63].

2.3.4 Mistags

With the tracking and vertexing resolution of the CDF detector, the lifetime distribution of
light flavor partons should be consistent with zero. However tracks within a light flavor jet
can still have large impact parameters and hence satisfy the secondary vertex requirements.
Sources of such spurious large impact parameter tracks include:

• limited detector resolution

• long-lived light particle decays (Λ,KS )

• material interactions
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Mistags due to limited detector resolution are expected to be symmetric in L2D. One can
then use the ensemble of negatively tagged jets (L2D < 0) as a prediction of the light flavor
jet contribution to the positive tag sample. However not all mistags are from resolution
effects alone. Simply assuming that all mistagged jets are symmetric about the origin in
L2D will underestimate the true rate of false positive tags. The contribution from long-lived
particle decays and material interactions are at strictly positive L2D values, thus introducing
a light flavor mistag asymmetry. Figure 2.17 shows an example of an L2D distribution taken
from tt̄ MC samples. Positive values of L2D are dominant for b- or c- jets while light flavor
jets present both negative and positive values, with a non-negligible excess in the positive
side. The probability for a given jet to be a mistag is determined from the probability
that the jet is a negative tag, corrected for the negative-positive asymmetry. The number
of positive and negative tags is extracted from inclusive jet samples and parametrized as a
function of six kinematic variables: the transverse energy of the jet ET , the number of good
tracks matched to the jet according to the SecVtx tight-tag requirements Ntrk, the total
amount of transverse energy in the event ΣET , the pseudo-rapidity of the jet |η(jet)|, the
number of vertices per event NV z, and the primary vertex displacement along the z-axis VZ .
The parametrization coefficients obtained are collected in a multi-dimensional matrix whose
binning is summarized in Table 2.2 . Figure 2.19 shows the negative and positive tag-rates

ET [GeV ] Ntrk ΣET [GeV ] |η| NV z VZ [cm]
0 2 0 0 1 -25
15 3 80 0.4 2 -10
22 4 140 0.8 3 10
30 5 220 1.1 4 25
40 6 6
60 7
90 8
130 10

13

Table 2.2: mistag matrix parametrization. The parametrization involves 6 variables: the transverse energy
of the jet (ET ), the pseudo-rapidity of the jet (|η|), the SecVtx track multiplicity (Ntrk), the number of Z
vertexes (NV z), the primary vertex z-position (VZ), and the sum of the transverse energy of all jets in the
event (ΣET ).

as a function of ET (jet) for events selected with a JET100 trigger, the same trigger employed
in the direct search for sbottom pair production and described in Chapter 4. Both tight-tag
and loose-tag selection are displayed and the validity of the parameterization is tested by
comparing the tag rates predicted using the mistag matrix with those observed in the data.
In order to avoid statistical overlaps in the testing samples, the mistag matrix is calculated
using only events with even event numbers, and then applied only to events with odd event
numbers. For tight-tag, the mistag rates increases with the jet energy and reaches a plateau
slightly below 1.5% for ET (jet) > 50 GeV; the plateau for loose-tag is above 3%.

Several sources of uncertainties can affect the mistag rate prediction including the statis-
tical limitation of the jet sample used to calculate the mistag matrix (1%), the dependence
on the particular sample employed (6%), the effect of the trigger selection (4%), and the bias
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due to the use of
∑
ET for events where not all the event energy is in jets (4%). On average,

the total systematic uncertainty on the estimation of the mistag rate per jet is around 8%.
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Figure 2.1: layout of the Fermilab accelerator complex.

Figure 2.2: Tevatron Run II peak luminosity.
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Figure 2.3: total integrated luminosity delivered by the Tevatron during Run II (black line) and correspon-
dent total integrated luminosity recorded by the CDF experiment (purple line).

Figure 2.4: the CDF II coordinate system.
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Figure 2.5: isometric view of the CDF Run II detector.

Figure 2.6: η coverage of the CDF II tracking system and calorimeters.
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Figure 2.7: layout of wire planes on a COT end-plate.

Figure 2.8: wire layout in a COT super-cell of SL2 (left) and schematic r − z view of the η coverage of the
inner and outer tracker, SVX II, ISL, and COT (right).
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Figure 2.9: elevation view of one half of the CDF detector displaying the different components of the CDF
calorimeter.

Figure 2.10: schematic view of the luminosity monitor inside a quadrant of CDF. It is located at |θ| < 3.
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Figure 2.11: scheme of the CDF Run II Trigger and Data Acquisition System.

Figure 2.12: block diagram of the CDF Run II Trigger System.
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Figure 2.13: scheme of the event Builder and L3 filtering. Data from the front end crates pass through
ATM switches to the converter nodes. Here, the events are assembled and passed to the processor nodes.
The accepted events are passed to output nodes which send them to the Consumer Server and Data Logging
systems (CS/DL).
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Figure 2.14: systematic uncertainties to the jet energy response as a function of the corrected PT (jet) in
the rapidity region 0.2 < |η| < 0.6.
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Figure 25: Systematic uncertainty on the jet energy scale due to the calorimeter calibra-
tion and simulation. The solid line shows the total uncertainty and the other lines show
individual contributions.

50

Figure 2.15: systematic uncertainty on the absolute jet energy scale due to the calorimeter calibration and
simulation. The solid line shows the total uncertainty and the other lines show individual contributions.
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Figure 2.16: scheme of the secondary vertex reconstruction. The SecVtx algorithm searches for track
vertexes inside a jet displaced from the primary vertex position, making use of the long lifetime of B hadrons.
A negative tag is defined as when the identified vertex is well separated from the primary vertex, but lies on
the wrong side of the primary vertex with respect to the jet direction.

Chapter 5: b-Tagging 90

Some comparisons of SecVtx distributions for bottom, charm, and light flavor jets

are shown in Figures 5.6 to 5.8.

Figure 5.6: Numbers of pass 1 (left) and pass 2 (right) tracks with loose SecVtx for
bottom, charm, and light flavor jets. Distributions are taken from tt Monte Carlo.

Figure 5.7: L2d (left) and σL2d
of loose SecVtx-tagged jets. Distributions are taken

from tt Monte Carlo.

A critical feature of the SecVtx algorithm is its symmetry with respect to the

primary vertex, in that tracks with either positive or negative d0 can be used in a

vertex fit. Secondary vertices may be reconstructed behind the primary, with negative

Figure 2.17: L2D distribution of SecVtx-tagged jets. Distributions are taken from tt Monte Carlo.
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The ET and η dependence of the b-tagging efficiency, after correcting for the scale

factor, are shown in Figure 5.29.

Figure 5.29: Tagging efficiency for b-jets in tt events, after correcting for the data-to-
Monte Carlo scale factor SF , as a function of jet ET (left) and jet η (right).

Figure 2.18: tagging efficiency for b-jets in events as a function of ET (jet) (left) and η(jet) (right).

A.4 Jet100

Figure 71: Observed and predicted tag rates for the loose (left) and tight (right) SecVtx taggers as a
function of jet ET . The matrix is made from events with even run number and run on odd-numbered
events in Jet100, and uses the new parameterization including the number of Z vertices.

Figure 72: Observed and predicted tag rates for the loose (left) and tight (right) SecVtx taggers as a
function of jet η. The matrix is made from events with even run number and run on odd-numbered events
in Jet100, and uses the new parameterization including the number of Z vertices.

39

Figure 2.19: observed and predicted tag rates for the loose (left) and tight (right) SecVtx taggers as a
function of ET (jet). Events are selected with a JET100 trigger. The mistag matrix is made from events with
even run number and run on odd-numbered events.
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Search for Gluino and Squark
Production

The search is performed within the framework of minimal supergravity (mSUGRA) and
assuming R-parity conservation where sparticles are produced in pairs and the LSP is stable,
neutral, and weakly interacting. The expected signal is characterized by the production of
multiple jets of hadrons from the cascade decays of squarks and gluinos and large missing
transverse energy ET/ from the presence of two LSPs (the neutralinos χ̃0

1) in the final state.
In a scenario with squark masses Mq̃ significantly larger than the gluino mass Mg̃ at least
four jets in the final state are expected, while for Mg̃ > Mq̃ dijet configurations dominate.
Separate analyses are carried out for events with at least two, three, and four jets in the
final state and with different requirements on the minimum ET/ . The results are compared to
SM background predictions from quantum chromodynamics (QCD) jets, W and Z/γ∗ bosons
with accompanying jets (W+jets and Z/γ∗+jets), top quark, and diboson (WW/WZ/ZZ)
processes.

3.1 Dataset and Trigger Selection

This search is based on CDF Run II data collected between February 2002 and May 2007,
corresponding to a total integrated luminosity of 2.0 fb−1 divided into 13 data taking periods
as shown in Table 3.1.

Data are collected using a three-level trigger system that selects events with ET/ > 35 GeV
and at least two calorimeter clusters with ET above 10 GeV (MET35 trigger). Table 3.2
shows in detail the trigger requirements at different levels. A change in the trigger logic
has been introduced at Level 2 starting from run 195739: after this run, one of the two
trigger jets has been required to be central in order to reduce beam-halo background and
keep acceptable trigger rates with increasing instantaneous luminosity. This modification
has no effect on the inclusive analysis since the pre-selection criteria described in Section 3.2
already requires at least a central jet per event. Starting from summer 2006, due to the
improvement of the Tevatron performances and the further increase of the instantaneous
luminosity, the trigger has been lumi-enabled and then dynamic prescaled. Both strategies
have the purpose of avoiding the saturation of the available trigger band. In the case of the
lumi-enabling, the trigger is active only with a luminosity below 190 × 1030 cm−2s−1. The
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Data Period time-range lumi pb−1

period 0 04 Feb 02 - 22 Aug 04 372
period 1 07 Dec 04 - 18 Mar 05 131
period 2 19 Mar 05 - 20 May 05 136
period 3 21 May 05 - 19 Jul 05 103
period 4 20 Jul 05 - 04 Sep 05 89
period 5 05 Sep 05 - 09 Nov 05 138
period 6 10 Nov 05 - 14 Jan 06 107
period 7 14 Jan 06 - 22 Feb 06 30
period 8 09 Jun 06 - 01 Sep 06 111
period 9 01 Sep 06 - 22 Nov 06 155
period 10 24 Nov 06 - 31 Jan 07 254
period 11 31 Jan 07 - 30 Mar 07 221
period 12 01 Apr 07 - 13 May 07 153

tot. integr. luminosity 2000

Table 3.1: the MET35 dataset used in this analysis, divided into 13 data taking periods corresponding to a
total integrated luminosity of 2.0 fb−1.

Trigger Level requirement Prescale
L1 MET 25 1
L2 TWO-JET10 (CJET10-JET10) and L1-MET25 1
L3 MET 35 1

Table 3.2: Summary of the MET35 trigger logic used in collecting the data. In parenthesis the L2 selection
after run 195721.

dynamic prescale (DPS), instead, sets the trigger prescale factor dynamically, i.e. accordingly
to the instantaneous occupancy of the whole CDF trigger system. For simplicity only run
sections with DPS=1 (no prescale) are considered for the inclusive search. The effect of this
additional requirement is negligible: only 3 pb of data are excluded, equivalent to 0.1% of
the total integrated luminosity used in the analysis.

The study of the MET35 trigger efficiency relies on events selected with high-pt muon
triggers which require muons with a minimum pt in the central muon chambers and make
no requirement on the calorimeter. Therefore, the high-pt muon triggers select an essentially
unbiased sample with respect to the MET35 trigger selection. In addition, all pre-selection
cuts described in Section 3.2 are applied to filter the events, with the exception of the min-
imum threshold on the ET/ . Figure 3.1 presents the efficiency of the MET35 trigger path as
a function of ET/ . The curve reaches a plateau around ET/ > 70 GeV but never comes to the
100% efficiency. After a careful investigation, this is understood in terms of saturation effect
related to the measurement of the ET/ in the Level 1 trigger. In fact, the Level 1 firmware
doesn’t include any mechanism to protect the ET/ calculation when a trigger tower saturates.
Therefore, every time this tower saturation occurs, the ET/ is miscalculated with the potential
loss of high ET/ events.

A first hint of how the lost events can be recovered is visible in Figure 3.2 where the
efficiency of the L1 only is shown as a function of ET/ . The distribution presents clear
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analogies with respect to the one involving the full trigger path in Figure 3.1 and indicates
that most, if not all the event loss, is inherited from Level 1. Figure 3.3 shows the L1 efficiency
and the total trigger efficiency on the ET/ − ET (jet2) plane, where ET (jet2) is the transverse
energy of the second leading jet. The efficiency loss concentrates in a specific region of the
phase-space with very energetic jets, as expected since the saturation value for the energy
deposited in a trigger tower at L1 is 128 GeV. The efficiency loss at high ET (jet2) disappears
if events with saturated towers are excluded (Figure 3.3, bottom histograms). The missing
events are recovered using the JET100 dataset that selects events with the only requirement
of having at least one calorimeter cluster with ET above 100 GeV. Such requirement is
fulfilled, by definition, by all the events with one or more saturated trigger towers. These
events are selected and added to the MET35 dataset with the following selection criteria,
implemented to avoid any double-counting:

• pass JET100 trigger

• have at least one saturated trigger tower

• do not pass L1 MET25 trigger

• pass the L2 and L3 requirements of MET35 trigger.

As a final remark, it should be noted that the miscalculation of ET/ is only a Level 1 trigger
problem and does not impact neither the value of the ET/ at Level 2 and 3, nor the offline
value of the ET/ used for the analysis. Moreover, with the last trigger update commissioned
at the beginning of 2008 the problem was completely solved.

3.2 Event Pre-Selection

The events selected with the MET35 trigger are then required to have a primary vertex with
a z position within 60 cm of the nominal interaction. Jets are reconstructed from the energy
deposits in the calorimeter towers using a cone-based jet algorithm with cone radius R = 0.7,
and the measured ET (jet) is corrected for detector effects and contributions from multiple
pp̄ interactions per crossing at high instantaneous luminosity, as discussed in Section 2.3.1.
The events are required to have at least two, three, or four jets (depending on the final state
considered), each jet with corrected transverse energy ET (jet) > 25 GeV and pseudo-rapidity
in the range |η(jet)| < 2.0, and at least one of the jets is required to be central (|η(jet)| < 1.1).
Finally, the events are required to have ET/ > 70 GeV. As described in the previous Section,
for the kinematic range in ET/ and the ET of the jets considered in this analysis, the trigger
selection is 100% efficient.

Beam-related backgrounds and cosmic rays are removed by requiring an average jet elec-
tromagnetic fraction EEMF≥ 0.15 with the EEMF variable defined as:

EEMF =

∑
jetsET (jet) · f jetemf∑

jetsET (jet)
, (3.1)

where f jetemf is the fraction of the electromagnetic component of the jet transverse energy and
the sum is performed over the leading jets of the event. In addition, the events are required
to have an average charged particle fraction ECHF≥ 0.15. ECHF is defined for central jets
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as the averaged ratio between the momentum of the jet, computed using tracks, and the jet
transverse energy:

ECHF =
1

N jets

∑

jets

∑
tracks P

track
T

ET (jet)
, with |η(jet)| < 1.1 (3.2)

where only tracks in a cone of radius 0.4 around the jet’s direction, and passing the quality
cuts in Table 3.3 are considered. The requirements on EEMF and ECHF reject events with
anomalous energy deposition in the hadronic section of the calorimeter or energy deposits in
the calorimeter inconsistent with the observed activity in the tracking system, and have no
significant effect on the mSUGRA and SM Monte Carlo samples.

Track Quality Requirements
|z − z0| < 2 cm

0.3 < pT < 500 GeV/c
|η| < 1.5
d0 < 2 cm

Number of axial + stereo hits > 20

Table 3.3: summary of the quality requirements for tracks to be used in the calculation of the ECHF and
in the definition of track isolation.

Summary of pre-selection cuts

All the pre-selection cuts are summarized as follows:

• |Vz| < 60 cm .

• Njets ≥ 2, 3, 4 .

• ET (jet) ≥ 25 GeV and |η(jet)| < 2.0 .

• At least one of the leading jets with |η(jet)| < 1.1 .

• EEMF ≥ 0.15 .

• ECHF ≥ 0.15 .

• ET/ > 70 GeV .

3.3 The mSUGRA Signal

The mSUGRA samples are generated using the ISASUGRA implementation in PYTHIA
with A0 = 0, sign(µ) = −1, and tanβ = 5, as inspired by previous studies [64]. A total of
132 different squark and gluino masses are generated via variations of M0 and M1/2 in the
range M0 < 600 GeV/c2 and 50 < M1/2 < 220 GeV/c2. The correspondent samples on the
M0−M1/2 plane are in Figure 3.4. At low tanβ, the squarks from the first two generations are
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nearly degenerate, whereas the mixing of the third generation leads to slightly lighter sbot-
tom masses and much lighter stop masses. In this analysis, stop pair production processes
are not considered. The contribution from hard processes involving sbottom production is
almost negligible, and is not included in the calculation of the signal efficiencies to avoid
a dependency on the details of the model for squark mixing. The mSUGRA samples are
normalized using NLO cross sections as determined by PROSPINO, with input parameters
provided by Isajet. CTEQ61M parton distribution functions (PDFs) are used, and renormal-
ization and factorization scales are set to the average mass of the sparticles produced in the
hard interaction.

3.4 The SM Background

Sources of SM background for this analysis comprise QCD multijet events, W and Z/γ∗

boson decays in association with jets, top quark and diboson (WW , WZ, and ZZ) processes.
Other sources of background such as W/Z + γ processes are negligible. Among all the SM
backgrounds, the contribution from Z/γ∗ and W decays with final state neutrinos constitutes
an irreducible contamination to the mSUGRA signal. In the other cases the ET/ can be due
to undetected leptons or mis-measured jet energies.

Samples of simulated QCD-jets, tt̄ production, and diboson processes are generated using
the PYTHIA Monte Carlo generator with Tune A. The normalization of the QCD-jets sample
is extracted from data in a low ET/ region, while tt̄ and diboson samples are normalized
to next-to-leading order (NLO) predictions. Samples of simulated Z/γ∗+jets and W+jets
events are generated using the ALPGEN program where exclusive subsamples with different
jet multiplicities are combined, and the resulting samples are normalized to the measured
Z and W inclusive cross sections. Finally, samples of single top events are produced using
the MadEvent program and normalized using NLO predictions. Further details on the MC
generation for SM processes are in Section 1.5.

3.5 Selection Cuts

The reduction of the SM backgrounds is the real challenge of the analysis and a number of
selection cuts is applied to reject specific contributions.

Rejection of multijet QCD background

The dominant QCD-jets background with large ET/ originates from the mis-reconstruction of
the jet energies in the calorimeters. In such events the ET/ direction tends to be aligned, in
the transverse plane, with one of the leading jets in the event. This background contribution
is suppressed by requiring an azimuthal separation ∆φ(ET/ −jet) > 0.7 for each of the selected
jets in the event. In the case of the 4-jets analysis, the requirement for the least energetic jet
is limited to ∆φ(ET/ − jet) < 0.3. Finally, in the 2-jets analysis case the events are rejected
if they contain a third jet with ET > 25 GeV, |η| < 2.0, and ∆φ(ET/ − jet) < 0.2.
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Electron Veto

W and Z/γ∗ bosons and top quarks decay a fraction of the times into energetic electrons. To
reject this contribution, the electromagnetic fraction of the transverse energy of each of the
leading jets (f jetemf ) is required to be

f jet
emf < 0.9. (3.3)

Muon/Tau Veto

W and Z/γ∗ bosons can also decay into muons or taus that can produce large energy im-
balance in the calorimeter and contribute significantly to the total background yield. Muons
and taus can be identified in the COT as isolated tracks. A track is considered isolated if
the scalar sum pT of all additional tracks in a cone of radius, R = 0.4, is less than 2 GeV/c
where only tracks passing the quality requirements in Table 3.3 are considered. With the
above definitions two different cuts are implemented to reject muon/tau contamination:

• events are rejected if the invariant mass of the two highest isolated tracks falls in
76 < Minv < 106 mass window.

• events are rejected if the azimuthal angle between the highest isolated track and the
ET/ is below 0.7. This cut is analogous to the cut for QCD rejection as it eliminates
events where most of the ET/ is caused by an undetected muon/tau.

3.5.1 Optimization and Definition of Signal Regions

The cuts described in the previous Section are introduced to reduce specific background pro-
cesses and are not optimized to enhance the SUSY signal against the remaining background.
The mSUGRA signal events are characterized by isotropic (spherical) final-state topologies
with large amounts of transverse energy measured in the calorimeter. Based on this consid-
eration, three different variables are chosen to discriminate signal from background: the ET/ ,
the transverse energies of the leading jets ET (jets), and the sum of the energies of the lead-
ing jets HT =

∑
jetsET (jet). For each mSUGRA sample, the procedure maximizes S/

√
B,

where S denotes the number of SUSY events and B is the total SM background. The cuts
are optimized with a step-by-step procedure where the threshold on one variable at a time
is studied. The final value of the energy thresholds are defined for each analysis and do not
depend on the order the optimization is performed. Figure 3.5 (top) shows few examples of
the S/

√
B scanning as a function of the HT and ET/ for one representative mSUGRA point

with Mq̃ ' Mg̃ ' 340 GeV/c2. Similar tests are performed with the transverse energies of the
three leading jets. 2-D scans of S/

√
B are also performed as consistency checks to evaluate

the correlation between the different variables. An example of a 2-D scan on the ET/ -HT

plane is in Figure 3.5 (bottom), while Table 3.4 summarizes the thresholds applied on the
relevant variables according to the three different analyses.

The results from the different mSUGRA samples are then combined to define, for each
final state, a single set of lower thresholds that maximizes the search sensitivity in the widest
range of squark and gluino masses (see Table 3.4). As an example, for Mq̃ ' Mg̃ and masses
between 300 GeV/c2 and 400 GeV/c2, values for S/

√
B in the range between 20 and 6 are

obtained, corresponding to SUSY selection efficiencies of 4% to 12%, respectively.
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[GeV] 4-jet 3-jet 2-jet

HT 280 330 330
ET/ 90 120 180

ET (jet1) 95 140 165
ET (jet2) 55 100 100
ET (jet3) 55 25 –
ET (jet4) 25 – –

Table 3.4: definition of the signal regions for the three analyses with the summary of the optimized cuts.

3.6 Systematic Uncertainties

Systematics for expected SM backgrounds

The total systematic uncertainty on the SM estimation is a combination of the different
contributions described below and summarized in Table 3.5.

• Energy scale: ±1σ variations in the jet energy corrections are considered to account
for the uncertainty on the jet energy scale. The corresponding shift in the ET/ is also
included. This translates into an uncertainty on the background estimation that varies
between 20% to 25% depending on the signal region considered.

• QCD Multijet Background As it was previously discussed, data is used to normalize
the QCD Monte Carlo predictions in a region where no SUSY signal is expected. The
statistical precision of the normalization of the QCD control sample is much better that
1% and considered negligible. The uncertainty on the QCD normalization is therefore
totally dominated by the uncertainty on the absolute energy-scale determination. In-
clusive cross section measurements [65] indicate that JES uncertainties already cover
all possible deviations of the NLO pQCD predictions from the nominal data.

• Top Production: The top cross section uncertainty due to PDFs is taken directly
from the theoretical calculation[38] and is about 10%. The uncertainty on the cross
section due to the renormalization/factorization scale is negligible. Top Monte Carlo
samples are produced with modified (high/low) ISR and FSR, which translates into
a variation between 1% and 7% on the top background estimation, depending on the
signal region.

• Boson+jets Production: As in the case of QCD Monte Carlo samples, the bo-
son+jets samples are normalized to the measured inclusive Drell-Yan cross sections:
we consider 1.94% and 2.2% systematic uncertainties for W and Z/γ∗ cross section
respectively, resulting from the sum in quadrature of statistical and systematic uncer-
tainties as quoted in [37]. In addition, a ±10% effect is considered as uncertainty due
to the modeling of the ISR and FSR in the MC. Remaining uncertainties on the total
Boson+jets backgrounds are due to the absolute energy scale determination.
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• Diboson Production: The diboson uncertainty due to the uncertainty on the PDF
and the renormalization scale is taken from the theoretical calculation [37] and is about
10%. An additional 10% accounts for the uncertainty due to the choice of nominal
value for the ISR/FSR in MC samples.

Region JES L Ren.⊕PDF ISR/FSR Total

2-jet 4.057 0.95 0.6648 2.147 4.734
(w.r.t nominal eff.) 25.62% 6% 4.199% 13.56% 30.05%

3-jet 10.8 2.224 1.699 4.544 12.05
(w.r.t nominal eff.) 29.14% 6% 4.582% 12.26% 32.36%

4-jet 16.02 2.873 1.787 2.841 16.62
(w.r.t nominal eff.) 33.45% 6% 3.732% 5.932% 34.61%

Table 3.5: systematic uncertainties on the background expected number of events for the three signal regions,
in number of events and w.r.t. the total background expectations.

Signal

As for the SM background, the total systematic uncertainty on the estimation of the mSUGRA
yields is a combination of different effects as listed below. Table 3.6 displays their relative
contributions and the total systematic uncertainty for three representative signal points.

• Energy scale: ±1σ variations in the jet energy corrections are considered to account
for the uncertainty on the jet energy scale. The corresponding shift in the ET/ is also
included. This translates into an uncertainty on the signal efficiency that varies between
10 to 15 % compared to the nominal efficiencies.

• ISR/FSR: systematic uncertainty on the expected signal events related to the modeling
of the initial and final state radiation in the Monte Carlo are considered. For each point
in the mSUGRA mass plane, additional samples are generated with modified amount
of initial and final state radiation with respect to the nominal value. This translates
into an uncertainty on the signal efficiency that varies between 3% to 5% compared to
the nominal efficiencies.

• Renormalization scale: The default value of the renormalization scale in PROSPINO
is set as explained in Section 1.5.3. To investigate the effects from a variation of the
renormalization scale on the PROSPINO cross section the value of µ is set to µ ∗ 2 and
µ/2. The uncertainty on the cross section varies between 17% and 23%, depending on
the mSUGRA point.

• PDF: the Hessian method [27] is employed to calculate the uncertainty on the theo-
retical cross section due to the choice of the PDFs. According to the prescription of
the CTEQ group, the 1σ up/down variation of the PDFs parameters leads to a new
set of 40 different PDFs (20 for +1σ, 20 for −σ). Different cross sections are computed
using each of the 40 PDFs and the uncertainty associated with the PDF uncertainty is
computed following this procedure:
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– For each eigenvalue we check if the +1 σ and -1 σ variations of the eigenvalue have
produced a positive and negative shift respectively. If that is the case, then the
positive and negative systematic uncertainties are given by the following formula:
dX2
± =

∑20
i (Xi

± −XCTEQ6.1M)2. Here, X is the quantity you are interested in.

– If the +1 σ and -1 σ PDFs for a given eigenvalue result on just a positive shift
with respect to the nominal value, only the largest uncertainty contributes to dX+.
There is no contribution to dX− from this eigenvalue.

– If the +1 σ and -1 σ PDFs for a given eigenvalue result on just a negative shift
with respect to the nominal value, only the largest uncertainty contributes to dX−.
There is no contribution to dX+ from this eigenvalue.

This translates into an uncertainty on the theoretical cross section that varies between
20 and 34 %, depending on the mSUGRA point. Following CTEQ group indications,
we consider that the PDF variations correspond to a 90% confidence level (CL) and the
resulting uncertainties are scaled down by a factor 1.64.

Region Samples JES L Ren.⊕PDF ISR/FSR Total

2-jet
Mq̃=366.9 Mg̃=406.4 1.406% 0.49% 0.08997% 0.3991% 1.544%
(w.r.t nominal eff.) 17.21% 6% 1.102% 4.886% 18.91%

3-jet
Mq̃=360.2 Mg̃=346 1.193% 0.4778% 0.3163% 0.2124% 1.341%
(w.r.t nominal eff.) 14.99% 6% 3.973% 2.667% 16.84%

4-jet
Mq̃=463.3 Mg̃=288.7 0.8319% 0.317% 0.2797% 0.3241% 0.9879%
(w.r.t nominal eff.) 15.75% 6% 5.294% 6.135% 18.7%

Table 3.6: systematic uncertainties on the selection efficiency for some mSUGRA signal samples represen-
tative of the 2-, 3-, and 4-jet analyses. The upper numbers are the absolute uncertainties on the efficiencies,
and the lower numbers the relative variation to the nominal efficiency values.

3.7 Control Regions

A number of control samples in data are considered to test the validity of the SM background
predictions, as extracted from simulated events. The samples are defined by reversing the
logic of some of the selection criteria described above. Three different types of control regions
are identified:

• QCD-dominated region: at least one of the leading jets is required to be aligned with
the ET/ . This corresponds to reverting the QCD rejection cut and the resulting sample
is dominated by QCD with negligible contamination from other background sources.
Figure 3.6 shows the comparison between data and MC along ET/ and HT spectra in
the QCD enhanced region for the three different analyses.

• EWK/Top-dominated region (muons/taus): since muons and taus are identified via the
presence of isolated tracks, a muon/tau-enriched sample is selected by requiring one
isolated track in the event to be along the ET/ direction (∆φ(trk,ET/ ) <0.7), or two
isolated tracks with invariant mass in the Z mass window range (76 < M(inv) < 106
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GeV/c2). The ET/ and HT distributions of MC events in this muon dominated control
region are compared to data in Figure 3.7.

• EWK/Top-dominated region (electrons): electron vetoes are reversed with at least one
of the leading jets required to have a high electromagnetic fraction EMF > 0.9. Most
of the events selected with this requirement have a high probability of containing at
least one electron in the final state. Therefore, this sample is dominated by electroweak
processes such as W and Z/γ∗ bosons or t quarks decaying into electrons and jets.
Figure 3.8 shows the ET/ and HT distributions for both data and MC in the electron
dominated control region.

An additional control sample is defined by applying all the 2-jet analysis final cuts, but
releasing the final threshold on both ET/ and HT . Such N-2 distributions are shown in
Figure 3.9.

Data and MC are in good agreement within the systematic uncertainties in all the control
regions and MC samples give a reliable description of the SM expectation in the kinematic
region of interest.

3.8 Results

Figure 3.10 shows the measured HT and ET/ distributions compared to the SM predictions
after all final selection criteria are applied. For illustrative purposes, the Figure indicates the
impact of a given mSUGRA scenario. The measured distributions are in good agreement with
the SM predictions in each of the three final states considered. In Table 3.7, the observed
number of events and the SM predictions are presented for each final state. A global χ2 test,
including correlations between systematic uncertainties, gives a 94% probability.

Table 3.8 lists the relative contributions of all the different SM backgrounds after the final
selections. In the 2-jet analysis, the dominant contribution to the total background comes
from W+jets decays, while QCD is the most important contamination in the 3-jet analysis.
Finally, top decays are the main background in the 4-jet signal region.

Events in 2.0 fb−1 Observed Total + systematics

4-jet 45 48 ± 17
3-jet 38 37 ± 12
2-jet 18 16 ± 5

Table 3.7: observed number of events for the for the 2-, 3-, and 4-jet analyses in 2.0 fb−1 of CDF II data,
compared with the expected number of events for the SM Background.

3.9 Exclusion Limit

Since no significant deviation from the SM prediction is observed, the results are translated
into 95% CL upper limits on the cross section for squark and gluino production in different
regions of the squark-gluino mass plane, using a Bayesian approach [67] and including sta-
tistical and systematic uncertainties as described in Appendix B. For the latter, correlations
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samples 2-jet 3-jet 4-jet
QCD 4.37±2.01 13.34±4.67 15.26±7.60
top 1.35±1.22 7.56±3.85 22.14±7.29

Z/γ∗ → νν+jets 3.95±1.09 5.39±1.74 2.74±0.95
Z/γ∗ → ll+jets 0.09±0.04 0.16±0.11 0.14±0.08
W → lν+jets 6.08±2.15 10.69±3.84 7.68±2.85
WW/WZ/ZZ 0.21±0.19 0.35±0.17 0.49±0.34

tot SM 16±5 37±12 48±17

Table 3.8: relative contributions of the individual SM background processes estimated from Monte Carlo
for the 2-, 3-, and 4-jet analyses. Correspondent systematic uncertainties are also indicated.

between systematic uncertainties on signal efficiencies and background predictions are taken
into account, and an additional 6% uncertainty on the total luminosity is included. For each
mSUGRA point considered, observed and expected limits are computed separately for each
of the three analyses. For each of the mSUGRA points in the squark-gluino mass plane,
the selection providing the best expected limit is used for the nominal result. Figure 3.11
shows the observed and expected 95% C.L. upper limits as a function of squark and gluino
masses, compared to mSUGRA predictions, in four regions within the squark-gluino mass
plane. Cross sections in the range between 0.1 pb and 1 pb are excluded by this analysis,
depending on the masses considered. The observed numbers of events in data are also trans-
lated into 95% CL lower limits for squark and gluino masses, for which the uncertainties
on the theoretical cross sections are included in the limit calculation, and where the three
analyses are combined in a similar way as for the cross section limits. The excluded region in
the squark-gluino mass plane is shown in Figure 3.12. In a mSUGRA scenario with A0 = 0,
sign(µ) = −1, and tanβ = 5, this search excludes masses up to 392 GeV/c2 at 95% CL in
the region where gluino and squark masses are similar, gluino masses up to 280 GeV/c2 for
any squark mass, and gluino masses up to 423 GeV/c2 for squark masses below 378 GeV/c2.
As shown in Figure 3.12, our limit significantly extends the exclusion region from Tevatron
Run I, as well as indirect limits from LEP. The results of this search are compatible with
the latest results from the DØ Collaboration [73] excluding masses up to 392 GeV/c2 when
gluinos and squark are mass degenerate, and gluino masses up to 327 GeV/c2 for any squark
mass. At the time of writing this document, the combination of CDF and DØ results into
a Tevatron Run II exclusion limit is on going. The limits on Mg̃ and Mq̃ can be translated
into limits on the M0 and M1/2 mSUGRA parameters at the GUT scale. Figure 3.13 shows
the excluded regions in the M0-M1/2 plane for tanβ = 5, A0 = 0, and sign(µ) = −1. This
search improves the limits from indirect searches as determined by LEP2 [72] for M0 values
between 75 and 250 GeV/c2 and for M1/2 values between 130 and 170 GeV/c2.
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Figure 3.1: total MET35 trigger efficiency as a function of corrected ET/ .
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Figure 3.2: level 1 trigger efficiency as a function of corrected ET/ .
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Figure 3.3: MET35 trigger efficiency on the offline ET/ - ET (jet2) plane. top: trigger efficiency for the whole
CMUP18 sample; bottom: filter on saturated tower applied.
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Figure 3.4: Top: representation of mSUGRA points generated with PYTHIA. The x-axis and y-axis corre-
spond to M0 and M1/2 mSUGRA parameters respectively. Bottom: representation of the mSUGRA points
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Figure 3.6: ET/ and HT distributions in the QCD dominated control region for the 2-jet analysis (top), the
3-jet analysis (middle), and the 4-jet analysis (bottom). MC samples (red solid lines) provide a reasonable
description of the data (black dots) within systematics (beige band). The blue solid line indicates the non-
QCD background, including all the other contributions from bosons and top decays. Such contamination is
always from one up to three order of magnitude smaller than the QCD background in this control region.
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Figure 3.7: ET/ and HT distributions in the muon dominated control region for the 2-jet analysis (top), the
3-jet analysis (middle), and the 4-jet analysis (bottom). MC samples (red solid lines) provide a reasonable
description of the data (black dots) within systematics (beige band). The blue solid line indicates the non-QCD
background only.
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Figure 3.8: ET/ and HT distributions in the electron dominated control region for the 2-jet analysis (top), the
3-jet analysis (middle), and the 4-jet analysis (bottom). MC samples (red solid lines) are in good agreement
with data (black dots) within systematics (beige band). The blue solid line indicates the non-QCD background
only.
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Figure 3.9: N-2 distribution for ET/ and HT in the 2-jet analysis: all selection cuts are applied except for
the final thresholds on ET/ and HT cuts. MC samples (red solid lines) are in good agreement with data (black
dots) within systematics (beige band). Non-QCD background (blue line) is also shown.
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Chapter 4

Search for Sbottom Pair Production

This analysis is a natural extension of the inclusive search presented in the previous Chapter to
a SUSY scenario where the ratio of the vacuum expectation values of the two supersymmetric
Higgs fields becomes large with the consequent significant mass difference between mass
eigenstates in the sbottom squark sector, leading to a rather light sbottom b̃1 mass state. A
general MSSM model is assumed, with the conservation of R-parity and the production of
the sbottoms in pairs. The SUSY mass hierarchy is assumed in order to force the sbottom to
decay into a bottom quark and a neutralino (LSP). The expected signal for direct sbottom
pair production is characterized by the presence of two jets of hadrons from the hadronization
of the bottom quarks and large missing transverse energy ET/ from the two LSPs in the final
state.

4.1 Dataset and Trigger Selection

This search is based on CDF Run II data collected between February 2002 and April 2008,
corresponding to a total integrated luminosity of 2.6 fb−1. Table 4.1 shows the values of the
integrated luminosity for different data taking periods.

Data are collected using a three-level trigger system that selects events with at least one
calorimeter cluster with ET above 100 GeV (JET100 trigger). JET100 has been chosen in
spite of a trigger based on ET/ , like the MET35 trigger used for the inclusive search, for two
main reasons: to avoid the prescale effect that has become more important since the end of
2007, and to avoid the trigger tower saturation problem described in Section 3.1. Details on
the study of the JET100 trigger efficiency are in Section 4.3.

4.2 Event Pre-Selection

The events selected with the JET100 trigger are required to have a primary vertex with a
z position within 60 cm of the nominal interaction. Jets are reconstructed from the energy
deposits in the calorimeter towers using a cone-based jet algorithm with cone radius R = 0.4,
and the measured ET (jet) is corrected for detector effects and contributions from multiple pp̄
interactions per crossing at high instantaneous luminosity, as discussed in Section 2.3.1. The
events are initially selected with ET/ > 10 GeV and two jets with corrected transverse energy
ET (jet) > 25 GeV and pseudo-rapidity in the range |η(jet)| < 2.0. Events with additional
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Data Period time-range lumi pb−1

period 0 04 Feb 02 - 22 Aug 04 355
period 1 07 Dec 04 - 18 Mar 05 111
period 2 19 Mar 05 - 20 May 05 121
period 3 21 May 05 - 19 Jul 05 102
period 4 20 Jul 05 - 04 Sep 05 84
period 5 05 Sep 05 - 09 Nov 05 136
period 6 10 Nov 05 - 14 Jan 06 93
period 7 14 Jan 06 - 22 Feb 06 29
period 8 09 Jun 06 - 01 Sep 06 106
period 9 01 Sep 06 - 22 Nov 06 161
period 10 24 Nov 06 - 31 Jan 07 266
period 11 31 Jan 07 - 30 Mar 07 229
period 12 01 Apr 07 - 13 May 07 161
period 13 13 May 07 - 04 Aug 07 189
period 14 28 Oct 07 - 03 Dec 07 41
period 15 05 Dec 07 - 27 Jan 08 151
period 16 27 Jan 08 - 27 Feb 08 119
period 17 28 Feb 08 - 16 Apr 08 185

tot. integr. luminosity 2639

Table 4.1: the JET100 dataset used in this analysis, divided into 17 data taking periods corresponding to a
total integrated luminosity of 2.6 fb−1.

jets with ET (jet) > 15 GeV and |η(jet)| < 2.8 are not considered. As for the inclusive
analysis, beam-related backgrounds and cosmic rays are removed by requiring an average jet
electromagnetic fraction EEMF> 0.15 and an average charged particle fraction ECHF> 0.15
.

Summary of pre-selection cuts

The pre-selection cuts are summarized below:

• |Vz| < 60 cm .

• number of jets per event Njets = 2 .

• ET (jet1,2) ≥ 25 GeV and |η(jet1,2)| < 2.0 .

• EEMF ≥ 0.15 .

• ECHF ≥ 0.15 .

• ET/ > 10 GeV .

4.3 JET100 Trigger Efficiency

The efficiency of the JET100 trigger is studied as a function of the energy of the leading jet
ET (jet1) and the total missing transverse energy of the event ET/ . An unbiased data sample
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is selected with a combination of high-pt muon and missing-energy triggers to ensure enough
statistics across the whole ET/ spectrum. In particular events with ET/ < 80 GeV are selected
with CMUP18/CMX18 trigger requiring a muon with a minimum pt in the central muon
chambers, while events with ET/ > 80 GeV are selected with the MET45 trigger requiring a
minimum threshold of 45 GeV on the ET/ . In the two cases the efficiency εJET100 is defined
as:

ET/ < 80 GeV : εJET100 =
N(CMUP18/CMX18 & JET100)

N(CMUP18/CMX18)

ET/ > 80 GeV : εJET100 =
N(MET45 & JET100)

N(MET45)
(4.1)

The 80 GeV threshold is well above the MET45 turn-on and yet low enough for the muon
triggers CMUP18/CMX18 to guarantee acceptable statistics. The event selection strategy is
analogous to the one employed in the searches described in this Thesis and in particular all
pre-selection cuts described in Section 4.2 are applied, with no lower threshold on the ET/ .
The scatter plot in Figure 4.1 shows the trigger turn-on in the ET/ − ET (jet1) plane. The
uniform red region for ET (jet1) > 130 GeV represents the plateau where the JET100 trigger
is fully efficient regardless of the value of the ET/ . Below this energy, the shape of the trigger
turn-on changes with ET/ and needs to be carefully parameterized. The black dashed line
parallel to the x-axis in Figure 4.1 indicates the 80 GeV energy threshold defined to merge
the CMUP18/CMX18 and MET45 datasets. The trigger efficiency is calculated for different
ranges of ET (jet1) and plotted along the ET/ in Figure 4.2: no significant discontinuity across
the 80 GeV threshold is observed.

To parameterize the trigger efficiency, a typical turn-on shape is assumed with the fol-
lowing functional form:

εJET100(ET (jet1), ET/ ) =
1

1 + e−a(ET/ )·(ET+b(ET/ ))
(4.2)

where:

a(ET/ ) =
1

δ0 + δ1

√
ET/

(4.3)

b(ET/ ) =
α0 + α1ET/ + α2ET/

2

β0 + β1ET/ + β2ET/ 2
. (4.4)

Equation 4.2 is valid under the assumption that the trigger efficiency tends asymptotically to
100% with increasing ET (jet1). The dependence on ET/ is described in terms of the coefficients
a and b:

• a represents the resolution of the trigger turn-on and decreases as the inverse of the
square root of the missing transverse energy (Equation 4.3).

• b indicates the turn on threshold ε(ET = |b|) = 50% and it is expressed as the ratio of
two second-order polynomials (Equation 4.4).

Equation 4.2 is fitted to the trigger turn-on in different ranges of ET/ to obtain the coefficients a
and b for individual ET/ values. Examples of these fits are collected in Figure 4.3. Distributions
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of a and b along the ET/ spectrum are displayed in Figure 4.4 and fitted with Functions 4.3
and 4.4. To cover the differences between a (b) values and the fitted function a ±5% (±1%)
offset is assumed (grey lines on the plots). Final values of αi, βi, and δi parameters, and
correspondent fit errors are summarized in Table 4.2.

α0 −113± 7
α1 0.52± 0.17
α2 −5.5 · 10−3 ± 0.8 · 10−3

β0 1.01± 0.06
β1 −5.40 · 10−3 ± 1.4 · 10−3

β2 5.9 · 10−5 ± 0.9 · 10−5

δ0 3.00± 0.08
δ1 0.55± 0.1

Table 4.2: results of trigger efficiency parameterization fits. Coefficients are defined in Equations 4.3 and
4.4.

4.4 b-tagging selection

The MSSM signal is expected to contain at least two b-jets in the final state from the decay
of the sbottom. b-jets are identified using the SecVtx b-tagging algorithm, based on the
presence of a displaced vertex from the decay of a b hadron inside the jet. As described in
Section 2.3.3, two versions of this algorithm are in use, one optimized for higher efficiency
(loose), the other for higher purity (tight). In this analysis, jets are tagged according to the
tight-tag requirements, while loose-tags are used for cross check purposes only. An event is
b-tagged if at least one of the two leading jets is tight-tag and central (|η| < 1.1).

4.4.1 b-tagging for MC events

The contribution to the final SM prediction due to events with a light-flavor jet that is
misidentified as a b-jet (mistags) is estimated from data. Therefore, regardless of the process
simulated, MC events with no heavy-flavour jets1 are rejected. For the remaining event, the
final yield will be the product of the pretag yields and the tagging efficiency:

NHF−MC
b−tag = εtag ×NHF−MC

pretag (4.5)

where
NHF−MC
pretag = εtrigger × εselection × σMC ×

∫
L dt (4.6)

Since the SecVtx algorithm applied on MC events overestimates the tagging rate, a tagging
scale factor kitag must be integrated into the tagging efficiency calculation. The value of kitag
is 0.95 for heavy-flavor jets and null otherwise, and it is the same for both tight-tag and
loose-tag configurations. Each event is weighted by a probability of the event being tagged

1a jet is heavy-flavour if the closest b or c parton is matched to the jet, i.e. if the angular distance between
the jet and the parton is less than the jet cone: ∆R(jet− b/c) < 0.4.
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as opposed to using the Monte Carlo to count tags. With the b-tagging requirements defined
above, the probability that an event is tagged is:

P tagevent = 1−
jets∏

i

(1− kitag). (4.7)

Finally the tag efficiency is given by:

εtag =

∑
event
j P tagj

Npretag
(4.8)

The 1σ uncertainty on kitag depends on whether the parent parton is a b or a c:

kitag = 0.95± 0.05 (for b-matched jets),

kitag = 0.95± 0.10 (for c-matched jets). (4.9)

The values of the uncertainties on the MC tag rate are based on the study in [63] and
contribute to the total systematic uncertainty of the MC yields (both signal and background)
in the search for direct sbottom pair production.

4.5 Further Rejection of SM Backgrounds: Selection Cuts

The list of SM backgrounds for the direct sbottom search includes: QCD di-jet processes,
W and Z/γ∗ boson production in association with jets, tt̄ and single top events, diboson
decays. Further rejection of specific SM backgrounds in pre-selected data is obtained with
specific selection cuts. The SM QCD multijet background contribution with large ET/ , due to
the mis-reconstruction of the jet energies in the calorimeters, is suppressed by requiring an
azimuthal separation ∆φ(ET/ − jet1,2) > 0.4 for the two jets in the event. The SM background
contributions with energetic electrons from W and Z decays and reconstructed as jets in the
final state are suppressed by requiring the electromagnetic fraction of the jet transverse
energy to be f jet1,2emf < 0.9 In addition, events with isolated tracks with transverse momentum
pT > 10 GeV/c are vetoed, thus rejecting backgrounds with W or Z bosons decaying into
muon or tau leptons.

summary of selection cuts

The selection cuts are summarized as follows:

• ∆φ(ET/ − jet1,2) > 0.4

• f jet1,2emf < 0.9

• No isolated tracks

4.6 The Estimation of the SM Background

Among the SM backgrounds in the analysis, the dominant contamination comes from mistags
events, followed by QCD multijet events with jets originating from b-quarks in the final
state. Contributions form both QCD and mistag are estimated directly from data while
other backgrounds are estimated with MC techniques.
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Mistags

For mistags, a data-driven multi-dimensional parameterization is employed to estimate the
probability for a light-flavor jet in each event to be mistagged. As described in Section 2.3.4,
the mistag rate is obtained from the ensemble of negatively tagged jets as a prediction of the
light flavor jet contribution to the positive tag sample. This analysis employs the standard
CDF mistag parametrization summarized in Table 2.2. On average, the mistag rate for the
tight-tag selection is around 1.5%, and the probability for a light flavor jet of being mistagged
increases with the transverse energy of the jet ET and the number of good SVX tracks Ntrk;
the same probability decreases with increasing number of vertices NV z per event. Finally,
the systematic uncertainty associated to the estimation of the mistag rate depends on the jet
kinematics and has an average value around 8%.

QCD multijet heavy-flavour background

The second most important background contamination is due to QCD multijet processes with
a heavy-flavor jet in the final state. For these processes the observed ET/ comes from partially
reconstructed jets in the final state. As for the mistags, also the estimation of the QCD
background is obtained with a data-driven technique. This strategy is different from what is
done in the inclusive analysis where QCD background is simulated with Pythia. The choice
is driven by the fact that the simulation of the necessary amount of heavy-flavor multijet
events would require an impracticable amount of time and computing resources.

To estimate from data the number of QCD events surviving the b-tagging selection, a
QCD dominated region is defined by inverting the ∆φ(ET/ − jet1,2) cut and relaxing the veto
on the third jet in the pre-selection criteria:

• At least 1 Q12 vertex with |VZ | < 60 cm

• ECHF, EEMF > 0.15

• No isolated tracks

• At least two jets per event with ET > 15 GeV and |η| < 2.8

• First and second leading jets are required to have ET > 25 GeV and |η| < 2.0

• At least one of the two leading jets is required to be central (|η| < 1.1)

• One of the two leading jets is required to be collinear with the ~ET/ :
∆φ(ET/ − jet1,2) < 0.4

• f jet1,2emf < 0.9

• ET/ > 10 GeV

The ET/ spectrum is presented in Figure 4.5 where data are compared to non-QCD and MSSM
expectation. The contributions from non-QCD backgrounds and potential MSSM signal are
negligible. Because of the ∆φ(ET/ − jet1,2) < 0.4 requirement, at least one jet per event is
collinear with the ET/ and none of the events falls into the signal region. These events are
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used to estimate the probability pHFQCDjet for a heavy-flavor QCD jet to pass the b-tagging
requirements:

pHFQCDjet = ptagQCDjet − p
mistag
QCDjet =

N tag
jets −N

mistag
jets

N taggable
jets

(4.10)

where:

• N tag
jets is the number of SecVtx tagged jets,

• Nmistag
jets is the number of mistags,

• N taggable
jets is the number of taggable2 jets.

The probability is parametrized as a function of three variables, the jet (ET ), the number
of good SecVtx tracks associated to the jet (Ntrk), and the missing transverse energy of the
event (ET/ ). The set of the different values of pHFQCDjet defines a tagging probability matrix
(TPM) whose binning is defined in Table 4.3. The TPM granularity is chosen in order to be
as fine as possible with acceptable occupancy in all the bins (statistical errors below 20%).
This means that the QCD estimation is affected by an intrinsic uncertainty due to the finite
statistic of the QCD-enhanced sample used to build the tagging probability matrix. However,
even if for some bins of the TPM the statistical uncertainty is as high as 20%, the overall
effect over the expected QCD yields in the signal regions is very small (∼ 1%) as reported
in Section 4.9. A number of tables showing TPM occupancy and relative uncertainty for all
the bins are presented in Appendix A together with several figures displaying the values of
pHFQCDjet as a function of the kinematic variables of interest.

EcorrT Ntrk ET/

25 2 10
50 4 20
70 5 30
90 6 40
110 7 50
120 8 60
130 10 70
140 13
150

Table 4.3: Final binning of the TPM matrix.

The presence of the collinear jets in the QCD dominated region can introduce a potential
bias since such jets are not present in the signal regions. Therefore, the calculation of pHFQCDjet
in Equation 4.10 is performed using, for each event, only those jets with ∆φ(ET/ − jet) > 0.4.
Another (smaller) bias is due to the presence in the QCD dominated region, but not in the
signal regions, of jets going in the opposite direction of the ET/ , i.e. with ∆φ(ET/ − jet) ∈
[π − 0.4, π]. The choice of using these jets in the calculation of pHFQCDjet despite the potential

2A jet is taggable when it is central (|η| < 1.1) and contains at least two good SecVtx tracks (NSVXtrk
jet ≥ 2).
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bias is driven by the need of having as much statistic as possible. To estimate the bias,
two different estimations of the QCD background are carried out: a nominal configuration
including all jets with ∆φ(ET/ − jet) ∈ [0.4, π] and a second one excluding those jets with
∆φ(ET/ − jet) ∈ [π − 0.4, π]. Figure 4.6 shows the ratio between the two different QCD
estimations along the ET/ spectrum. Similar distributions with different kinematic variables
are also considered and a ±10% offset is seen to cover any discrepancy between the two QCD
estimations.

Once defined, the coefficients in the TPM are used to weight the data events in the pretag
sample, where all the selection cuts, but the tag requirement, are applied. The weighting
procedure works as follows:

• a value of the probability pHFQCDjet is associated to each of the two jets in a pretag data
event according to the values of ET (jet), Ntrk, and ET/ ;

• the number of QCD heavy-flavour tagged events is given by the sum NHF−QCD
b−tag =

∑
events(1−

∏jets
i (1− pHFQCDjet)), where the sum runs over all the events in the pretag

sample;

The number NHF−QCD
b−tag is finally normalized according to the assumption that the number

of events in the pretag sample is given by the sum of QCD and non-QCD events (negligible
signal contribution): Npretag = NQCD

pretag +Nnon−QCD
pretag

non-QCD heavy-flavour backgrounds

Simulated event samples are used to determine detector acceptance and reconstruction effi-
ciency and estimate the contribution from the rest of the SM backgrounds with heavy-flavor
jets in the final state. Samples of simulated Z/γ∗ and W + jets events with light- and heavy-
flavor jets are generated using the Alpgen program interfaced with the parton-shower model
from Pythia. To enhance the heavy flavor content, two different kind of samples are produced:
inclusive samples with no specific flavor requirements, and exclusive samples with Z/γ∗ and
W decaying into heavy-flavor partons. The combination of exclusive and inclusive samples is
based on the assumption that Alpgen can correctly reproduce the relative contribution of the
different samples and obeys specific matching criteria to avoid any possible double counting
of heavy flavor events. These criteria are detailed in [74] and involve the separation of the
heavy-flavor production coming from either parton shower or matrix element. In the inclusive
samples, events where matrix-element heavy-flavor quarks are matched to the same jet are
vetoed. Events with heavy-flavor from the parton shower in which only one of the two heavy
quarks is inside the jet cone are removed as well. In both cases the matching criteria is the
same as for the b-tagging, with b/c partons to be within the jet cone (∆R(jet− b/c) < 0.4).
The normalization of the boson plus jets heavy-flavor samples includes an additional factor
KHF = 1.4±0.4 that brings the predicted light- to heavy-flavor relative contributions to that
observed in the data [75]. Since the relative contributions of the different exclusive and in-
clusive sub-samples are correctly reproduced by Alpgen, the final combined sample, after the
MLM matching, the HF overlap removal, and the KHF normalization, can be simply normal-
ized to the measured Z and W inclusive cross sections [37] following the same normalization
strategy used in the inclusive analysis.

The simulation of the remaining SM backgrounds follows the exact same scheme used
in the inclusive analysis and described in Section 3.4 . Samples of simulated tt̄ and diboson
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(WW/ZW/ZZ) processes are generated using Pythia Monte Carlo generator with Tune A and
normalized to next-to-leading order (NLO) predictions [38][40]. Finally, samples of single top
events are produced using the MadEvent program and normalized using NLO predictions [76].

4.7 The MSSM Signal

The SUSY samples are generated in the framework of MSSM as implemented in Pythia with
fixed b̃1 and χ̃0

1 masses and the exclusive decay b̃1 → bχ̃0
1. A total of 106 different samples

are generated with sbottom mass Mb̃1
in the range between 80 GeV/c2 and 280 GeV/c2

and neutralino mass Mχ̃0
1

up to 100 GeV/c2. Figure 4.7 shows the signal samples produced
in the sbottom-neutralino mass plane. The samples are normalized to NLO predictions,
as implemented in PROSPINO2, using CTEQ6.6 parton distribution functions (PDFs) and
renormalization and factorization scales set to Mb̃1

. The production cross section depends
on Mb̃1

and varies between 50 pb and 0.01 pb as the sbottom mass increases as shown in
Figure 4.8 . Further details on MC production and normalization for SUSY events are in
Section 1.5.3 .

4.8 Optimization and Definition of Signal Regions

An optimization is performed with the aim of maximizing the sensitivity to a SUSY signal
across the sbottom-neutralino mass plane. For each of the 106 signal samples considered, the
procedure maximizes S/

√
B, where S denotes the number of SUSY events and B is the total

SM background. Several kinematic variables are involved in the optimization: ET/ , ET (jet1,2),
and the sum between the ET/ and HT = ET (jet1) +ET (jet2). Variables are optimized one by
one, and the sequence is varied to check that S/

√
B is not dependent on the order in which the

optimization is performed. The optimal thresholds slightly change from point to point since
the kinematic of the events in the MSSM signal is strictly dependent on the mass hierarchy of
the simulated sample. In general, as the difference ∆M = Mb̃1

−Mχ̃0
1

increases, the optimal
energy thresholds increase. As for the inclusive analysis, different sets of cuts are defined for
best sensitivity across the whole Mb̃1

−Mχ̃0
1

plane. In this case, the results from the different
MSSM samples are combined to define two single sets of thresholds (see Table 4.4) that
maximize the search sensitivity in the widest range of sbottom and neutralino masses at low
∆M (∆M ∼< 90 GeV/c2) and high ∆M (∆M ∼> 90 GeV/c2), respectively. As an example, for
Mχ̃0

1
= 70 GeV/c2 and Mb̃1

in the range from 150 GeV/c2 to 250 GeV/c2, values for S/
√
B

between 10 and 2.5 are obtained, corresponding to SUSY selection efficiencies of 3% to 10%.
Graphic examples of S/

√
B scans for two MSSM points representative of the low and high

∆M regions are in Figure 4.9 and 4.10, respectively. Distributions of S/
√
B are displayed

as a function of ET/ , ET (jet1), ET (jet2), and HT for two representative MSSM sample with
Mb̃1

= 123 and Mχ̃0
1

= 90 GeV/c2 and with Mb̃1
= 193 and Mχ̃0

1
= 70 GeV/c2.

After identifying the optimal energy thresholds, additional variables are investigated. In
particular, an increased threshold on ∆φ(ET/ −jet2) from 0.4 to 0.7 is found to further improve
the signal significance in both the signal regions. Figure 4.11 shows the distributions of S/

√
B

as a function of ∆φ(ET/ − jet2) for low and high ∆M .
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Variable low ∆M high ∆M

ET/ 60 80

ET (jet1) 80 90

ET (jet2) 25 40

HT − 300

∆φ(ET/ − jet1) 0.4 0.4

∆φ(ET/ − jet2) 0.7 0.7

Table 4.4: Summary of the final thresholds for the two signal regions optimized as described in Section 4.8.

4.9 Systematic Uncertainties

A detailed study of systematic uncertainties was carried out for both SM background and
MSSM signal.

Systematics for expected SM backgrounds

Different sources of systematic uncertainty are taken into account in the determination of the
SM predictions for low and high ∆M configurations.

• The uncertainty on the SM background predictions is dominated by the determination
of the b-jet mistag rates (Section 2.3.4), which propagates into an uncertainty in the
SM prediction between 13% and 11% as ∆M increases.

• The uncertainty on the KHF value applied to the boson + jets heavy-flavor samples
translates into a 11% uncertainty in the SM predictions.

• The dependence on the amount of initial-state and final-state radiation in the Monte
Carlo generated samples for top, boson + jets and diboson contributions introduces a
6% uncertainty on the SM predictions.

• Other sources of uncertainty on the predicted SM background are: a 3% uncertainty due
to the determination of the b-tagging efficiency in the Monte Carlo simulated samples;
a 3% uncertainty from the uncertainties on the absolute normalization of the top quark,
diboson, W , and Z Monte Carlo generated processes; and a 2.5% uncertainty as result
of a 3% uncertainty on the JES.

• Uncertainties related to trigger efficiency and the heavy-flavor QCD multijet back-
ground contribute less than 1% to the final uncertainty.

Table 4.5 presents the summary of uncertainties on the SM predictions. The different sources
of systematic uncertainty are added in quadrature. The total systematic uncertainty on the
SM predictions varies between 19% and 18% as ∆M increases.
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syst low ∆M high ∆M

mistags 13.4% 11.4%

KHF 10.8% 11.0%

TPM matrix 1.4% 1%

tag K-factor 3.4% 3.5%

ISR/FSR 5.6% 5.8%

PDF ⊕ REN 2.6% 2.7%

JES 2.4% 1.0%

trig eff 1.5% 0.9%

total (no lumi) 18.8% 17.5%

lumi 6.0% 6.0%

Table 4.5: summary of the systematic uncertainties on SM background expected yields.

Systematics for expected MSSM signal

In the case of the MSSM signal, various sources of uncertainty in the predicted cross sections
at NLO, as determined using PROSPINO2, are considered:

• The uncertainty due to PDFs is computed using the Hessian method [27] and translates
into a 12% uncertainty on the absolute predictions.

• Variations of the renormalization and factorization scale by a factor of two change the
theoretical cross sections by about 26%.

• Uncertainties on the amount of initial- and final-state gluon radiation in the MSSM
Monte Carlo generated samples introduce a 10% uncertainty on the signal yields.

• The 3% uncertainty on the absolute jet energy scale translates into a 9% to 14% un-
certainty on the MSSM predictions.

• Other sources of uncertainty include: a 4% uncertainty due to the determination of the
tagging scale factor for MC events, and a 2% to 1% uncertainty due to the uncertainty
on the trigger efficiency.

The total systematic uncertainty on the MSSM signal yields varies between 30% and
32% as ∆M increases. Table 4.6 presents the resulting uncertainties for three representative
points in the plane.

4.10 Control Regions

As for the inclusive analysis, different control regions are defined to cross check the background
prediction separately for each of the signal regions. The samples are defined by reversing the
logic of some of the pre-selection and selection criteria in order to enhance the contamination
of particular SM processes.
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syst low ∆M high ∆M

JES 8.7% 14%

ISR/FSR 10% 10%

PDF 12% 11%

REN 26% 25%

tag K-factor 3.7% 4.3%

trig eff 2.4% 1.3%

tot (no lumi) 30% 32%

lumi 6.0% 6.0%

Table 4.6: summary of the systematic uncertainties on MSSM signal efficiency for two signal points Repre-

sentative of both the signal regions. Masses are set to Mχ̃0
1

= 70 and Mb̃1
= 153 for low ∆M and to Mχ̃0

1
= 80

and Mb̃1
= 183 for high ∆M .

• Low ET/ region: the final cut on ET/ is inverted to enhance the contribution of heavy-
flavor QCD multijet and mistags.

• Loose-not-tight tag region: only jets that pass the loose tag requirements but not
the tight tag requirements are selected to enhance the contribution from mistags.

• Low ET (jet2): the selection criteria on the second jet transverse energy is inverted to
enhance the contribution of electroweak processes. For consistency, and to allow for
a minimum statistics, no selection on HT is made. As a consequence, the additional
control regions is defined for high ∆M only:

– ET (jet1) > 90 GeV
– 25 < ET (jet2) < 40 GeV
– ET/ > 80 GeV.

No Low ET (jet2) control region is possible for low ∆M selection because the threshold
ET (jet2) < 25 GeV is already at its minimum. Note that in the inclusive analysis,
two lepton-dominated control regions are defined inverting the vetoes on muons and
electrons, respectively. The same strategy has been tried for the exclusive search as
well, but the statistics in the resulting samples is compatible with zero.

Figures 4.12 through 4.16 show the comparison between data and SM predictions for rele-
vant kinematic distributions. A general good agreement is found in all the control samples.
Table 4.7 shows the total number of events in the control regions for different ∆M , com-
pared to SM predictions including total uncertainties. The detailed composition of the SM
backgrounds in all the control regions are collected in Table 4.8, Table 4.9, and Table 4.10.

4.11 Results

In this Section, the final numbers of observed events in data and expected SM background are
presented for a total integrated luminosity of 2.6 fb−1. Table 4.11 compares the expected SM
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low ∆M

control region data SM prediction

low ET/ 60376 58358± 5599

loose-not-tight 81 89± 21

second jet ET - -

high ∆M

data SM prediction

low ET/ 60287 58251± 5583

loose-not-tight 25 32± 8

second jet ET 42 35± 10

Table 4.7: comparison between data and SM predictions in the different control regions for high and low

∆M selections.

SM contribution (events) Low ∆M High ∆M

Mistags 34751 34691

QCD 23588 23535

Top 8.7 13.3

Z → νν 2.7 5.0

Z/γ∗+jets 0.2 0.3

W+jets 6.9 9.6

Diboson 0.8 0.9

Table 4.8: individual SM background contributions for high and low ∆M selections including total uncer-

tainty in the case of low-ET/ control region.

SM contribution (events) Low ∆M High ∆M

Mistags 67.9 23.7

QCD 1.5 0.3

Top 4.1 1.6

Z→ νν 7.7 3.5

Z/γ+jets 0.14 0.06

W+jets 6.5 2.1

Diboson 1.2 0.44

Table 4.9: individual SM background contributions for high and low ∆M selections including total uncer-

tainty in the case of loose-no-tight tag control region.

87



Chapter 4. Search for Sbottom Pair Production

SM contribution (events) High ∆M

Mistags 14.4

QCD 0.21

Top 3.5

Z→ νν 8.9

Z/γ+jets 0.15

W+jets 7.05

Diboson 1.1

Table 4.10: individual SM background contributions for the high ∆M selection including total uncertainty

in the case of ET (jet2)-reversed control region. Note that no control region for low ∆M is defined.

yields with the observed number of events in data and Table 4.12 gives details on the separate
SM contributions. Figure 4.17 shows the HT and ET/ distributions in the low and high ∆M
signal regions. In these plots, all final cuts are applied. Both data and SM prediction are
presented. For illustration purposes, a representative MSSM point per signal region is also
shown. The background Monte Carlo prediction always provides a reasonable description of
the data within systematics.

region data SM prediction

low ∆M 139 133.8± 25.2

high ∆M 38 47.6± 8.3

Table 4.11: Number of events in data for each analysis compared to SM predictions, including statistical

and systematic uncertainties summed in quadrature.

SM contribution Low ∆M High ∆M

Mistags 51.4 ± 17.9 18.5 ± 5.4

QCD 7.6 ± 1.8 1.6 ± 0.2

Top 21.2 ± 3.2 7.8 ± 1.2

Z→ νν 27.7 ± 8.6 10.9 ± 3.4

Z/γ+jets 0.5 ± 0.2 0.11 ± 0.04

W+jets 22.3 ± 7.2 7.3 ± 2.4

Diboson 3.1 ± 0.5 1.4 ± 0.2

Table 4.12: Individual SM background contributions for high and low ∆M signal regions including statistical

and systematic uncertainties summed in quadrature.
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4.12 Exclusion Limit

Since no excess with respect to the Standard Model predictions is observed in the data, results
are translated into a 95% CL exclusion limits on the direct sbottom pair production cross
section. In this analysis, the same Bayesian approach [67] employed in the inclusive search
for squarks/gluinos is used (see Appendix B for further details).

For each of the 106 MSSM points in the sbottom-neutralino mass plane, two expected
limits are extracted, according to the high and low ∆M selections. For a given MSSM
point, the selection that gives the best expected limit is then used to calculate the observed
limit. All the systematic uncertainties on signal and background described in Section 4.9
are used in the limit calculation with the exception of the theoretical uncertainties on the
MSSM NLO cross section. The correlations between signal and background uncertainties
are also considered. Figure 4.18 shows the expected and observed 95% CL limit on the
production cross section as a function of the sbottom mass, for a constant neutralino mass
of 70 GeV/c2, compared to NLO predictions. Cross sections down to ∼ 0.1 pb are excluded
at 95% CL for the range of masses considered. As for the inclusive search, the exclusion
limits on the production cross sections are translated into exclusion limits on sbottom and
neutralino masses. In this case, the theoretical uncertainties on the NLO cross section for
the MSSM signal (PDF and renormalization scale) are directly included into the calculation.
Figure 4.19 shows the expected and observed exclusion regions in the sbottom-neutralino
mass plane. Sbottom masses up to 230 GeV/c2 are excluded at 95% CL for neutralino
masses in the range 40-80 GeV/c2. This analysis improves previous CDF results [25] and DØ
results [78] obtained with ∼ 300 pb by ∼ 40 GeV/c2 and ∼ 10 GeV/c2, respectively. Our
results are also compatible with the latest exclusion limits obtained with 4.1 fb−1 of data by
the DØ Collaboration [79] that exclude sbottom masses below 250 GeV/c2 for any neutralino
with Mχ̃0

1
< 70 GeV.
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Figure 4.1: JET100 turn on as a function of ET (jet1) and ET/ . Combination of CMUP18/CMX18 and
MET45 triggers provides enough statistics up to ET/ ∼ 200 GeV. Events are selected as specified in Section 4.2
with no minimum threshold on ET/ .
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Figure 4.2: JET100 trigger efficiency as a function of ET/ in different ranges of ET (jet1): 100 < ET (jet1) <
105 (top-left), 110 < ET (jet1) < 115 (top-right), 120 < ET (jet1) < 125 (bottom-left), 130 < ET (jet1) < 135
(bottom-right). No discontinuity is observed at 80 GeV passing from CMUP18/CMX18 to MET45 selection.
Events are selected as specified in Section 4.2 with no minimum threshold on ET/ .
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Figure 4.3: JET100 trigger efficiency as a function of ET (jet1) in different ranges of ET/ : 10 < ET/ < 11
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selected as specified in Section 4.2 with no minimum threshold on ET/ .
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Figure 4.9: Values of S/
√
B for different minimum thresholds on the four optimization variables: ET/ (top-

left), ET (jet1) (top-right), ET (jet2) (bottom-left), and HT (bottom-right) in the Low ∆M signal region. For
the ET/ distribution the pre-selection cuts are applied: S/

√
B peaks with ET/ > 60 GeV . For the ET (jet1)

distribution events are selected with pre-selection cuts and ET/ > 60 GeV : S/
√
B has a maximum at ET (jet1) >

80 GeV . These final cuts on ET/ and ET are then applied for the ET (jet2) distribution peaking at ET (jet2) >
25 GeV . Finally, after applying also the cut on ET (jet2), there is no optimal threshold on HT + ET/ .
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Figure 4.10: Values of S/
√
B for different minimum thresholds on the four optimization variables: ET/

(top-left), ET (jet1) (top-right), ET (jet2) (bottom-left), and HT (bottom-right) in the Low ∆M signal region.
For the ET/ distribution the pre-selection cuts are applied: S/

√
B peaks with ET/ > 80 GeV . For the ET (jet1)

distribution events are selected with pre-selection cuts and ET/ > 80 GeV : S/
√
B has a maximum at ET (jet1) >

90 GeV . These final cuts on ET/ and ET are then applied for the ET (jet2) distribution peaking at ET (jet2) >
40 GeV . Finally, after applying also the cut on ET (jet2), the optimal threshold on HT + ET/ is 300 GeV .
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Figure 4.12: From top to bottom, clockwise: ET (jet1), ET (jet2), ET/ , and ET/ + HT distributions in the
low ET/ control region for the low ∆M selection. Data are compared to SM predictions with total systematic
uncertainties.
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Figure 4.13: From top to bottom, clockwise: ET (jet1), ET (jet2), ET/ , and ET/ +HT distributions in the low
ET/ control region for the high ∆M selection. Data are compared to SM predictions with total systematic
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Figure 4.14: From top to bottom, clockwise: ET (jet1), ET (jet2), ET/ , and ET/ + HT distributions in the
loose-not-tight tag control region for the low ∆M selection. Data are compared to SM predictions with total
systematic uncertainties.
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loose-not-tight tag control region for the high ∆M selection. Data are compared to SM predictions with total
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Figure 4.16: from top to bottom, clockwise: ET (jet1), ET (jet2), ET/ , and ET/ + HT distributions in the
ET (jet2) reversed control region for the high ∆M selection. Data are compared to SM predictions with total
systematic uncertainties.

99



Chapter 4. Search for Sbottom Pair Production

1

10

210

1

10

210

100 200 300

1

10

100 200 300

1

10

200 400 600200 400 600
 [GeV]TE  [GeV]T + ETH

ev
en

ts 
pe

r b
in

SM

Total Syst. Uncertainty

)-1CDF RunII DATA (L=2.65 fb

SM + MSSM

M analysis!low 
2 = 123 GeV/c

1b~M
2 = 90 GeV/c

1

0
"#

M

M analysis!high 
2 = 193 GeV/c

1b~M
2 = 70 GeV/c

1

0
"#

M

//
Figure 4.17: distributions of measured ET/ and HT + ET/ distributions (black dots) for low ∆M (top) and
high ∆M analyses (bottom), compared to the SM predictions (solid lines) and the SM+MSSM predictions
(dashed lines). The shaded bands show the total systematic uncertainty on the SM predictions.

100



Exclusion Limit 4.12

]2Sbottom Mass [GeV/c
140 160 180 200 220 240 260

Cr
os

s s
ec

tio
n 

[p
b]

-210

-110

1

10

-1L=2.65 fb
NLO: PROSPINO CTEQ6.6

 Ren)!syst. uncert. (PDF 

Expected limit 95% C.L.

Observed limit 95% C.L.

2Neutralino Mass = 70 GeV/c

Theoretical uncertainties not included 

in the calculation of the limit

CDF Run II Preliminary

Figure 4.18: observed (solid lines) and expected (dashed lines) 95% CL upper limits on the inclusive squark
and gluino production cross sections as a function of Mb̃1

for a neutralino mass of 70 GeV/c2 compared to NLO
mSUGRA predictions (dashed-dotted lines). The yellow band denotes the total uncertainty on the theory.

101



Chapter 4. Search for Sbottom Pair Production

0 50 100 150 200 2500

20

40

60

80

100

120
.

.

.

.

.

.

      CDF              D0               CDF 
)-1)     (295 pb-1)    (310 pb-1  (2650 pb

Observed Limit
(95% C.L.)

Expected Limit
(95% C.L.)

b + M
1

0
!"

 < M
1b~M

o = 0#LEP 

0 50 100 150 200 2500

20

40

60

80

100

120

]2 [GeV/c
1b~M

]2
 [G

eV
/c

10 !"
M

Figure 4.19: exclusion plane at 95% CL as a function of sbottom and neutralino masses. The observed
and expected limits from this analysis are compared to previous results from CDF and D0 experiments at
the Tevatron in Run II, and from LEP experiments at CERN. The hatched area indicates the kinematically
prohibited region in the plane.

102



Chapter 5

Conclusions

This thesis reports on two searches for the production of squarks and gluinos, supersymmetric
partners of the Standard Model (SM) quarks and gluons, using the CDF detector at the
Tevatron

√
s = 1.96 TeV pp̄ collider.

An inclusive search for squarks and gluinos pair production is performed in events with
large ET/ and multiple jets in the final state, based on 2 fb−1 of CDF Run II data. The analysis
is performed within the framework of minimal supergravity (mSUGRA) and assumes R-parity
conservation where sparticles are produced in pairs. The expected signal is characterized by
the production of multiple jets of hadrons from the cascade decays of squarks and gluinos
and large missing transverse energy ET/ from the lightest supersymmetric particles (LSP).
The measurements are in good agreement with SM predictions for backgrounds. The results
are translated into 95% confidence level (CL) upper limits on production cross sections and
squark and gluino masses in a given mSUGRA scenario. An upper limit on the production
cross section is placed in the range between 1 pb and 0.1 pb, depending on the gluino and
squark masses considered. The result of the search is negative for gluino and squark masses
up to 392 GeV/c2 in the region where gluino and squark masses are close to each other, gluino
masses up to 280 GeV/c2 regardless of the squark mass, and gluino masses up to 423 GeV/c2

for squark masses below 378 GeV/c2. These results are compatible with the latest limits on
squark/gluino production obtained by the DØ Collaboration and considerably improve the
previous exclusion limits from direct and indirect searches at LEP and the Tevatron.

The inclusive search is then extended to a scenario where the pair production of sbottom
squarks is dominant. The new search is performed in a generic MSSM scenario with R-parity
conservation. A specific SUSY particle mass hierarchy is assumed such that the sbottom
decays exclusively as b̃1 → bχ̃0

1. The expected signal for direct sbottom pair production is
characterized by the presence of two jets of hadrons from the hadronization of the bottom
quarks and ET/ from the two LSPs in the final state. The events are selected with large ET/
and two energetic jets in the final state, and at least one jet is required to be associated with
a b quark. The measurements are in good agreement with SM predictions for backgrounds.
The results are translated into 95% CL exclusion limits on production cross sections and
sbottom and neutralino masses in the given MSSM scenario. Cross sections down to 0.1 pb
are excluded for the sbottom mass range considered. Sbottom masses up to 230 GeV/c2

are excluded at 95% CL for neutralino masses below 70 GeV/c2. This analysis increases the
previous CDF limit by more than 40 GeV/c2.

The sensitivity of both the inclusive and the exclusive search is dominated by systematic
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effects and the results of the two analyses can be considered as conclusive for CDF Run II.
With the new energy frontier of the newly commissioned Large Hadron Collider in Geneva,
the experience from Tevatron will be of crucial importance in the developing of effective
strategies to search for SUSY in the next era of particle physics experiments.
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Appendix A

Tagging Probability Matrix for
Heavy Flavour QCD Multijet

This Appendix is an extension of Section 4.6 where the data-driven technique used to esti-
mate the contribution of QCD multijet events in the exclusive analysis is described. Tables
from A.1 to A.8 display all the occupancies of the TPM bins and the correspondent statistical
uncertainties. Figures A.1 through A.7 show the values of the TPM coefficients as a function
of the kinematic variables of interest.
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Chapter A. Tagging Probability Matrix for Heavy Flavour QCD Multijet

HF tag prob ET/
2 ≤ Ntrk < 4 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000
25< et <50 0.7% 0.81% 1% 1.3% 1.4% 1.7% 1.8%
50< et <70 0.73% 0.84% 1% 1.4% 1.5% 1.9% 1.5%
70< et <90 0.61% 0.66% 0.75% 0.96% 0.9% 0.91% 0.89%
90< et <110 0.42% 0.43% 0.56% 0.72% 0.58% 0.72% 0.96%
110< et <120 0.3% 0.34% 0.4% 0.42% 0.43% 0.68% 0.54%
120< et <130 0.29% 0.22% 0.33% 0.45% 0.38% 0.73% 0.79%
130< et <140 0.23% 0.27% 0.25% 0.32% 0.26% 0.27% 0.43%
140< et <150 0.28% 0.21% 0.24% 0.12% 0.055% 0.21% 0.77%
150< et <1000 0.2% 0.2% 0.19% 0.13% 0.27% 0.27% 0.3%

stat uncert ET/
2 ≤ Ntrk < 4 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000
25< et <50 2.2% 2.3% 3% 4.3% 6% 7.9% 6.8%
50< et <70 3.5% 3.7% 4.8% 6% 7.7% 8.9% 9.9%
70< et <90 3.9% 4% 5% 6.5% 9.9% 15% 15%
90< et <110 3.5% 3.9% 5.3% 7.7% 13% 17% 16%
110< et <120 4.1% 4.6% 6.4% 10% 17% 21% 31%
120< et <130 4.6% 5.3% 6.6% 9.4% 16% 20% 24%
130< et <140 6.1% 6.1% 8.1% 11% 19% 25% 29%
140< et <150 7.3% 7.9% 9.6% 16% 29% 33% 21%
150< et <1000 6.3% 5.9% 6.7% 9.3% 11% 15% 13%

Table A.1: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for 2 ≤ NT < 4.
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HF tag prob ET/
Ntrk = 4 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.6% 1.9% 2.2% 2.8% 3.4% 3.7% 4.1%
50< et <70 1.7% 1.9% 2.3% 3.2% 3.6% 4.6% 3.7%
70< et <90 1.5% 1.6% 2.2% 2.1% 2.3% 2.3% 2.4%
90< et <110 1.1% 1.2% 1.6% 1.6% 1.8% 2.1% 1.5%
110< et <120 0.85% 0.86% 0.96% 1.2% 1.2% 1.6% 2.3%
120< et <130 0.85% 0.78% 0.81% 0.86% 1.2% 2% 1.4%
130< et <140 0.64% 0.73% 0.75% 0.67% 0.99% 0.95% 1.7%
140< et <150 0.68% 0.64% 0.58% 0.83% 0.77% 0.71% 1.5%
150< et <1000 0.81% 0.57% 0.58% 0.7% 0.52% 0.62% 1%

stat uncert ET/
Ntrk = 4 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.7% 1.8% 2.4% 3.4% 4.8% 6.4% 5.4%
50< et <70 2.5% 2.7% 3.5% 4.3% 5.5% 6.5% 6.9%
70< et <90 2.7% 2.7% 3.2% 4.7% 6.8% 10% 10%
90< et <110 2.4% 2.6% 3.6% 5.6% 8.3% 12% 13%
110< et <120 2.8% 3.2% 4.6% 7% 11% 16% 14%
120< et <130 3% 3.4% 4.7% 7.4% 11% 14% 18%
130< et <140 4.1% 4.2% 5.6% 8.5% 11% 18% 16%
140< et <150 5.1% 5.2% 6.9% 9.2% 15% 24% 17%
150< et <1000 3.9% 4% 4.6% 5.7% 8.4% 11% 8.4%

Table A.2: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for NT = 4.
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Chapter A. Tagging Probability Matrix for Heavy Flavour QCD Multijet

HF tag prob ET/
Ntrk = 5 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 2.1% 2.4% 3% 3.9% 5.1% 6% 5.1%
50< et <70 2.2% 2.5% 3.2% 4.2% 5.1% 5.5% 5.5%
70< et <90 2.1% 2.2% 2.8% 3% 3.7% 3.1% 4.7%
90< et <110 1.6% 1.8% 1.9% 2.2% 2.4% 2.9% 2.1%
110< et <120 1.5% 1.4% 1.6% 1.8% 2% 2.5% 2.7%
120< et <130 1.4% 1.3% 1.2% 1.5% 2.4% 2.8% 2.9%
130< et <140 1.2% 1.2% 1.3% 1.5% 1.7% 2.1% 3.2%
140< et <150 1.1% 1.3% 1.1% 1.4% 1.5% 1.6% 1.8%
150< et <1000 1.2% 1.1% 1% 1.2% 1.4% 1.2% 1.8%

stat uncert ET/
Ntrk = 5 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.5% 1.6% 2.1% 2.9% 3.9% 5.1% 4.9%
50< et <70 2% 2.1% 2.6% 3.4% 4.2% 5.8% 5.7%
70< et <90 2% 2% 2.5% 3.6% 4.9% 7.5% 6.7%
90< et <110 1.7% 1.9% 2.8% 4.3% 6.6% 9.5% 10%
110< et <120 2% 2.3% 3.4% 5.3% 8.1% 12% 12%
120< et <130 2.2% 2.5% 3.6% 5.4% 7.5% 11% 12%
130< et <140 2.9% 3.1% 4.1% 5.8% 8.7% 13% 11%
140< et <150 3.7% 3.7% 5% 6.9% 10% 16% 16%
150< et <1000 2.8% 2.8% 3.4% 4.2% 5.6% 7.9% 5.9%

Table A.3: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for NT = 5.
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HF tag prob ET/
Ntrk = 6 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 2.6% 3% 3.7% 4.7% 6.3% 6.8% 8.5%
50< et <70 2.8% 3.2% 4% 5.5% 6.5% 6.2% 7.2%
70< et <90 2.7% 3.1% 3.5% 4.2% 4.6% 5.1% 5.2%
90< et <110 2.3% 2.5% 2.8% 3.1% 3.9% 4.5% 4.6%
110< et <120 2% 2.1% 2% 2.4% 2.7% 4.7% 3.6%
120< et <130 1.8% 1.8% 1.8% 2.3% 2.2% 3.2% 4.3%
130< et <140 1.7% 1.7% 1.8% 2.3% 2.4% 2.4% 3.2%
140< et <150 1.7% 1.5% 1.8% 2% 2.6% 2.5% 2.7%
150< et <1000 1.7% 1.6% 1.6% 1.7% 1.5% 1.6% 2.6%

stat uncert ET/
Ntrk = 6 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.4% 1.5% 2% 2.8% 3.8% 5.1% 4.2%
50< et <70 1.7% 1.8% 2.3% 2.9% 3.8% 5.2% 5%
70< et <90 1.6% 1.6% 2.1% 2.9% 4.3% 6.2% 6.4%
90< et <110 1.4% 1.6% 2.2% 3.5% 5.1% 7.5% 7.6%
110< et <120 1.6% 1.9% 2.9% 4.5% 7% 9.3% 12%
120< et <130 1.8% 2.1% 3% 4.5% 7.1% 9.8% 10%
130< et <140 2.4% 2.5% 3.5% 4.9% 7.5% 11% 11%
140< et <150 3% 3.2% 4% 5.7% 8.1% 12% 12%
150< et <1000 2.3% 2.3% 2.7% 3.5% 5% 6.6% 5%

Table A.4: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for NT = 6.
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Chapter A. Tagging Probability Matrix for Heavy Flavour QCD Multijet

HF tag prob ET/
Ntrk = 7 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 3% 3.5% 4.1% 5.2% 6.3% 8.1% 8.8%
50< et <70 3.1% 3.7% 4.9% 6.2% 7.4% 8.9% 8.9%
70< et <90 2.9% 3.3% 4.2% 5.2% 6.6% 6.5% 6.7%
90< et <110 2.7% 2.9% 3.4% 3.6% 4.4% 3.9% 4.8%
110< et <120 2.5% 2.7% 2.9% 3.3% 4.5% 4.9% 3.4%
120< et <130 2.3% 2.5% 2.7% 2.9% 4% 3.6% 5%
130< et <140 2.2% 2% 2.2% 2.6% 3.2% 4.8% 3.4%
140< et <150 2.1% 2.2% 2% 2.2% 3% 2.5% 4.4%
150< et <1000 2.2% 2% 2% 2.1% 2% 2.7% 3.3%

stat uncert ET/
Ntrk = 7 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.5% 1.6% 2.1% 3% 4.2% 5.5% 4.8%
50< et <70 1.6% 1.6% 2.1% 2.8% 3.7% 4.8% 4.7%
70< et <90 1.5% 1.5% 1.9% 2.6% 3.7% 5.7% 5.7%
90< et <110 1.2% 1.4% 2% 3.1% 4.7% 7.7% 7.6%
110< et <120 1.4% 1.7% 2.5% 4.1% 5.9% 8.9% 11%
120< et <130 1.6% 1.9% 2.6% 4.2% 6.1% 9.3% 8.6%
130< et <140 2.1% 2.3% 3.2% 4.7% 6.8% 9.1% 10%
140< et <150 2.7% 2.8% 3.8% 5.5% 7.6% 12% 9.5%
150< et <1000 2% 2% 2.5% 3.2% 4.4% 5.6% 4.5%

Table A.5: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for NT = 7.
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HF tag prob ET/
Ntrk = 8 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 3.4% 3.7% 4.5% 5.9% 7.1% 9.8% 9%
50< et <70 3.4% 4.2% 5.2% 7.3% 8.6% 10% 11%
70< et <90 3.4% 4% 4.8% 6.3% 7.1% 7.4% 8.4%
90< et <110 3.1% 3.6% 4.3% 5% 5.8% 5.4% 6.8%
110< et <120 2.9% 3% 3.3% 4.2% 4.5% 5% 6.3%
120< et <130 2.8% 3% 3.2% 4% 4.7% 4.8% 6.4%
130< et <140 2.5% 2.8% 3.2% 3.1% 4.2% 3.9% 5.3%
140< et <150 2.5% 2.7% 2.6% 2.8% 3.4% 4.2% 5.1%
150< et <1000 2.7% 2.7% 2.7% 2.8% 2.8% 3.1% 4.1%

stat uncert ET/
Ntrk = 8 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.2% 1.3% 1.8% 2.6% 3.6% 4.6% 4.4%
50< et <70 1.2% 1.2% 1.5% 2% 2.8% 3.7% 3.8%
70< et <90 1% 1% 1.3% 1.8% 2.7% 4.1% 4.3%
90< et <110 0.81% 0.9% 1.3% 2% 3.1% 5% 4.7%
110< et <120 0.96% 1.2% 1.8% 2.7% 4.3% 6.2% 6.8%
120< et <130 1.1% 1.3% 1.9% 2.8% 4.2% 6.2% 6.4%
130< et <140 1.4% 1.6% 2.1% 3.3% 4.6% 6.9% 6.7%
140< et <150 1.8% 1.9% 2.6% 3.8% 5.4% 7.8% 7.2%
150< et <1000 1.3% 1.3% 1.6% 2.2% 3% 4% 3.1%

Table A.6: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for 8 ≤ NT <
10.
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Chapter A. Tagging Probability Matrix for Heavy Flavour QCD Multijet

HF tag prob ET/
Ntrk = 10 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 3.4% 4.2% 4.9% 6.7% 8.3% 10% 11%
50< et <70 3.7% 4.6% 6.1% 8.5% 11% 13% 13%
70< et <90 3.6% 4.5% 5.8% 7.3% 8.8% 10% 11%
90< et <110 3.6% 4.3% 4.9% 6.5% 7.5% 7.8% 8%
110< et <120 3.4% 3.6% 4.3% 5.1% 5.1% 7.2% 5.9%
120< et <130 3.2% 3.5% 3.8% 4.8% 5.5% 6% 7%
130< et <140 3.3% 3.7% 3.7% 3.6% 5% 4.6% 5.8%
140< et <150 3.3% 3.3% 4.4% 4.3% 5.4% 4.7% 6%
150< et <1000 3% 3.4% 3.2% 3.7% 4.1% 3.6% 4.5%

stat uncert ET/
Ntrk = 10 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 1.7% 1.8% 2.4% 3.4% 4.8% 6.5% 6.4%
50< et <70 1.2% 1.2% 1.6% 2.1% 2.9% 4.1% 4.3%
70< et <90 0.96% 0.91% 1.2% 1.7% 2.6% 3.8% 4.2%
90< et <110 0.71% 0.78% 1.1% 1.7% 2.8% 4.3% 4.6%
110< et <120 0.86% 1.1% 1.6% 2.5% 3.9% 5.7% 6.4%
120< et <130 0.98% 1.2% 1.7% 2.6% 3.9% 5.8% 6%
130< et <140 1.2% 1.4% 2% 3% 4.2% 6.8% 6.7%
140< et <150 1.5% 1.7% 2.2% 3.3% 4.8% 6.9% 6.6%
150< et <1000 1.1% 1.2% 1.5% 1.9% 2.6% 3.6% 2.8%

Table A.7: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for 10 ≤ NT <
13.
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HF tag prob ET/
Ntrk = 13 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 2.1% 3.1% 4.3% 6.7% 8.6% 12% 4%
50< et <70 3.7% 4.7% 6.2% 7.3% 10% 13% 11%
70< et <90 3.2% 4.7% 6.2% 8.1% 9.6% 13% 14%
90< et <110 3.3% 4.4% 5.6% 6.8% 8% 7.7% 9.8%
110< et <120 3.2% 3.8% 4.4% 6% 6.2% 6% 7.6%
120< et <130 3.1% 3.6% 4.8% 5.1% 5.5% 7.3% 7.1%
130< et <140 3% 3.9% 4% 4.9% 6% 5.2% 7.2%
140< et <150 3.5% 4% 3.5% 6.1% 4.2% 7.4% 6.9%
150< et <1000 2.7% 3.1% 3.5% 4.2% 4% 3.7% 5.2%

stat uncert ET/
Ntrk = 13 10 - 20 20 - 30 30 - 40 40 - 50 50 - 60 60 - 70 70 - 1000

25< et <50 3.9% 4% 5.1% 7.6% 10% 14% 23%
50< et <70 2% 2% 2.4% 3.5% 4.9% 7% 8.6%
70< et <90 1.3% 1.2% 1.5% 2.2% 3.4% 5.1% 6%
90< et <110 0.87% 0.91% 1.3% 2% 3.3% 5.4% 5.6%
110< et <120 1% 1.2% 1.8% 2.8% 4.3% 7.2% 7.7%
120< et <130 1.1% 1.3% 1.9% 3% 4.7% 6.7% 7.4%
130< et <140 1.4% 1.5% 2.1% 3.2% 4.8% 6.9% 7.3%
140< et <150 1.6% 1.8% 2.5% 3.5% 5.5% 7.1% 7.4%
150< et <1000 1.2% 1.2% 1.5% 1.9% 2.6% 3.7% 2.8%

Table A.8: TPM ET/ and ET bin contents (top) and relative statistical uncertainty (bottom) for NT ≥ 13.
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Figure A.1: distributions of the tag rate (top-left), the mistag rate (top-right), and the HF tag probability
(bottom) for QCD jets as a function of ∆φ(ET/ − jet). Jets with ∆φ(ET/ − jet) < 0.4 have a systematically
higher HF tag probability than those with ∆φ(ET/ − jet) > 0.4. There is a small difference between jets with
∆φ ∈ [0.4, π − 0.4] and jets with ∆φ ∈ [π − 0.4, π]. The systematic effect of including the latter in the QCD
HF estimation is ∼ 10% (see Section 4.6).
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Figure A.2: distributions of the tag rate (top-left), the mistag rate (top-right), and the HF tag probability
(bottom) for QCD jets as a function of ET/ . Events are selected according to the cuts described in Section 4.6.
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Figure A.3: distributions of the tag rate (top-left), the mistag rate (top-right), and the HF tag probability
(bottom) for QCD jets as a function of ET . Events are selected according to the cuts described in Section 4.6.
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Figure A.4: distributions of the tag rate (top-left), the mistag rate (top-right), and the HF tag probability
(bottom) for QCD jets as a function of Ntrk. Events are selected according to the cuts described in Section 4.6.
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Figure A.5: distributions of the tag rate (top-left), the mistag rate (top-right) and the HF tag probability
(bottom) for QCD jets as a function of |η|. Events are selected according to the cuts described in Section 4.6.
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Figure A.6: distributions of the tag rate (top-left), the mistag rate (top-right), and the HF tag probability
(bottom) for QCD jets as a function of VZ . Events are selected according to the cuts described in Section 4.6.
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Figure A.7: distributions of the tag rate (top-left), the mistag rate (top-right) and the HF tag probability
(bottom) for QCD jets as a function of NV z. Events are selected according to the cuts described in Section 4.6.
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Appendix B

Bayesian Approach to the
Calculation of the Limit

In a counting experiment the Poisson probability of observing n events with an expected
background b and a signal acceptance ε is:

e−(Lsε+b)(sε+ b)n

n!
, (B.1)

where L is the integrated luminosity and s the signal cross section. In the Bayesian approach,
a prior function need to be defined. Assuming a flat function π(s) = 1 for s ≥ 0 and π(s) = 0
for s < 0, the upper limit su at confidence level (CL) β is computed, in a finite Bayesian
prior-ensemble approximation, by solving:

I(su) = (1− β)I(0) , (B.2)

where I(s0) is the integral:

I(0) =
1
M

M∑

i=1

[∫ ∞

s0

e−(Lsε+b)(Lsε+ b)n

n!
ds

]
, (B.3)

with M being the number of random pairs of ε and b events in this finite approach.
This procedure is used to calculate the limit in the two analysis described in this thesis

and it is described, together with the program that implements it, in the note [80]. This
program allows the use of correlated and uncorrelated uncertainties into the limit calculation
process as well as a choice from different random generators. Due to the fact that, in the
case of mSUGRA and MSSM signals, the theoretical uncertainties on the cross sections can
be very large (up to 30%), a gamma function is chosen as a random generator in order to
avoid non-converging integrals.

A Poissonian fluctuation is used to calculate the expected cross section using the following
formula:

σexp =
∑

P (niobs|nexp) ∗ σiobs , (B.4)

where σobs is the cross section upper limit with the number of observed events, nobs, P (niobs|nexp)
is the Poisson probability of observing nobs events when the mean value is the number of ex-
pected background events, nexp, and the sum is over all the possible values that give a
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significant contribution to this Poisson fluctuation. In any case, for numbers larger or similar
to 10, it is a good approximation to use nobs = nexp, instead.
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