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Motivation

The boost of nanoscience and nanotechnology witnessed by this last decade has brought
the discovery of new physical phenomena and the promise of a wide range of new devices
and applications with real impact in fields such as medicine, industry, communications, or
energy production and storage. On one hand, the downscaling of materials to nanometer
sizes, while maintaining or even enhancing their performance, is imperative in the present
context of, among others, energy efficiency and data storage: ultra-strong permanent mag-
nets generated from nanosize features could, for instance, be used in lighter motors, while,
the call for ultra-high density data recording can be met by effectively reducing the size
of the magnetic bits. These examples belong to the field of nanomagnetism, which holds
the promise to meet some of the many current worldwide scientific and technological chal-
lenges [1, 2]. The trend towards materials miniaturization is motivated, on the other hand,
by the novel properties arising from geometries confined in the 10�7 m-10�9 m length,
which impose new relationships between the atomic and molecular constituents. Unravel-
ing the behavior of these small building blocks, and, ultimately, predicting new phenom-
ena, is the essential goal of nanoscience. Nanotechnology, in turn, aims at exploiting such
phenomena in real applications, which demands mastering the fabrication of nanosize ma-
terials with tuned properties, and, furthermore, it requires to do so in a controlled way,
scalable and cost effective, for a real social impact to be produced.

In the context of scalability and high-throughput required for application purposes,
bottom-up fabrication approaches offer a great potential. They are based on the sponta-
neous gathering of atoms and molecules, under specific growth conditions, to form more
complex architectures. Ranging from organic self-assembled monolayers and supramolec-
ular arrangements, to self-assembled metal and semiconductor nanostructures, the fabrica-
tion of many functional materials relies on this principle of ‘let nature do it’ [3]. Moreover,
self- assembly can yield narrow size distributions of highly uniform nanostructures. This
is particularly desirable in heteroepitaxial semiconductor and oxide systems, where nanos-
tructuring is classically attained by lithography-based techniques [4, 5]. Although highly
precise, these top-down approaches, including optical lithography and the more recent X-
ray, electron-beam or Focused Ion Beam lithographies, are typically serial procedures, with
costly vacuum requirements, and, often, high energies that may damage the material. A
step forward towards scalability and low cost within the bottom-up strategy for nanos-
tructure fabrication is typified by solution-based methods, still scarcely explored but with
demonstrated potential [6–9].

Among the large amount of materials and combinations of materials that can be ma-
nipulated, miniaturized, or assembled to form nanoscale entities with potential functional-
ities, metal oxides constitute a vast and interesting family, exhibiting a myriad of proper-
ties already in the bulk state. Ferroelectric, ferromagnetic, multiferroic or superconducting
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Motivation

are some of the behaviors found among the large variety of metal oxides, which range
from rather simple binary oxides such as Fe3O4, ZrO2, TiO or ZnO, to more complex ma-
terials like ternary perovskites or spinels (SrTiO3, La0.7Sr0.3MnO3, BiFeO3, CoFe2O4...),
and compounds like the high-critical temperature superconductors YBa2Cu3O7 (YBCO) or
Bi2Sr2Ca2Cu3O10 (BSCCO). The downscaling of these oxides in the form of nanometric
thin films, 3D nanodots and 1D nanowires, nanocomposites, or superlattices, has shown
that new and fascinating phenomena may emerge [10–15]. This fact highlights the impact
of lattice strains, surface to volume ratios, interfaces, and chemical and structural defects
on the physical properties of nanoscale oxide systems.

The complex mixed-valence manganese oxides (manganites) (RE1�xAEx)MnO3, with
RE a trivalent Rare-Earth ion and AE a divalent Alkaline Earth ion, are paradigmatic ex-
amples of how the properties of a nanostructured oxide material may differ from those of
its bulk compound. In the bulk state, manganites constitute one the most fascinating fam-
ilies within the complex oxides, where the interrelated electric, magnetic, and structural
properties give rise to intriguing phenomena such as Colossal Magneto Resistance (CMR)
[16, 17], and a high degree of spin polarization [18, 19]. These properties make them espe-
cially appealing for nanoscale applications in electron-spin based electronics (spintronics),
among others [20, 21]. Regarding the influence of size decrease, it has been shown that
thickness reduction down to a few nanometers of coherently strained lanthanum mixed-
valence manganite thin films may decrease its Curie temperature [22–24] and suppress its
characteristic metal-insulator transition [24–26]. The same compound was shown to change
its easy magnetization axis, from in-plane to out-of-plane, in nanometer thick films subject
to compressive strain, reflecting the competing shape and magnetoelastic anisotropy con-
tributions in nanometric epitaxial systems [27–30].

In the present thesis we undertake the challenge of realizing and exploring differ-
ent oxide heteroepitaxial systems with nanoscale La0.7Sr0.3MnO3 (LSMO) mixed-valence
manganite as the common ingredient, either in ultra-thin film or in 3D nanoisland con-
figuration. We have optimized a solution-derived bottom-up approach, scalable and cost-
effective, which will be demonstrated to yield room temperature ferromagnetic nanostruc-
tures. In particular, the election of the single crystal substrate onto which the LSMO is
grown will determine whether the LSMO arranges into atomically flat films with thickness
below �10 nm (SrTiO3 (STO) and LaAlO3 (LAO) substrates) or 3D self-assembled nanos-
tructures with lateral sizes below the 200 nm (YSZ and MgO substrates). In addition to the
effort done in controlling the growth of these ferromagnetic nanoscale systems, we have
also explored them in depth, performing a comprehensive characterization of their mor-
phology, crystallography, microstructure, and magnetic properties. In the specific case of
self-assembled LSMO nanoislands we present a detailed investigation of their local mag-
netic and electrostatic properties by using advanced characterization tools. These tech-
niques include Magnetic Force Microscopy, Photoemission electron microscopy, and Kelvin
Probe Force Microscopy, all of them applied for the first time in nanometer-size LSMO fea-
tures with the characteristics of the nanoislands shown in this work.
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Chapter 1

Introduction

This brief introduction is intended to give a very general perspective on the applications,
recent trends, and properties of nanoscale ferromagnetic systems, with emphasis in the
components that, from an energetic point of view, will rule the magnetic domain structure
at the nanoscale. We also shortly describe the general properties of mixed-valence lan-
thanum manganites, in particular La1�xSrxMnO3, in order to provide the reader with the
general view of the physical phenomena that have made manganites one of the condensed
matter physics hot topics of the last few decades. The chapters following this Introduction
deal with largely different topics and techniques which will be there conveniently intro-
duced. Because of the diversity of topics treated, an effort has been made to make each
chapter self-consistent, although the report in the actual form follows a logical thread. A
guide through the contents of the thesis is given at the end of this Introduction.

1.1 General trends in ferromagnetic nanostructures

The vast range of applications of nanoscale magnets covers disciplines as diverse as bio-
medicine, energy conservation, or the broad field of information technology and commu-
nications. In the diagnosis of diseases (e.g. magnetic biosensors), in therapeutic applica-
tions (nanomagnets for drug delivery), or in the quest for ultra-strong permanent magnets,
the common ingredient appears in the form of nanometer size magnetic nanoparticles and
nanoparticle ensembles [1, 31]. In the context of communication technologies, magnetic
nanoscale materials offer a great potential for non-volatile magnetic random access memo-
ries (MRAMs), the building blocks of instant boot-up computers. MRAMs are based on
magnetic tunnel junctions of magnetoresistive materials integrated in silicon-based mi-
croelectronics, and, contrary to charge-based RAMs, they maintain the stored informa-
tion after the power is switched off [32]. Our information-based society also requires en-
hanced data storage capabilities. Going beyond the recently reached 1Tb/in2 density has
prompted the size reduction and the nanometer resolution positioning of the magnetic bits.
Magnetic storage devices are commonly based on longitudinal recording systems, where the
bits consist of a number of in-plane magnetized grains (�10 nm diameter) within a Co-alloy
granular medium such as CoCrPtB [33, 34]. However, the reduction of the nanoparticle size
finds its limit the moment thermal fluctuations spontaneously reverse the grain magneti-
zation (i.e. when kBT & KV ), where kB is the Boltzmann constant, T is the temperature,
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1. Introduction

K is the anisotropy constant, and V is the particle volume. At this so-called ‘superpara-
magnetic limit’, therefore, the stored information is thermally unstable and the device no
longer fulfills its function [35]. Perpendicular recording is one of the current strategies for
increasing the storage capacity while avoiding the superparamagnetic limit: the recording
medium now exhibits out-of-plane anisotropy and the bits are stored perpendicular to the
film surface. This configuration allows for thicker bits more closely packed to each other
[33, 34]. Beyond these two approaches, recent advances head towards magnetic recording
based on lithographically patterned or self-organized individual magnetic nanoparticles, where
each nano-object equals one bit of information. Effective nanofabrication approaches are
thus crucial for the control of nanomagnet size, shape, and positioning [33, 34].

The technological impact of size miniaturization in magnetic materials is intimately re-
lated to the new and interesting phenomena that arise when the size of magnetic materials
approaches that of characteristic magnetic lengths (e.g. the ferromagnetic (FM) exchange
length or the domain wall width of materials, both in the nanometer range). The magnetic
configuration of nanosize objects greatly depends on their geometric restrictions, i.e. on
their shape (including geometry and aspect-ratio) and size. In isotropic FM systems subject
to no strain fields, the general picture is that of competing exchange energy and magneto-
static energy terms, which attempt to reach their corresponding minima in opposite ways:
the minimum exchange energy is attained by parallel aligned spins, in a single domain or
giant spin configuration. Meanwhile, the magnetostatic term seeks to minimize the mag-
netic energy within the free space surrounding the object, causing the single domain to
divide into multiple domains [36]. The distance where the atomic exchange interactions
prevail over the magnetostatic fields is given by the exchange length lex =

q
A

µ0M2
S

, with

A the exchange stiffness constant of the material, MS its saturation magnetization value,
and �0 the vacuum permeability. For iron and cobalt, for instance, lex takes the values
lex(Fe)=1.5 nm and lex(Co)=2 nm, respectively. On the other hand, the existence of a do-
main wall within the nanomagnet depends on both the energy required to form such wall,
as calculated from the global energy balance, and on the domain wall thickness �. The for-
mer gives a minimum size at which the presence of the domain wall is favorable, known as
the critical single domain radius, RSD, while the latter reflects the competition between the
exchange energy (favoring wide walls) and the anisotropy energy (favoring narrow walls),

i.e. �/
q

A
K , with K the anisotropy constant of the material. Interestingly, while the RSD

for a spherical Fe single crystal isRSD=6 nm, the domain wall thickness is close to an order
of magnitude higher, �=40 nm. From here it follows that Fe spherical particles below 40 nm
won’t exhibit multidomain structure, despite being well above the RSD value. However,
this fact does not imply the nano-object to exhibit a uniform magnetization. Indeed, in
between the tendency of small objects to exhibit single domain configuration and of larger
particles to split into domains, there may exist, for nanostructures of particular geometries
and aspect-ratios, an intermediate ground state known as the vortex state [37–39]. The
vortex configuration appears when the reduction of the size below the submicron range
forces complex multidomain structures into a magnetic flux closure state, rather than into
a uniform magnetization state.

Recent advances in characterization techniques have greatly improved our under-
standing of nanoscale magnetic structures. In addition to ‘averaging’ macroscopic tech-
niques like superconducting quantum interference device (SQUID), ferromagnetic reso-
nance (FMR), or magneto-optical Kerr effect (MOKE), local techniques with sub-micron
resolution are essential in order to gain insight into the physical phenomena taking place
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1.1. General trends in ferromagnetic nanostructures

within the nanostructures. The progress in Scanning Probe Microscopies such as Magnetic
Force and Spin-polarized scanning tunneling microscopies (MFM and SP-STM) [40–42], as
well as the enhanced spatial resolutions of synchrotron radiation sources making use of
X-ray magnetic circular dichroism (XMCD) have allowed, among other achievements, the
observation of the magnetic vortex core [10, 43], and have made its internal structure ac-
cessible [44–46]. The magnetic vortex configuration displays a continuous variation of the
magnetization direction in the plane of the dot (which reduces the magnetostatic energy)
and an out-of-plane perpendicular magnetization in the core [38, 47]. In fact, the vortex core
has become an appealing memory unit candidate for data storage [48, 49]. Also, recently,
various types of emerging devices such as microwave oscillators [50, 51] and amplifiers
[52, 53] based on the properties of magnetic vortices were proposed.

The vast majority of the work done up to date in the context of ferromagnetic nanosize
objects, however, has focused on nanostructures of simple ferromagnetic metals. Both ex-
perimental and theoretical investigations have thus aimed at understanding the behavior
of nanomagnets made out of iron, permalloy (Fe20Ni80), cobalt, nickel, or their alloys, and,
most commonly, in polycrystalline form. In their review of 2003, Martín and co-workers
gather substantial bibliography on the fabrication and properties of magnetic metal nanos-
tructures based on the above soft ferromagnets [54]. Nevertheless, the models valid for
these materials, based mainly on the above picture of competing exchange and magne-
tostatic energies, are insufficient for the case of strained materials featuring single crys-
tal or preferential textures, i.e. the case precisely inherent to epitaxially grown materials.
This new context requires taking into account the magnetoelastic and magnetocrystalline
anisotropy terms, with the corresponding added complexity.

Certainly, magnetoelastic and magnetocrystalline anisotropies, together with the ex-
change and magnetostatic contributions mentioned before, also decide on the magneti-
zation processes of bulk materials. The fundamental difference is that, within confined
geometries, their individual and collective influences are subject to new boundary con-
ditions and, consequently, they give rise to novel effects. One example of the key role
of anisotropies in the nanometer length concerns spin-reorientation transitions (SRT) in
monolayer-thick Fe and Co films grown on Ag, Cu and Au. Theoretical and experimen-
tal studies have shown that a strong perpendicular surface anisotropy pulls the spins of
the FM layer out of the film plane, overcoming the large demagnetizing field. The latter,
however, pulls the magnetization back in-plane when the film thickness exceeds a cer-
tain limit, in the few monolayers range [55–58]. The geometric shape of 3D nanoparticles,
whether triangular, square, circular...etc., is also a crucial parameter which gives rise to
new anisotropies. For instance, the fact that only ellipsoids have uniform demagnetizing
fields results in inhomogeneous magnetizations within nano-objects with sharp edges (like
squares, rectangles, triangles...). Such configurational anisotropy, as named by Cowburn and
co-workers, produces diverse magnetization patterns that slightly deviate from uniform
magnetizations [59–61].

Although less studied, the striking properties of complex oxides such as the ferromag-
netic mixed-valence lanthanum manganites make them especially appealing in a nanotruc-
tured configuration, as they are strong candidates for the aforementioned technological
applications in magnetic sensors, data storage, and spin-based devices. In the next section
we will briefly review the main properties of the strontium-doped lanthanum manganites.
The multicomponent character of these oxides, in addition to the high sensitivity of their
properties to the precise stoichiometry (chemical doping, oxygen content), make them of-

7



1. Introduction

ten challenging to process from a materials point of view, especially in the sub-micrometer
length. The last decades’ advances in the field of heteroepitaxial growth permits nowadays
optimal control of stoichiometries and crystalline quality of oxide thin films. A consid-
erable amount of work thus exists concerning colossal magneto-resistive manganite thin-
films [22, 25, 29, 62–65]. We will have the opportunity to go through some of this work
when discussing the ultra-thin manganite films in Chapter 3. Conversely, the studies de-
voted to nanoislands and nanowires are much more scarce [66, 67], if not practically non-
existent, as it is the case of the bottom-up fabrication approach followed in this thesis. As
most transition metal oxides, these materials are notably harder than the classic metal fer-
romagnets and they are also chemically stable, which makes them especially challenging
to process by wet and dry etching procedures [68, 69].

1.2 Main properties of mixed-valence manganites

Mixed-valence manganese oxides with a perovskite structure, which we shall in the fol-
lowing simply call manganites, are given by the general formula A1�xBxMnO3; here A is
a trivalent rare earth cation (La, Nd, Pr...) or bismuth, and B is a divalent alkaline earth
cation (Ca, Sr, Ba...) or Pb. Manganites belong to the family of strongly correlated ma-
terials, in which diverse and complex phenomena arise from the subtle balance of many
competing effects [70]. These competing mechanisms typically concern charge, orbit, spin,
and lattice degrees of freedom, which, in turn, are governed by the electron-electron and
electron-lattice interactions taking place in these compounds.

The field of manganites has been one of the most active within condensed-matter
physics in the last few decades, and therefore the amount of literature concerning their
growth, properties, and fundamental physics is vast. Here we attempt to give a very brief
and general overview of the fundamental properties of manganites, with particular empha-
sis in the strontium-doped lanthanum manganite La1�xSrxMnO3, the relevant compound
for this thesis. For a more in-depth treatment the reader is directed to the many excellent
reviews that comprehensively cover the state of the art in the field [17, 68, 71–74].

Main features of manganites: colossal magnetoresistance and half metallicity

The striking discovery of a simultaneous ferromagnetic and metallic behavior in the mixed
compounds LaMnO3- BMnO3, withB=Ca, Sr and Ba, by Jonker and Van Santen, dates back
to 1950 [75]. Such a behavior was soon explained in the context of the Double Exchange
Model (DE) by Zener [76], Anderson and Hasegawa [77], and de Gennes [78]. A renewed
interest in manganites, however, arose decades later, in the 1990s, with the discovery that
the application of a magnetic field induces a large change in the electrical resistance of
La0.67Ca0.33MnO3 thin films, in the vicinity of their Curie temperature TC [79]. Further-
more, this effect is accompanied by an intriguing metal-insulator transition occurring at
TC . Such negative magnetoresistance (MR) (the resistance decreases with the applied field)
is three orders of magnitude larger than the Giant magnetoresistance (GMR) characteristic
of multilayer and granular metals. For this reason this new effect became known as Colos-
sal magnetoresistance (CMR). The GMR effect is based on the spin-dependent tunneling of
electrons from one ferromagnet to another across a thin insulating barrier (e.g. two ferro-
magnetic grains separated by a grain boundary) [20, 80]. This tunneling can occur at low
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1.2. Main properties of mixed-valence manganites

fields (.0.1 T) and is largest when the alignment of ferromagnetic (FM) domains is parallel.
It also increases with decreasing temperature and particle size [81]. Conversely, the CMR
effect occurs in perfect manganite single-crystals, requires rather large fields, and is maxi-
mum at TC , i.e. at the metal-insulator transition. Fig. 1.1 shows the temperature-dependent
resistivity of a La1�xSrxMnO3 crystal (x=0.175) for different applied fields. The magnitude
of the magnetoresistance is given by the expression ∆ω/ω=[ω(H 6= 0)�ω(H = 0)]=ω(H = 0)

(in %). Open circles in Fig. 1.1 correspond to the negative MR for the case of H=15 T [82].
CMR is a phenomenon intrinsic to manganites, and the physics behind have raised, and
still do, many fundamental questions [71]. On the other hand, the exploitation of these
large resistance changes opens a wide range of technological opportunities in spin-based
electronics.

Fig. 1.1: Temperature dependent resistivity of a La1�xSrxMnO3 (x=0.175) crystal for different
applied magnetic fields. The curves show a metallic character (d�/dT>0) below TC and an insulator
(d�/dT<0) behavior above TC . The negative magnetoresistance -∆�/� (in %) for a 15 T applied field

is given with open circles. Reproduced from [82].

Another essential characteristic of manganites is their high degree of spin polarization.
Together with some exotic compounds like Mn-based Heusler alloys [83] or chromium (IV)
oxide [84], manganites are among the few compounds that exhibit half-metallic character,
as first demonstrated by Park and co-workers [18]. In particular, while in most ferromag-
netic metals (like Fe or Ni) both up and down spin sub-bands are partially occupied, in
manganites the Fermi Energy level EF falls into the gap of one of the sub-bands (see Fig.
1.2). As a consequence, the spin polarization, given by the imbalance of up and down
spin-dependent density of states n at the Fermi level, P = (n" � n#)=(n" + n#), is in prin-
ciple equal to one in half metals. Polarization values of �30-50% have been measured for
Fe, Ni, Co, and their alloys [85], while reaching the ideal value of �100% for the case of
La0.7Sr0.3MnO3 [18]. This result is directly related to the predominant d-orbital charac-
ter at the Fermi level characteristic of transition metal oxides, which enhances the on-site
exchange interaction. The half metallicity makes manganites especially appealing for spin-
based devices like magnetic tunnel juntions [86–88].
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1. Introduction

Fig. 1.2: Sketch comparing the energy bands of a ferromagnetic metal (Ni) and of a fully polarized
ferromagnetic half metal (La1�xSrxMnO3 with x=1/3). Reproduced from [81].

Crystal structure of perovskite manganites

Despite exhibiting phenomena such as CMR and half-metallicity, the building blocks of
these complex oxides are remarkably simple. Fig. 1.3 illustrates the perovskite unit-cell,
ABO3, where A is the trivalent La ion or the divalent Sr ion, in a ratio determined by the
doping x, B is the manganese ion, with average valence 3+x, and O is the oxygen anion.
Manganese ions sit at the centers of oxygen octahedra, in a 6-fold coordination. Although
the ideal perovskite holds a Pm3̄m cubic symmetry, many of the compounds with the
perovskite-type structure show lower symmetries. This is the case of manganites, which
generally adopt either rhombohedral or orthorhombic structures. For La0.7Sr0.3MnO3 it
is a common procedure, both in magnetic and structural studies, to describe its rhombo-
hedral R3̄c structure in terms of the pseudo-cubic notation, which greatly simplifies the
indexing and treatment of the structure [17, 22, 89, 90]. In such pseudo-cubic notation
La0.7Sr0.3MnO3 exhibits a lattice parameter a�3.873 Å and an angle �90.26� [64], which
implies a very slight deviation from a perfect cube. We will use this notation throughout
the whole report.

A=La3+, Sr2+

B=Mn3+, Mn4+

O=O2-

B A

O

Fig. 1.3: Unit cell of the LSMO perovskite structure.

The tendency to distort from the ideal cubic perovskite may be understood via the
relationship between the ionic radii of its constituents. According to Goldschmidt [91], we
can define the tolerance factor f :

f =
(RA +RO)p
2(RB +RO)

(1.1)
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1.2. Main properties of mixed-valence manganites

where RA and RB are the ionic radii of A and B, respectively, and RO is the ionic radius
of oxygen in an idealized model of rigid spheres. For an undistorted cubic perovskite
structure, f takes a value close to the unity, whereas materials where f deviates from 1
tend to adopt lower symmetries. In most stable perovskites f ranges from �0.8 to 1.1.
The average cation radius RA critically influences the tilting and rotations of the oxygen
octahedra, with a consequent impact on the Mn-O-Mn bond angle. Such bond angle, in
turn, will determine the transport and magnetic properties of the manganite, as we shall
mention later.

Electronic structure of manganites

The crystal field due to the octahedral oxygen cage surrounding the Mn ion partially lifts
the degeneracy of the 3d Mn multiplet, splitting it into a triply-degenerate t2g level and
a doubly-degenerate higher energy eg state. Fig. 1.4 shows the schematic diagram of the
energy levels of Mn, and how the electrons fill the levels in Mn3+ (3d4 configuration). A
spontaneous distortion of the octahedron (elongation or compression along the axial direc-
tion), known as the Jahn-Teller (J-T) distortion, further lifts the degeneracy of the t2g and
eg levels in the Mn3+ (see Fig. 1.4). This phenomenon, of electronic origin, does not occur
in the Mn4+, where the eg level is empty. The alignment of the electrons is always parallel,
following Hund’s rules, and gives a total spin state S=2 and S=3/2 for Mn3+ and Mn4+,
respectively. The lower energy t2g electrons, less hybridized with the oxygen 2p orbitals,
are localized even in the metallic state of manganites. Conversely, the eg electrons can be
itinerant, and are responsible for electric conduction when there are empty eg states avail-
able in the crystal. Those ‘empty states’ are achieved by hole-doping the parent compound
(LaMnO3, for instance, in the case of La1�xSrxMnO3): the substitution of the trivalent La
by the divalent alkaline earth produces Mn4+ ions with empty eg states. When there is no
such hole-doping, strong correlation effects tend to localize the eg electrons, which is the
reason why LaMnO3 is an insulator.

eg

t2g

3d orbitals

Crystal field Jahn TellerCrystal field Jahn-Teller

Fig. 1.4: 3d atomic levels of the Mn ion. The octahedral crystal field splits the five-fold 3d degeneracy
into a triply-degenerate t2g low energy and a doubly-degenerate eg high energy level. For the case
of Mn3+, the spontaneous distortion of the octahedra (plotted in the form of an axial elongation)

further lifts the degeneracy and stabilizes its electronic configuration. Adapted from [17].
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The reason why ferromagnetism and metallic behavior go hand in hand in these com-
pounds is based on the electronic features outlined above, i.e. in the large exchange energy
(large JH�2-3 eV) [17] or large on-site Hund coupling between the Mn 3d electrons. The
Double Exchange (DE) mechanism consists in the jump of one eg electron to a neighboring
empty eg state, mediated by the oxygen in between. In particular, the electron leaving
Mn3+ jumps to the oxygen orbital while the electron in the oxygen with the parallel spin
simultaneously jumps to the Mn4+ (see Fig. 1.5). In the strong coupling limit (i.e. JH is
much greater than the intersite hopping interaction t0ij) the effective hopping interaction
tij depends on the relative orientation �ij of the spins of the neighbor i and j atoms in the
following way [77]: tij = t0ij cos �ij . Thus, the electron itineracy is largest when spins are

1 2.

Mn3+ O2- Mn4+

1.

Mn4+ O2- Mn3+

2.

Fig. 1.5: Double exchange model. Adapted from [71].

parallel (ferromagnetic configuration), and zero if they are anti-parallel.

Complexity in manganite systems

Although intuitive and useful, the DE model briefly outlined above is insufficient to ex-
plain all the phenomena shown by manganites, like, for instance, the particularities of the
insulator state above TC [17]. In general, the more weight the insulating states acquire in
the manganite, the greater the limitations of the DE model [71]. Other interactions like
the electron-lattice interactions (such as collective Jahn-Teller distortions), charge/orbital
ordering, or the antiferromagnetic superexchange, are all crucial for the understanding of
the physics of manganites. Indeed, these interactions and their mutual competition are
responsible for the rich phase diagrams characteristic of these compounds.

The fundamental parameters that characterize correlated systems like manganites are
the electron hopping amplitude t (or one-electron bandwidth w) and the band-filling n (the
density of carriers). Both parameters are changed in manganites by acting upon the chem-
istry of the compound: the change in the average cation radius leads to a change in the
Mn-O-Mn bond angle of the perovskite structure (a change in the degree of lattice distor-
tion), which affects the hopping amplitude of the itinerant electrons. On the other hand,
by changing the doping x we vary the band filling n (n = 1� x). Therefore, the greater the
divalent ion doping, the more holes we are injecting into the structure. Fig. 1.6 shows the
phase diagram of La1�xSrxMnO3, the prototypical large bandwidth manganite, where the
DE model works best. It shows a stable ferromagnetic-metallic state, ranging from Sr dop-
ings between x�0.2 to x�0.45, with a high TC , maximum (�360 K) for x=0.3. Decreasing
the cation radius, by, for instance, doping the LaMnO3 parent compound with Ca instead
of with Sr, the Mn-O-Mn bond angle changes in a way that reduces the hopping ampli-
tude. Upon bandwidth reduction, charge and orbital-ordered insulating phases become
more dominant. Indeed, for further smaller cationic radius as in Pr1�xCaxMnO3, represen-
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1.3. Outline of the thesis

tative of ‘small’ bandwidth manganite�, there exists no stable ferromagnetic-metallic state
at zero applied field [see Fig. 1.6 (b)].

(a) (b)

Fig. 1.6: Magnetic and electronic phase diagrams for (a) La1�xSrxMnO3 and (b) Pr1�xCaxMnO3.
FM, PM, PI, FI, CI, and AFM stand for ferromagnetic metallic, paramagnetic metallic, paramag-
netic insulating, ferromagnetic insulating, spin-canted insulating and antiferromagnetic (A-type)
metallic, respectively. In the Pr1�xCaxMnO3 phase diagram, COI denotes charge-ordered insulat-
ing state, and AFI (CE) and CAFI are an antiferromagnetic and canted antiferromagnetic insulating
states, respectively, within the more general COI charge-ordered state. TC and TN are the Curie and

Néel temperatures, respectively. Reproduced from [17].

1.3 Outline of the thesis

Manganites exhibit a large number of interesting physical phenomena due to their interre-
lated structural, electronic, and magnetic properties. A flavor of this complexity was given
in the above brief overview. The present thesis deals with the synthesis and characteriza-
tion of chemically-derived nanoscale La0.7Sr0.3MnO3 (LSMO) systems grown onto differ-
ent single crystal substrates. The understanding of how the physics of correlated electron
systems works in such nanoscale heteroepitaxys is thus beyond the scope of the present
thesis, and, hence, left for future studies. We here set the basis for the fabrication of ultra-
thin films and 3D self-assembled nanoislands of ferromagnetic LSMO, using a scalable and
versatile bottom-up approach, and provide a comprehensive characterization of the syn-
thesized systems by means of both macroscopic and nanoscale experimental techniques.
The manuscript is organized as follows:

Chapter 2 presents the experimental procedure followed to grow the nanoscale LSMO
heteroepitaxys object of this work. We give an overview of the different oxide substrate
materials we have used, and we discuss the effect of heat treatments on the surface con-
ditioning of these substrates. The necessary steps for the growth of nanoscale LSMO onto
such substrates, by means of the chemical solution deposition method (CSD), are also des-
cribed.

�Note that the average cation radii are <r>(La,Sr)∼1.4 Å and <r>(Pr,Ca)∼1.32 Å for La1�xSrxMnO3 and
Pr1�xCaxMnO3, respectively [71].
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The results of applying the procedure previously explained in Chapter 2 are exten-
sively analyzed in Chapter 3. We show how the same methodology gives two distinct
system configurations depending on the substrate underneath: ultra-thin LSMO films, be-
low 10 nm thick, grow on top of perovskite-type SrTiO3 and LaAlO3 substrates, and are
discussed in Part I. In contrast, LSMO arranges into a homogeneous dispersion of self-
assembled LSMO nanoislands when grown onto fluorite-type and rocksalt-type structures,
as shown in Part II. For each case we have accomplished the study of the system morphol-
ogy, its crystal orientation and epitaxy, its microstructure, and the macroscopic magnetic
and transport properties. Our results highlight the capability of this solution approach to
generate epitaxial ultra-thin films and sub-200 nm lateral size nanostructures with Curie
temperatures around �350 K.

Given the interest of nanoscale 3D structures, highlighted in this Introduction, and
considering the scarce studies regarding 3D manganite nanostructures, we have devoted
Chapter 4 and Chapter 5 to the local analysis of self-assembled ferromagnetic LSMO nanois-
lands grown on fluorite-type insulating substrates.

Chapter 4 describes the magnetic force microscopy (MFM) investigation of the afore-
mentioned system. We first discuss the experimental concerns linked to measuring fairly
small (sub-200 nm wide) LSMO nanoislands, and we describe the optimization of the mag-
netic signal by choosing the adequate magnetic tip. Subsequently, we focus on the study
of the variety of magnetic structures displayed by nanoislands, among which we identify
the geometric parameters that promote the vortex state in these LSMO nanostructures. The
effect on the magnetic nanoislands of an external in-plane magnetic field is also discussed.

Two advanced characterization techniques, novel in their application to a system of
these characteristics, are used in Chapter 5 to further investigate the local properties of the
LSMO nanoislands. The first part of the chapter concerns a local chemical and magnetic
study of the nanoislands using photoemission electron microscopy (PEEM) at synchtrotron
facilities. We discuss the crucial role of the metal capping of the insulating substrates and
explain the results that give simultaneous access to the nanoisland surface and bulk chem-
istry. We also describe the results and limitations of the X-ray magnetic circular dichroism
experiments on our system of self-assembled LSMO nanoislands. The second part changes
the topic to the electrostatic properties of the LSMO nanoislands, addressed by means of
Kelvin Probe Force microscopy (KPFM). Here again, the insulating character of the subs-
trate adds complexity to the experiment as well as to the interpretation of the results. We
demonstrate that KPFM is sensitive to a change in contrast between different LSMO crys-
tallographic planes. We argue that this contrast variation is directly related to a difference
in the work function between those planes.

The main conclusions of the work are collected in the General Conclusions. An appendix
at the end of the manuscript gathers the main specifications on the techniques used to
characterize the samples. MFM, PEEM, and KPFM are not included there, since they are
introduced in the corresponding chapters.
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Chapter 2

Experimental procedure

This chapter describes the substrate materials and the methodology followed to generate
the La0.7Sr0.3MnO3 (LSMO) heteroepitaxial systems that are the object of this thesis. Far
from being passive components that only provide mechanical support, oxide substrates
play a key role in heteroepitaxial growth, especially at the nanoscale, where interfacial ef-
fects are important. We will first review their main crystallographic properties and then de-
scribe the protocols that we followed to treat their surfaces. The growth of nanostructured
manganite oxides through the chemical solution deposition (CSD) route will be described
afterwards. We will briefly present the growth procedure, postponing the detailed analysis
and discussion of the results to Chapter 3.

2.1 Single crystal oxide substrates

Single crystal oxide substrates are one of the two ingredients that constitute the heteroepi-
taxial systems described in this thesis. Nucleation and growth of the oxide nanostructures
is determined by the presence of the solid oxide substrate underneath and hence, its crystal
structure and surface properties are crucially important. Oxide substrates are widely used
for the heteroepitaxial growth of high temperature cuprate superconductors, multiferroic
and magnetoresistive thin films (for a review on these topics see [92, 93] and references
therein). The relevance of the substrates in relation with the grown species, is, in fact,
one of the main points of this thesis as it will become evident throughout the manuscript.
We have used four different oxide substrates, perovskite-type LaAlO3 (LAO) and SrTiO3

(STO), rock-salt structure MgO, and the fluorite-type yttria-stabilized zirconia (Y2O3:ZrO2).
This section is intended to give a general overview on such materials.

2.1.1 Perovskite-type substrates: SrTiO3 and LaAlO3

The perovskite structure was already introduced in the previous chapter, as it constitutes
the building blocks of the manganites described in there. However, this structure is far
from restricted to complex manganese oxides. Many inorganic crystalline solids adopt the
ABX3 perovskite structure, with two inequivalent A and B metal cations and X an anion
that bonds to both. In particular, oxide perovskites, with ABO3 general formula, in addition
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to colossal magnetoresistance, can also exhibit superconductivity [94] and ferroelectricity
[95]. In the ideal cubic perovskite, the larger A cation has 12-fold coordination to oxy-
gen, while the smaller B cation sits at the centers of the octahedra formed by oxygens, in
a 6-fold coordination (see Fig. 2.1). The structure may be also visualized as an alternate
sequence of A-O and B-O2 planes [Fig. 2.1(c)], stacked along each of its three orthogonal
axes. The crystallographic parameters of the cubic ideal perovskite are written in Tab. 2.1.
As we mentioned in Chapter 1, many of the compounds with the perovskite-type struc-
ture do not adopt cubic symmetry at room temperature. Instead, they commonly suffer
cation displacements and tilting of the oxygen octahedra that give rise to lower symmetry
structures such as tetragonal (e.g. BaTiO3[96]), orthorrombic (e.g. the original Perovskite
mineral CaTiO3[97]) or rhombohedral (e.g. LaAlO3[98]). The degree of deviation from the
ideal cubic perovskite is quantified by the tolerance factor, the unity being the value of the
undistorted cubic perovskite structure such as SrTiO3 (STO). The value for LaAlO3 (LAO)
is ∼1.02.

Space Group Atom Wyckoff Pos. (x y z) coordinates

Pm¯3m

A cation 1b (1
2

1
2

1
2 )

B cation 1a (0 0 0)

O anion 3d ( 1
2 0 0)

Tab. 2.1: Crystallographic parameters of the ideal cubic perovskite structure.

A-O plane B-O2 plane

(a) (b)

(c)

Fig. 2.1: (a) 3D view of the ideal cubic perovskite unit cell with the A cation (green) at the center,
B (blue) at the corners, and the oxygens (red) at half the edge length. (b) View of the perovskite
illustrating the oxygen octahedra. In the idealized structure they remain untilted. (c) Top-view of

the A-O and B-O2 planes.
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SrTiO3

The ideal cubic perovskite structure (space group Pm3̄m) is the one adopted by SrTiO3

(STO) (read strontium titanate) at room temperature. At around 110 K, however, it under-
goes an antiferrodistortive phase transition to a tetragonal phase (space group I4=mcm)
[99, 100], which is caused by the antiphase tilting of the oxygen octahedra. STO is widely
used as substrate for the epitaxial growth of high Tc superconducting layers and other func-
tional perovskite oxides like the magnetoresistive manganite. This is mainly due to the low
lattice mismatch between STO and these isostructural materials.

The STO substrates used in this work are 5 mm x 5 mm x 0.5 mm single crystals com-
mercially available from Crystec. They are one side polished, have a nominal (001) ori-
entation, and a lattice parameter aSTO = 3:905 Å given by the supplier. We measured
the out-of-plane lattice parameter by X-Ray diffraction �-2� scans (see Appendix A), which
gave aSTO = 3:90(7) Å, in good agreement with the value of the supplier and also with
reported values in the literature [101].

LaAlO3

Lanthanum aluminate, LaAlO3 (LAO), displays a cubic ideal perovskite structure at high
temperatures, but undergoes a well established second order phase transition to the rhom-
bohedral R3̄c structure close to 800 K, with parameters a = b = c = 5:3547(3) Å and
� = � =  = 60:113(4)� [98, 102–104]. More conveniently, this rhombohedral distorsion is
described in terms of the pseudocubic cell with aLAO = 3:79 Å and � = 90:096� [104]. As
in most phase transitions to lower symmetry structures, the cubic to rhombohedral tran-
sition is accompanied by twin plane formation, which relieves the strain caused by the
lattice distorsion. {110} and {100} twin planes have been both reported, although the latter
is more frequently observed [105, 106]. Such twin domains can be seen with optical mi-
croscopy and scanning probe techniques [Fig. 2.2 (a) and (b)]; sometimes even with the
naked eye. A thorough description of twinning in LAO is given in the work by Bueble and
co-workers [104]: a surface cooled through its transition temperature TC (�800 K) down
to room temperature, exhibits a sawtooth morphology, characteristic of the presence of such
twin domains and caused by the relaxation of the macroscopic stress. Afterwards, this
crystal is cut and polished into a flat surface. Under a subsequent annealing at T>TC the
structure reorganizes and the footprints of the twinning emerge. When cooled down again
at T<TC , the phase transition triggers a new twinning so that the final surface topography
is an superposition of footprints of previous domains and actual domains [Fig. 2.2 (c)].

The LAO substrates used in the present work are 5 mm x 5 mm x 0.5 mm single crystals
commercially available from Crystec. They are one side polished, have a nominal (001)
orientation and a given lattice parameter aLAO = 3:821 Å. Literature values are closer
to aLAO = 3:789 Å [102, 104], in agreement with our X-Ray Diffraction measurements
(aLAO = 3:79(2) Å ).

2.1.2 Rocksalt-type substrates: MgO

Oxides with rocksalt structure (also called NaCl-type structure) are among the most widely
studied oxides. They are simple insulators that can be described in terms of mixed iono-
covalent bonds, as opposed to complex oxides with strongly correlated electrons. Mag-
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3. Cut, polish

4. Heat to T>Tc

2. Cool to T<Tc

5. Cool to T<Tc

(a)

10 µm

10 µm

z: 4.3 µm

200 µm

(c)

cubic Pm3m-

rhomb. R3c-

cubic Pm3m-

rhomb. R3c-

1. Crystal
grown at T>Tc

(b)

Fig. 2.2: (a) Optical micrograph of a LAO substrate showing distinct contrast due to twin domains.
(b) Atomic force microscopy 3D image of the characteristic sawtooth surface corrugation caused by
twinning. (c) Schematic illustration of the process leading to overlaid twin domain ‘footprints’ and

actual twin domains caused by consecutive cooling and annealing. Adapted from [104].

nesium Oxide (MgO) is the paradigmatic example of this materials class and there are ex-
tensive literature studies concerning its structural and electronic properties from diverse
theoretical perspectives [107–109]. MgO is used as support for metal catalysts [110] and
also as substrate for high TC superconductor films where its low dielectric constant makes
it suitable for high-frequency applications [111, 112].

Rocksalt structure may be described as two interpenetrated facecentered-cubic (FCC)
lattices of opposite charge. It contains one formula unit per primitive cell and belongs to
the Fm̄3m spatial group. Fig. 2.3 below shows the atom coordinates that build up the MgO
conventional unit cell, illustrated in the right panel.

Space Group Atom Wyckoff Pos. (x y z)

Fm̄3m
Mg cations 4a (000)

O anions 4b ( 1
2
1
2
1
2 )

Fig. 2.3: MgO crystal structure and its cubic unit cell displayed on the right. Blue spheres represent
Mg cations and red spheres represent the oxygens.

The MgO substrates used in thist work are 5 mm x 5 mm x 0.5 mm single crystals
commercially available from Crystec. They are one side polished, have a nominal (001)
orientation and a given lattice parameter aMgO = 4.21 Å in agreement with literature [113]
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2.2. Substrate surface conditioning

and with our X-Ray Diffraction results (aMgO = 4.21(4) Å).

2.1.3 Fluorite-type substrates: Y2O3:ZrO2 (YSZ)

Pure Zirconia, ZrO2, displays a monoclinic structure at ambient conditions (room temper-
ature and atmospheric pressure) and only reaches the cubic phase at very high tempera-
tures (∼2650 K), after going through an intermediate temperature transition to tetragonal
symmetry [114]. However, the doping of zirconia with a considerable amount of yttria
(between 8-40 mol % Y2O3) stabilizes the cubic fluorite structure, space group Fm̄3m, at
ambient conditions [115]. In addition to an increased resistivity against thermal stresses,
such a doping introduces oxygen vacancies that make yttria-stabilized zirconia (YSZ) a re-
markable ionic conductor, very commonly used as electrolyte in Solid Oxide Fuel Cells
(SOFC) [116]. Fig. 2.4 displays the crystal structure parameters and the illustration of the
conventional unit cell.

Space Group Atom Wyckoff Pos. (x y z)

Fm̄3m

Zr cations 4a (000) Occ.0.81

Y cations 4a (000) Occ.0.19
O anions 8c ( 1

4
1
4
1
4 )

Fig. 2.4: Crystallographic parameters of the YSZ structure (left panel) and the illustration of the
unit cell containing 4 cations (blue) and 8 oxygens (red). The occupancy (Occ.) of the cations

corresponds to an Y2O3 doping of 9.5 mol %.

The YSZ substrates used in the present work are 5 mm x 5 mm x 0.5 mm one side
polished single crystals from Crystec. The data sheet available from the provider sets the
Y2O3 doping at 9.5 mol %, which means we have the cubic compound Y0.19Zr0.81O1.9.
They give a lattice parameter of 5.12 Å. However, from literature, a larger lattice parameter
would be expected for such doping concentrations: values from aY SZ = 5.13 Å to aY SZ =

5.14728 Å are reported for 9.4 mol % [117] and 10 mol % [118], respectively. Indeed, our
X-Ray Diffraction measurements for the 9.5 mol % doping gave a value aY SZ = 5.14(7) Å,
which is in reasonable agreement with the literature values.

2.2 Substrate surface conditioning

The surface of the substrate, in contact with the phase grown on top, is decisive in het-
eroepitaxial growth. A clean surface free of contaminants, with roughness in the atomic
scale and high crystallinity is required. A single-terminated surface in complex oxides such
as perovskites is often also desirable, as in the case of superlattices, where an atomic-scale
control of the alternating planes is necessary for tailoring their physical properties [11, 119].
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2. Experimental procedure

There are extensive works on thermal and chemical treatments of substrates for the gen-
eration of surfaces with the above characteristics. We will review a few here, focusing on
their application to our own substrates. These methodologies improve along with the ad-
vances in the techniques that enable substrate surface characterization: scanning probe mi-
croscopies, surface-sensitive spectroscopies, and surface diffraction techniques are among
those used to characterize the structure and chemistry of surfaces. It is also worth noting
the large amount of theoretical studies of oxide substrate surfaces. These works discuss the
surface atomic and electronic structure and can predict energetically favored terminations
and facets, among other characteristics. A substantial amount of experimental and theoret-
ical studies are reviewed in the 1996 book by Noguera [120]. The number of works in the
field has, from then on, remarkably increased.

Single crystals are cut through rational crystallographic planes such as (001), (011),
and (111) for the cubic case. However, an unavoidable misorientation in the cutting pro-
cess results in the well-known step-terrace morphology, where atoms reorganize into the
nominal low-energy surface planes (Fig. 2.5). Specific thermal and chemical treatments
provide atomic diffusion towards a well defined terrace-step structure and also trigger the
desorption of contaminant adatoms. After such treatments, surfaces exhibit atomically flat
terraces and steps that are integer or half-integer multiples of the crystal unit cell height a
[i.e. na or (n+ 1

2 )a]. The smaller the miscut, the wider the terrace will be, as it follows from
Eq. 2.1, where � is the width of the terrace. In most as-received substrates both na and
(n+ 1

2 )a types of steps are typically present, which, for perovskites, implies that both A-O
and B-O2 terminations coexist.

Energy

Fig. 2.5: The real cut and polished surface differs typically in � �0-0.2� from the rational crystallo-
graphic (001) plane. Under the effect of heat, surface atoms are able to diffuse to form (001) oriented

terraces.

tan � =
a

�
(2.1)

2.2.1 (001)-oriented SrTiO3 and LaAlO3 surfaces

In the case of the widely studied STO surface, Kawasaki and co-workers were the first
to develop a method, based on variable pH acid solutions, that attacks the most basic Sr-
O termination and yields a single Ti-O2 terminated surface [121]. Koster and colleagues
proposed a similar method, although less dependent on the pH of the etching solution
[122]. Here, the Sr-O termination reacts with CO2 and water to give SrCO3 and Sr(OH)2,
respectively. The latter hydroxide dissolves in acid solutions and leaves the more stable Ti-
O2 termination. These works have boosted many efforts in the development of procedures
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2.2. Substrate surface conditioning

to achieve the ultimate control of the surface structure and chemistry. Recent advances in
this context include the nanopatterning of STO substrates with a controlled coexistence of
the two terminations, achieved using simple high temperature annealing [123].

Fig. 2.6 shows two Atomic Force Microscopy (AFM) images of (001)-oriented as-
received STO and LAO substrates after cleaning with acetone and methanol in an ultra-
sonic bath to eliminate non-polar and polar impurities, respectively. The terraces due to the
miscut angle � are observable, but they are not well defined. To improve the quality and
achieve well defined step-terraces, after the cleaning, the substrates are put in a covered
alumina crucible. This is then placed in a quartz tube that goes inside a high-temperature
tubular furnace. Substrates are annealed at 900�C for 5 h under flowing oxygen (0.5 l �
min�1, regulated with a mass-flow controller). Heating and cooling rates are 15�C � min�1

and 10�C � min�1, respectively. Such process is reported in the literature to generate atom-
ically flat terraces with a majority of Sr-O termination [124]. We will hereafter refer to it as
standard treatment.

LAOSTO

Fig. 2.6: AFM topography images of as-received (001)-STO and (001)-LAO surfaces. The measure-
ments were done after cleaning the impurities with acetone and methanol in an ultrasonic bath. The

scale in z is 1.5 nm (STO) and 2.5 nm (LAO).

The result of the described annealing process is shown in Fig. 2.7, which displays
1 µm� 1 µm AFM images of three different STO substrates, identically treated. In every
case the presence of terraces is clearer than in the as-received substrates. However, the mor-
phologies show an increasing step-edge roughness with increasing terrace width. These
terraces appear very poorly defined in the ��500 nm-wide case. Note also the presence of
holes on the terraces. This is an evidence that atomic diffusion on the wide terraces was not
enough to fully reconstruct them. In other words, for substrates with smaller miscut more
energy is required to obtain smooth and well defined morphologies (higher temperature
or longer annealing times). Nevertheless, even for the highest quality terrace structures,
step heights of na and (n + 1

2 )a were identified, indicative of coexisting Sr-O and Ti-O2

terminations.

In order to obtain single Ti-O2-terminated substrates, we chemically attacked the sur-
face, following the procedure described by Koster et al. [122]: substrates were first ul-
trasonically cleaned in a Milli-Q purified water bath for 3 min, and then attacked with a
buffer ammonium fluoride-hydrofluoric acid mixture solution for 30 s (NH4 �HF, pH 6.5,
Sigma Aldrich). The acid was rinsed with more Milli-Q water and the substrate was finally
put in the furnace and heat-treated at 900�C for 5 h. As we said above, such acid attacks
the Sr(OH)2 formed at the Sr-O termination in contact with water, leaving the more stable
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540 nm180 nm50 nm

200 nm 200 nm 200 nm

Fig. 2.7: 1�m� 1�m AFM topography images of three different STO substrates after the same
thermal treatment. The scale in z is �2 nm.

Ti-O2 termination intact. The latter will be reconstructed into smooth terraces during the
annealing. The comparison between a simply annealed and an etched and annealed STO
surface is illustrated in Fig. 2.8.

2aSTO~0.8 nm

(a) (b) (c)

Fig. 2.8: 1�m� 1�m AFM topography images of the same STO substrate after the annealing pro-
cess (a) and after the surface etching and final annealing (b). Note how the holes disappear and the
edges straighten. (c) The line profile on the right shows the step height for the edged substrate is

twice the STO lattice constant. The scale in z is �4 nm in the two AFM figures.

Although this method seemed to be most effective to obtain smooth and single-termi-
nated STO surfaces, it proved occasionally to be too aggressive for our STO crystals: Fig.
2.9 shows a wider (4:7 µm� 4:7 µm) AFM image displaying very smooth terraces accom-
panied by a high density of etch pits. Such pits are holes of significant width (�200 nm) and
depth (�4-20 nm). Representative length scales may be observed in the profile correspond-
ing to the dashed line on the image. In some cases, the sum of many of them results in holes
of large size, which propagate along the crystallographic [100] and [010] directions. Such
features were reported in reference [122] to occur for more acidic etching solutions (pH 4.5)
but not for the actual solutions and the etching time (30 s) used in our samples. The use
of shorter times did not eliminate the etch pits. Note that most holes, although rounded
from the high-temperature diffusion processes, appear faceted, consistent with the cubic
structure of STO. From these results it seems that our STO substrates are characterized by
defects that react to the acid attack: substantial chemical inhomogeneities (large amounts
of Sr-O) or large numbers of structural defects like dislocations are likely to produce such
etch pits. Indeed, identical treatments on different substrates such as the one from Fig. 2.10
showed a remarkably smooth surface with very few etch pits and holes, thus confirming
our hypothesis. The critical point here, therefore, is the starting quality of the substrate.
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2.2. Substrate surface conditioning

We conclude from the above study that both the standard treatment and the chemical
etching plus annealing process are capable of producing clean STO surfaces with well de-
fined step-terrace morphologies. The latter also yields a single termination. However, the
original miscut of the sample and its quality (e.g. the presence or absence of dislocations
and other defects) will eventually determine the roughness and the presence of etch pits.
In general, the standard treatment appears sufficient for having smooth and atomically flat
STO surfaces, appropriate for the subsequent growth of LSMO.

(a) (b)

1 2

1

2

~7.5 nm
~200 nm

Fig. 2.9: (a) 4.7�m� 4.7�m AFM topography image of an etched and annealed STO substrate
displaying smooth steps along with holes from the acid attack. The image is thresholded in order to
better distinguish the step-terrace morphology, the scale in z is �10 nm. (b) Line profile along the
dashed line in (a) showing typical dimensions of the etch pits. Such holes can go as far as �20 nm

into the crystal.

( ) (b) ( )(a) (b) (c)300 nm



~0.4 nm

400 nm1 m

Fig. 2.10: (a) 5.5�m� 5.5�m AFM topography image of an etched and annealed STO substrate
displaying smooth steps and no visible holes from the acid attack. The Fourier Transform of the
image shows the periodicity of the terraces, �300 nm wide. Scale in z is �3 nm. (b) 2�m� 2�m
topography image of the same STO substrate. (c) Line profile along the dashed line in (b). The step

corresponds to a single unit cell in height indicating single termination.

The standard treatment described for STO was analogously applied to LAO substrates,
for which no specific step-terrace forming procedure was available in the literature. We
applied such a treatment in a great number of substrates, with very reproducible and satis-
factory results. Contrary to STO, LAO substrates nearly always presented smooth and well
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2. Experimental procedure

defined step edges, with unit-cell high steps. Fig. 2.11 presents the corresponding AFM
image of a LAO substrate after the standard treatment and a line profile showing one unit-
cell high steps. The etching procedure designed for STO was also tried on LAO substrates.
Expectedly, neither an improvement nor a damage in the form of etch pits were observed,
as such procedure specifically attacks the Sr-O termination.

60 nm



nm(a) (b)

~0.4 nm

nm

Fig. 2.11: (a) 700 nm� 700 nm AFM topography image showing the � �60 nm wide LAO terraces
of a substrate after the standard treatment. (b) Line profile along the dashed line in (a) showing the

unit cell step height.

In (001)-LAO, the alternatively stacked La-O and Al-O2 planes are positively and neg-
atively charged, respectively. Several works point to the tuning of surface termination with
temperature and atmosphere [11, 125–127]. In most cases, the annealings are performed
in ultra-high vacuum chambers which is believed to favor La-O termination (poorer in
oxygen) [125]. In contrast, in the X-Ray Photoelectron Spectroscopy (XPS) studies done in
collaboration with Dr. J. A. Martín-Gago and Dr. Lidia Martínez (ICMM-CSIC Madrid),
our air-treated LAO substrates showed a surface rich in Al, independent on whether the
treatment atmosphere was oxidizing or reducing (Fig. 2.12). Specifically, the La/Al ratio
decreased from �0.7 in the as-received substrates, to �0.3 in the substrates treated in O2,
Ar-H2, or by successive oxidizing and reducing treatments. It is also worth noting that
the oxidizing treatment promotes carbide formation, and how the carbide proportion has
significantly decreased after the reducing treatments. The contamination carbon (C-C), on
the other hand, remains constant, possibly because the surface was always measured af-
ter exposure to air. Besides, the morphology images in Fig. 2.13 show that no remarkable
differences arise in the LAO substrates when heat-treated under different atmospheres, i.e.
thermal energy appears to be the principal source of surface smoothening and step-terrace
formation.

2.2.2 (001)-MgO surfaces

Regarding MgO substrates, abundant literature exists on their surface preparation and
characterization, prompted by their wide use in film epitaxy and as support for metal
particle growth. Already in 1990, Duriez and co-workers refer to many previous studies
of UHV-cleaved and air-cleaved MgO crystals [128]. They also provide a comprehensive
structural characterization using He diffraction, Auger electron spectroscopy, and Pd dec-
oration to assess the crystallographic order, cleanliness and micro-topography of MgO sur-
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2.2. Substrate surface conditioning

La 3d Al 2p
Carbide

900ºC 5h O2

C 1s

C-C

900ºC 5h Ar-H2

900ºC 5h O2 + 
30 min, Ar-H2

As- received
2

Fig. 2.12: La 3d, Al 2p, and C 1s core level spectra as measured from XPS for heat-treated LAO
surfaces (900�C) under different atmospheres. The area-calculation gives a La=Al ratio of �0.7 for
the as-received and of �0.3 for the heat-treated surfaces. Note how the carbide content is maximum

in the oxidized LAO and gradually decreases for reducing atmospheres.

(a) (b) (c)

200 nm 200 nm 200 nm

Fig. 2.13: (a) 1�m� 1�m AFM topography images of heat-treated (900�C) LAO surfaces after (a)
5 h in O2 atmosphere, (b) 5 h in Ar-H2 atmosphere, (c) 5 h in O2 plus 30 min in Ar-H2 atmosphere.
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2. Experimental procedure

faces. A strong tendency from such surface towards water chemisorption and reaction, as
well as towards ambient CO2 adsorption are also described, in agreement with more recent
theoretical and experimental works [129–132].

Fig. 2.14 shows AFM topography images of two different MgO substrates processed
using the standard treatment. Little change is observed on their flat and step-free surfaces,
although the presence of small pits (a representative pair is marked with green circles)
seems larger before the annealing. Nevertheless, the root mean square (RMS) roughness
actually increases a bit, from 0.2 nm to 0.3 nm, after annealing is performed. This is also the
reason why the pits are less visible in the latter case, although their depth does not change
(∼1.5 nm). Fig. 2.14 (b) displays a different substrate, which was not annealed, and that
presents a very flat surface with neither terraces nor pits (RMS roughness 0.16 nm).

(a) Substrate 1 (b) Substrate 2

Standard 
treatment

1 µm

1 µm

Fig. 2.14: 4.5µ m × 4.5µ m AFM topography images of two MgO surfaces. (a) Surface morphology
of an organic-solvent cleaned MgO without thermal annealing (left) and after the 5 h treatment at
900◦C in oxidizing atmosphere (right). (b) A different MgO substrate after just the acetone and

methanol cleaning. z scale is ∼3 nm, ∼4.3 nm, and ∼2.4 nm (left to right).

A large variety of surface morphologies have been described in the literature concern-
ing the evolution of MgO with annealing temperature, time and atmosphere. Step-terrace
morphologies, smoothening, or, conversely, considerable roughening (with microcrystal
diffusion from the bulk) are among the features that have been reported [133, 134]. For
instance, a diffusion-driven increase of terrace width has been observed after longer an-
nealing times, while the terraces tend to narrow at higher temperatures due to evaporation
processes [134]. These works also give a threshold temperature of 1000◦C for the onset
of step-terrace morphology formation, which is consistent with our findings at a lower
temperature (900◦C). However, the spread in the treatment parameters that were used in
various literature works to achieve particular morphologies highlights the importance of
the substrate quality. This includes the manufacturing conditions (whether it is air or UHV-
cleaved), the presence of defects and impurities, and surface contaminants.

2.2.3 (001)-YSZ surfaces

A representative example of the effect of different treatments on YSZ substrate surfaces is
shown in Fig. 2.15. Similar to MgO, YSZ substrates show no changes after the standard
heat treatment [Fig. 2.15 (a)]: very flat and clean surfaces of RMS roughness ∼0.14 nm
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2.2. Substrate surface conditioning

are observed in both cases. Surface steps of width � can also be inferred (their orientation
is marked in green dashed lines in the image). This is further confirmed by the Fourier
transform, from which an average terrace width � �60 nm is deduced. A different as-
received YSZ substrate shows identical characteristics (Substrate 2, cleaned with acetone
and methanol just like Substrate 1), although steps here are very narrow and the image too
large to be able to find the exact terrace size. In contrast, two other substrates (3 and 4),
subject to a 1000�C annealing in oxygen for half of the time (0.5 l � min�1, 2.5 h), display
a clearer step-terrace morphology with very narrow terraces (��44 nm). Notice also how
some of the steps, instead of being straight, meet at one point (some of these features are
evidenced by green circles). Such coalescence has already been reported, although it was
only observed at higher temperatures [135]. Substrate 3 appears homogeneously covered
by similar round particles (�8 nm and �50 nm in height and diameter, respectively). Con-
versely, Substrate 4, from a different batch, did not exhibit such particles after undergoing
an identical treatment as Substrate 3. On the contrary, it showed a remarkable cleanliness,
hence ruling out the possibility that such treatment would produce segregation from the
bulk.

In short, the cut and polished YSZ substrates used in this work came with little defects
and showed highly planar surfaces. They can be either cleaned or cleaned and heat-treated
(if further contaminant removal is desired), and they tend to form very narrow and smooth
terraces, better reconstructed at 1000�C. A greater variety of morphologies, from planar
surfaces to surfaces with holes or self-organized nanostructures was reported in the litera-
ture [136]. This again emphasizes the critical role of the quality of the substrate, determined
by the growth and polishing methods used by the supplier.
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λ~44 nm

(c) Substrate 3 (d) Substrate 4

λ~43 nm

1.5 µm
1.5 µm

(b) Substrate 2(a) Substrate 1

λ~60 nm

λλ

λ~60 nm

Standard 
treatment

4 µm
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λ

Fig. 2.15: (a) 2µ m × 2µ m AFM images of an acetone and methanol-cleaned YSZ substrate before
(left) and after (right) 5 h annealing at 900◦C in O2. The surfaces look identical except for a slightly
greater presence of dirt particles in the non-annealed substrate (not shown). The step periodicity is
observed, with indicative dashed green lines marking the terrace limits and the Fourier transforms
of the images giving the spacing between them (∼60 nm). Scale in z is ∼1.4 nm in both. (b)
4µ m × 4µ m image of a different substrate just after the acetone and methanol bath, which shows
little difference with respect to Substrate 1. RMS values are ∼0.13 nm and ∼0.16 nm (Subs. 1
and 2, respectively). (c) and (d) correspond to a 2.5 h 1000◦C annealing in O2 of two more YSZ
substrates. Step-terrace morphology is more clearly discerned here than in (a) and (b), though
terraces appear narrower (∼44 nm). Note also the coalescence of steps, some of them marked with
green circles in (c) and in the 3D detail of (d). RMS values are very low, around 0.13 nm, z scale is

∼1.4 nm.
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2.3 Chemical Solution Deposition growth of La0:7Sr0:3MnO3

films and nanostructures

In this section we describe the chemical solution deposition (CSD) method applied to the
growth of La0.7Sr0.3MnO3 nanoscale films and 3D nanostructures.

Our La0.7Sr0.3MnO3 (LSMO) precursor solutions were prepared following the ‘all-
propionate’ route described by Hasenkox et al. [137]. Briefly, stoichiometric amounts of
metal propionates are mixed and dissolved in propionic acid under ambient conditions,
stirred up for 30 min at room temperature and filtered with a 0:2 µm diameter filter. The
initial solution concentration, 0.3 M with respect to the Mn, is diluted down to concen-
trations in the 0.006 M to 0.1 M range. The metal propionates used, i.e. La(OOCC2H5)3,
Sr(OOCC2H5)2 and Mn(OOCC2H5)2, are synthesized from commercially available acetates
(Aldrich) in a large excess of propionic acid (Aldrich). The solution chemistry, hence, is kept
simple and the main goals of the CSD route are achieved: inexpensive starting compounds,
adjustability of concentration and stoichiometry, as well as solution handling at ambient at-
mosphere [137]. The solution at 0.3 M concentration has a viscosity of 2.5 mPa � s which falls
down to 1 mPa � s for 0.03 M concentration (precisely the viscosity of the propionic acid sol-
vent). Contact angle measurements of the 0.03 M solution on the STO, LAO, YSZ and MgO
substrates, both as-received, and after the standard treatment gave values below 15�, i.e. the
solution perfectly wets all of the substrates, also independent of the treatment.�

After the synthesis, 14 µl of precursor solution are deposited onto a clean and atomi-
cally flat substrate (see section 2.2), positioned at the center of the rotatory plate of a com-
mercial spin-coater. The substrate attains 6000 rpm rotational speed in 1 s, which is kept
constant for 2 min. At the end of the process the solvent has evaporated and the substrate
appears covered with a homogeneous gel layer. Under identical deposited volume, angu-
lar velocity, acceleration, and spinning time, we expect the amount of deposited material to
be the same, since the wettability is the same for all substrates. The main source of differ-
ences regarding the material quantity are rather small variations in the deposited volume.
This is easily expected because the deposit is done by hand, approximately aiming for the
center of the substrate.

The spin-coated sample is placed in an alumina covered crucible which is put inside a
quartz tube, previously cleaned with water, soap and acetone. The tube is introduced in a
high temperature furnace where metalorganic precursors decompose (�300�C-400�C [138])
and the subsequent LSMO crystallization occurs (high temperatures & 700�C). The exper-
imental conditions are tuned by modifying the growth temperature, the heating ramp and
the dwell duration [see Fig. 2.16 (a)]. Rather slow heating and cooling ramps were used,
3�C �min�1. Annealing was done in air and oxygen atmosphere (the latter typically at a
flowing rate of 0.6 l �min�1, regulated with a mass-flow controller). Oxygen flow was in-
troduced at around 800 �C and removed again at the same temperature during the cooling
ramp. Both the slow ramp and the atmosphere settings were taken from previous works
done in the group. Such studies optimized the parameters for the growth of magnetoresis-
tive LSMO thin films [139, 140].

�Meaningful differences among contact angle values are only considered above ∼15�. We cannot resolve
differences for smaller values, in practice saying that the solution completely wets the substrate.
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3ºC/min 3ºC/min

O2 IN (800ºC) O2 OUT(800ºC)

Fig. 2.16: Typical heat treatment parameters for the generation of epitaxial LSMO on single crystal
substrates. The O2 flux was 0.6 l �min�1.

2.4 Conclusions

In summary, we have introduced the principal characteristics of the oxide single crystal
substrates used in this work. Along with a state-of-the-art on oxide surface condition-
ing, we have described our own strategy, mainly based on heat treatments performed at
high temperature (900�C), ambient pressure, and under flowing oxygen. Such treatment
succeeds in generating well-defined step-terrace morphologies in both STO and LAO sub-
strates. In the case of LAO, it produces Al-rich surfaces with a considerable amount of
carbides. The carbide content was seen to decrease when the treatment was performed un-
der Ar-H2 reducing conditions, with no observable change in topography or in the surface
chemistry, as seen by XPS. Performed after an acid etching, the so-called standard treatment
further selects a single termination in STO. On the other hand, the flat and clean surfaces
of MgO and YSZ did not undergo appreciable variations after the standard treatment, al-
though YSZ demonstrated a clearer tendency towards step-terrace morphology. Such ter-
races, very narrow, appear slightly better formed when the heat treatment is done at a
higher temperature (1000�C). In the following, all of the STO and LAO substrates will be
heat-treated following the standard treatment, while for MgO and YSZ we will use one or
the other, as-received or heat-treated substrates indistinctly. Regardless of whether the ther-
mal treatment is performed or not, the sonication with acetone and methanol is invariably
done to clean the substrates from contaminants. An important point to keep in mind is that
substrate variations should be expected from batch to batch, and hence AFM inspections
of their topography will be carried out as often as possible.
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Chapter 3

Nanoscale La0.7Sr0.3MnO3 on
single crystal oxide substrates

As outlined in the Motivation of this thesis, we establish the framework of our study in the
context of nanoscale oxide heteroepitaxys, where the atomic arrangement of the substrate
crystal determines the growth of the crystalline film on top. The procedure to chemically
grow La0.7Sr0.3MnO3 (LSMO) on top of single crystal oxide substrates was just described
in Chapter 2. Whether this LSMO grows in a 2D film or in a 3D nanoisland form, epitaxial
or random, strained or relaxed: : :etc., will define the functional properties of the system. In
the present chapter we give the general description in terms of morphology, epitaxy, mi-
crostructure, and macroscopic magnetic performance of solution-derived LSMO nanoscale
systems grown onto a variety of (001)-oriented single crystal substrates. Such oxide sub-
strates, recently explained, include the perovskite-type SrTiO3 (STO) and LaAlO3 (LAO),
the fluorite-type YSZ, and the rock-salt MgO. The influence of the substrate in the final het-
eroepitaxy, or, more specifically, the key role of the film-substrate interaction, is evidenced
soon enough: the same ultra-diluted precursor solutions, under identical heat treatments,
yield two disparate landscapes: atomically flat <10 nm thick LSMO films are obtained on
STO and LAO single crystals while onto YSZ and MgO, the result is an homogeneous dis-
persion of self-assembled LSMO nanoislands. We have divided the chapter into these two
naturally differentiated blocks: we start by addressing the main characteristics of ultra-
thin LSMO films grown on STO and LAO and devote the second part of the chapter to the
analysis and description of self-assembled LSMO nanoislands.

3.1 Heteroepitaxial growth basics

The word epitaxy comes from the Greek, where epi means ‘located on’ and taxis means ‘ar-
rangement’. We understand epitaxial growth as the growth of a crystal (the film material)
on top of another crystal (the substrate material) in such a way that the atomic arrangement
within the substrate continues within the film on top. An epitaxial film-substrate interface
thus implies that atoms of the film material will occupy lattice positions of the substrate
and vice versa [141]. If film and substrate are the same material we talk of homoepitaxy,
while the opposite case is known as heteroepitaxy. From a thermodynamic perspective, het-
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eroepitaxial growth is commonly described in terms of the free surface/interface energies
of substrate and film, and of their elastic strain energy.

The generation of a free surface involves the breaking of chemical bonds, with the
consequent net increase of energy of the system. Surface free energy γ is hence directly
related to the reversible work dW done on a material when its surface area is increased by
dA, i.e. dW=γdA [141, 142]. Similarly, the chemical bonding between the atoms in the film
and in the substrate also has an energy associated, the interface energy, which is less than
the sum of their individual surface energies. Young’s equation, γs=γfs+γfcosθ, is derived
from minimizing the surface energy required to generate a spherical cap island (like the
one sketched in Fig. 3.1) with respect to the wetting angle θ [141]. The relative values of
the surface free energy provide a first classification of the growth modes in heteroepitaxial
systems [143]: the film will grow layer by layer if γs>γfs + γf (also known as Frank-van
der Merwe or 2D growth) [144], or it will start by generating 3D islands if γs<γfs + γf ,
following the so-called Volmer-Weber growth [145]. A combination of 2D and 3D growths
can also occur, known as Stranski-Krastanov growth mode [146], which typically implies
the presence of lattice mismatch between the film and the substrate.

γs= γ fs+ γ fscosθ

θ
γf

γs
γfs

3D 2D+3D2D

Fig. 3.1: Liquid nucleus in equilibrium model. Young’s equation represents the balance among the
different components of the surface free energy γ. The growth mode can be 2D, 3D, or a combination
of both, depending on the relative values of the substrate (γs), film (γf ), and interface (γfs) surface

energies.

Lattice mismatch ε (Eq. 3.1) refers to the difference in lattice parameter between the
film and the substrate, i.e.

ε=
as − af
af

(3.1)

where as and af are the equilibrium parameters of the substrate and film, respectively. ε
is directly related to the other essential component in heteroepitaxial growth, the elastic
strain energy Eelastic, which scales like Eelastic∼ε2 with the lattice mismatch [141, 147]. In
a 2D + 3D-like growth as the aforementioned, the film will initially grow adapting its in-
plane lattice constant to the bulk substrate lattice constant. As the film grows thicker the
elastic strain energy associated to the film deformation also increases. The formation of
3D islands provides a way for relaxing the built-up elastic energy: the upper lattice planes
within the island can relax towards their intrinsic lattice constant because they are no longer
constrained in the direction parallel to the interface [see Fig. 3.2 (a)]. The greater the island
volume, the greater will be the relaxation provided with respect to a film of equal volume.
And, for the same island, its volume strain relaxation is larger for the case of smaller lateral
size to thickness ratio D/t [Fig. 3.2 (b)]. On the other hand, the generation of 3D structures
implies an additional cost in surface energy, which scales with the area of the island. The
trade-off between the energy gain due to island relaxation and the energy cost due to the
new surface formation will determine whether the 2D to 3D transition occurs or not. This
simplistic model neglects the kinetics of the process, such as material transport issues from
one state to the other (which will, in turn, depend on the temperature, pressure, etc.) [148].
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3.1. Heteroepitaxial growth basics

In addition to 3D island formation, a typical strain-relieving mechanism is the generation of
misfit dislocations, i.e. the dislocations formed at the interface between substrate and film.
It has been shown that the barrier to generate dislocations is proportional to ��1, while it
scales with ��4 for the generation of 3D islands [149]. In other words, the generation of
islands is enhanced in large lattice-mismatched systems.

(a) (b)

D

D

t

tt

Fig. 3.2: (a) Volume strain relaxation is achieved by 3D coherent (non-dislocated) nanoislands.
Arrows indicate the direction of the elastic strain relaxation. Reproduced from [150]. (b) For a fixed
nanoisland volume, coherent 3D nanoislands are capable of larger elastic relaxation in the case of

low D=t values. Reproduced from [147].

The driving force for the spontaneous ordering of nanostructures on a crystal surface is
the long range elastic interaction. Such elastic interaction is caused by the strain fields that
a 3D island exerts on the substrate due to island/substrate lattice mismatch. For instance, a
compressively strained island on a substrate (af<as) will tend to expand along the direction
parallel to the interface. The substrate will react against this tendency by compressing
itself along the free surfaces adjacent to the edges of the island (see Fig. 3.3) [151]. The
substrate strain fields cause islands to interact repulsively with each other, thus limiting
coarsening processes. In this context of strain-driven structure formation we refer to self-
assembly when the spontaneous features exhibit a narrow size distribution and we talk of
self-organization when the structures show an additional tendency to form ordered arrays
[150]. The substrate-mediated interaction between islands is sometimes neglected in self-
assembled diluted nanoisland systems (nanoisland size � nanoisland separation), but it
cannot be ignored for denser arrays of nanostructures. This term includes, among others,
the isotropic/anisotropic nature of the medium, the lattice mismatch, or the island to island
distance [152]. Theoretical studies have demonstrated its effect on coarsening processes of
nanoislands, while experimental results point at its influence on the shape transition of
semiconductor heteroepitaxys [153].

(a) (b)

Fig. 3.3: Finite element simulations of island and substrate. (a) Undeformed mesh showing the
spatial island and substrate discretization. (b) The mesh deforms as a result of the mismatch strain

between the island and the substrate. Reproduced from [151].
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3. Nanoscale La0.7Sr0.3MnO3 on single crystal oxide substrates

At the beginning of the chapter we have anticipated that, under equal processing pa-
rameters, LSMO grows into a 2D film on STO and LAO substrates, whereas it arranges
spontaneously into self-assembled nanoislands in the case of YSZ and MgO substrates.
Equal processing conditions include the use of identical solution concentration, spin-coating
parameters, growth ramps and temperature, annealing times, and atmosphere. The solu-
tion wettability of the different substrates was also tested to be the same. Equilibrium the-
ories of heteroepitaxial growth based on the energetic concepts of surface and elastic strain
energies depicted above provide the tools for evaluating whether the equilibrium state of
the system is, effectively, 2D or 3D. Kinetic effects will then make the real observed sys-
tem deviate more or less from the one predicted by thermodynamics [150]. Surface energy
contributions can be calculated from analytical expressions, given a specific island shape
[149, 154, 155]. Analytical expressions for the elastic strain energy of islands have also been
derived [154–156]. The total energy of a system of islands is also influenced by other terms
such as the interaction between islands explained above (more important the closer the
islands are), and the contribution of island edges, which is short-range and positive. The
latter, for simplicity, can be sometimes neglected [154], but it has also been explicitly taken
into account, as in the work by Shchukin and Bimberg [147]. The application of the existing
energetic models has been successfully used in our group for predicting shape selection and
thermodynamic stability of strain-driven cerium oxide nanoislands grown on LAO [157].
There are no data, however, concerning the surface energy of LSMO, a multicomponent ox-
ide with the additional complexity of having different possible surface terminations. The
(001)LSMO surface, for instance, could in principle have the Mn-O or the (La,Sr)-O2 ter-
mination. Even if we could base the analysis on the scarce surface free energy data for
other manganite systems like La1�xCaxMnO3 [158], there remains the generalized lack
of knowledge regarding interface energies. The distinct nature of perovskite-perovskite,
perovskite-fluorite, and perovskite-rocksalt interfaces suggests that the interface energy
plays a substantial role in deciding the final heteroepitaxial configuration of each of our
systems.
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Part I

La0.7Sr0.3MnO3 on perovskite-type
substrates
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3.2. Morphology and microstructure of ultra-thin LSMO films on STO and LAO

The present section is concerned with the results of the growth of LSMO, by means
of chemical solution deposition (CSD), onto STO and LAO perovskite-type substrates. As
seen in the previous chapters, both LSMO and the chosen single crystal substrates have
perovskite structure. The difference in lattice parameters between LSMO (aLSMO = 3:873

Å) and STO (aSTO = 3:90(7) Å) is very small, yielding a nominal tensile lattice mismatch
of �=(aSTO-aLSMO)/(aLSMO) �0.9%. For LAO (aLAO = 3:79(2) Å), the lattice mismatch
changes sign to compressive, with a larger magnitude of �=(aLAO-aLSMO)/(aLSMO) �-2%.
As anticipated in the introduction to this chapter, we find that CSD growth of ultradiluted
LSMO solutions on STO and LAO yields ultra-thin films. We will describe these two sys-
tems in parallel, starting by the morphological and structural characteristics of the ultra-
thin LSMO films and ending up by giving the main points regarding their magnetic and
electrical properties.

3.2 Morphology and microstructure of ultra-thin LSMO films
on STO and LAO

3.2.1 Morphological characteristics

For the growth of LSMO on top of perovskite-type STO and LAO substrates we followed
the steps described in section 2.3 of Chapter 2. In brief, we used precursor solution con-
centrations in the 0.015 M-0.1 M range (in Mn) and spin-coated them onto STO and LAO
single crystals. The subsequent annealing step was performed in a high temperature fur-
nace under flowing oxygen, at 900�C for 1 h. Before the LSMO growth, the substrates
were heat-treated according to the standard treatment procedure described in Chapter 2. We
may recall that such treatment cleans the substrate surface from organic contamination and
reconstructs the miscut surface into a step-terrace architecture.

LSMO on STO

The morphology of a LSMO film grown in such a way is shown in Fig. 3.4. The precursor
concentration used was 0.03 M. Remarkably, the film entirely reproduces the underlying
STO substrate step-terrace morphology, with atomically flat terraces and steps a LSMO
unit cell (u.c.) high a�4 Å. The root mean square (RMS) of the film is as low as half a unit
cell (�0.2 nm); this is comparable to the highest quality LSMO on STO films reported in the
literature, e.g. grown layer-by-layer by pulsed laser deposition (PLD) [159]. The periodicity
of the steps gives a terrace width � of �110 nm, calculated from the Fourier transform of
large atomic force microscopy (AFM) images [see Fig. 3.4 (b)].

It follows from Fig. 3.4 that the morphological features of the LSMO film are deter-
mined by the underlying substrate surface. Such influence is further confirmed by Fig. 3.5,
where we show the AFM study of a bare STO substrate after the standard treatment. As
remarked in Chapter 2, the wider the substrate terraces, the less effective is the thermal
treatment in producing smooth, well-reconstructed terraces. This is the case of the STO
surface in Fig. 3.5 (a), which exhibits rough edges and a great amount of small holes within
the terraces. Expectedly, subsequent growth of LSMO [Fig. 3.5 (b)] results in a considerably
rougher thin film than the one in Fig. 3.4, despite using identical processing conditions.
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Fig. 3.4: AFM topography analysis of a LSMO thin film grown onto a STO substrate (solution
concentration 0.03 M and heat treatment at 900�C for 1 h.) (a) 1�m� 1�m AFM image showing
the step-terrace morphology of the film, inherited from the underlying substrate surface. RMS
roughness is �0.2 nm. (b) An average terrace width of ��110 nm is deduced from the Fourier
transform of the AFM images. (c) 3D AFM image highlighting the staircase morphology of the
LSMO thin film. (d) A line profile across the image in (c) reveals the height of the step is 1 unit cell.

STO(a) LSMO on STO
RMS: 0.5 nm

(b)

~ 400 nm

~ 400 nm

400 nm 400 nm
z scale: 9.5 nmz scale: 1.6 nm

Fig. 3.5: 2�m� 2�m AFM image of a bare STO substrate after the thermal ‘standard treatment’
(a), and after the growth of LSMO on top of it (0.03 M, 900�C 1 h) (b). The rough edges and the

presence of holes in the terrace give out a rougher LSMO film, compared to the film in Fig. 3.4.
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3.2. Morphology and microstructure of ultra-thin LSMO films on STO and LAO

A natural question regarding these films, which reflect the architecture of the under-
lying substrate , is ‘how thick they are’. We act upon the film thickness t by modifying the
precursor solution concentration: the more concentrated the solution, the larger amount of
material will crystallize, i.e. the thicker the film will be (provided that such material homo-
geneously covers the whole substrate surface). Previous works in the group have shown
that LSMO precursor solutions from propionates with concentrations �0.3 M, (i.e. one or-
der of magnitude above the actual solutions) result in LSMO films of t�25-30 nm [140].
Our thin films, on the other hand, are too thin to be able to measure the step resulting from
attacking part of the film. Nevertheless, the studies performed on self-assembled LSMO
nanoislands grown from identical solution concentrations onto YSZ substrates, enable a
rough calculation of the thickness values at these low concentrations. Such estimation is
further supported by the extrapolation of the existing data for thicker films [140], and with
the local measurements from transmission electron microscopy cross-sections (next sec-
tion). Overall, we find that the average expected film thickness t for 0.015 M, 0.03 M, and
0.1 M precursor solution concentrations is around �1.5 (�0.5) nm, �3.5 (�0.5) nm, and
�10 (�5) nm, respectively. The procedure for estimating these numbers in nanostructured
LSMO on YSZ samples will be discussed later in section 3.4.1 of this chapter.

More examples of the various LSMO thin-film morphologies that we obtained depend-
ing on the underlying substrate surface, are displayed on Fig. 3.6. Note that we have in-
cluded a film grown from a 0.015 M solution. We see that it also exhibits well-defined
atomically flat terraces, as the films with twice the amount of material. All these films were
treated at 900�C for 1 h, after evidence that higher temperatures and longer annealing times
resulted in a de-wetting process, where bare substrate spots coexisted with film-covered
spots.

(a)
RMS: 0.6 nm

0.03 M
RMS: 0.6 nm

0.03 M(b)
RMS: 0.2 nm

0.015 M(c)

z scale: 6 nm
200 nm 400 nm

z scale: 6 nm
200 nm

z scale: 2.3 nm

Fig. 3.6: AFM topography analysis of three LSMO thin films grown onto three different STO
substrates. The heat-treatment was 900�C 1 h for all.

We have thus seen that the LSMO on STO ultra-thin film morphology is fully deter-
mined by the STO substrate surface underneath. The differences from one film to another
simply reflect the substrate condition, from wider to narrower terraces, or from rougher
to smoother films, depending on the quality of the substrate step-terrace structure. These
results underline the high mobility of the LSMO/STO system at 900�C, with atoms finding
their preferred positions, i.e. those which match the substrate crystalline structure. Fur-
thermore, it would appear that the interface energy between LSMO and STO is very low:
the lower the interface energy, the more 2D-like is the film growth, i.e. the smoother the
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film tends to grow. The latter will be better understood in comparison with the 3D nanos-
tructure results obtained on non-perovskite substrates, discussed in Part 2 of this chapter.

LSMO on LAO

Identical processing conditions were applied to the growth of LSMO thin films on LAO
substrates, previously heat-treated as in the case of STO. Recall that the standard treat-
ment of LAO substrates almost invariably led to well-defined stepped surfaces, displaying
smooth terraces with well reconstructed edges, at variance with the less predictable STO
surfaces (see Chapter 2). Remarkably, the resulting thin films were found to exhibit less
reproducible morphologies than those obtained from LSMO on STO: not all of the films, al-
though grown identically, reflected the underlying LAO step-terrace architecture. Fig. 3.7
shows three LSMO/LAO films (0.03 M) after 900�C 1 h heat-treatment. Narrow terraces
can be easily distinguished in Fig. 3.7 (a) but not in Figs. 3.7 (b) or (c); in the latter sam-
ples the film surface shows either small islands (b), or holes (c), also evidenced in the line
profiles below. We also observed that the films reproducing the underlying LAO surface
have a tendency to segregate nanoislands as the ones, �20 nm high, seen in Fig. 3.7 (a).
Such islands greatly increase the RMS roughness [�2.4 nm for Fig. 3.7 (a)]. Although less
pronounced, we also observed this same trend toward nanoisland segregation in LSMO on
STO, where nanoislands had a typical height below �5 nm. Previous results in our group
have reported the spontaneous outcropping of La-Sr oxide islands in the case of thicker
LSMO films (t�25-60 nm) grown on STO and LAO also by chemical methods [6, 140, 160].
Nevertheless, at this point, the specific composition of the nanoislands segregated in the
present t.10 nm ultra-thin films remains unclear.

(a) 0.03 M0.03 M 0.03 M(b) (c)
RMS: 0 3 nmRMS: 0 6 nmRMS: 2 4 nm RMS: 0.3 nmRMS: 0.6 nmRMS: 2.4 nm
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Fig. 3.7: AFM topography analysis of three LSMO thin films grown onto three different LAO
substrates, using 0.03 M solution concentrations and identical heat treatment of 900�C for 1 h.
While (a) displays the underlying substrate step-terrace morphology, (b) and (c) exhibit rougher
films with either little islands (b) or little holes (c). The outcropped islands in (a) are around �20

nm in height.
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3.2. Morphology and microstructure of ultra-thin LSMO films on STO and LAO

Fig. 3.8 shows a magnified image of the step-terrace morphology exhibited by the
sample of Fig. 3.7 (a). Note that an area featuring no outcropped nanoislands shows a very
smooth surface, with RMS roughness of �0.2 nm and a low z height scale. Nevertheless,
we also identify the presence of holes, with typical depths of around �1.5 nm, which cor-
respond to around 4 LSMO unit cells. Besides, the heights of the LSMO film steps are not
uniform, but combine instead integer and half-integer multiples of the LSMO unit cell, as
observed in the line scan of Fig. 3.8 (b).

z: 2.5 nm
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Fig. 3.8: (a) AFM image of the sample in Fig. 3.7 (a) showing the detailed step-terrace morphology
of the LSMO film. The terrace average width is ��56 nm. (b) Line scan along the dashed line in
(a). The steps in the LSMO layer exhibit integer and half-integer multiples of the LSMO unit cell.

We may conclude that, at variance with LSMO/STO ultra-thin films, LSMO/LAO
films show a less predictable morphology, alternating step-terrace architecture with other
rougher configurations that display small islands or even holes. The nominal lattice mis-
fit for LSMO on LAO is notably larger than for STO (��-2% against ��0.9%), in addition
to changing sign from tensile to compressive. A tendency of the film towards relaxation
caused by this larger strain energy could explain our observations of a greater surface dis-
order in LSMO/LAO systems. In other words, as a consequence of a partial or total rela-
xation, the film could exhibit a larger freedom with respect to the epitaxy imposed by the
substrate, and, thus, a greater surface disorder. The main characteristics of the strain state
of these ultra-thin films are examined in the following section.

3.2.2 Epitaxial relationship, strain, and microstructure

To be able to identify the LSMO structure we conducted X-ray diffraction (XRD) exper-
iments (Theta-2Theta, phi-scans, and reciprocal space maps) and scanning transmission
electron microscopy (STEM) cross-section analysis. The former, either using a X-ray diffrac-
tion standard diffractometer (Bragg-Brentano geometry) or a diffractometer with a 2D de-
tector (GADDS D8, Advance System, Bruker) (see Appendix A), were unable to resolve
the LSMO peaks in samples with 0.015 M and 0.03 M concentrations. The main difficulties
stem from the small amount of material (which yields a low signal) and from the fact that
the substrate peaks, very intense, fall next to the LSMO peaks. Nevertheless, we were able,
in the case of LAO, to identify the LSMO peak in thin films grown from 0.1 M solution con-
centrations, which are expected to display a layer nominal thickness of around �10 (�5)
nm. Fig. 3.9 shows the XRD intensity profile obtained from a phi-scan around the (110)LAO

reflection (2��33.4�), for three different samples: a bare LAO substrate, heat treated at
900�C for 5 h following the standard treatment (named LAOs.t.), and two LSMO thin films
grown on LAOs.t. substrates from 0.05 M and 0.1 M LSMO solutions, heat-treated at 900�C
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for 1 h. A shoulder is detected in the 0.1 M sample at a 2� that coincides with the value
expected for the (110)LSMO reflection in bulk LSMO (2��32.7�). Since Theta-2Theta scans
of the same film (not shown) give no peaks other than the (00l), (which are unidentified
due to the proximity with the substrate) we can deduce that the LSMO grows epitaxially,
i.e. (001)LSMOjj(001)STO. A hint of a shoulder is also detected in the more diluted 0.05 M
sample (red curve), but its resemblance with the tail from the substrate reflection (black
curve) makes it difficult to unambiguously ascribe it to LSMO. We thus conclude that for
0.1 M concentrations [thickness t�10 (�5) nm] our XRD equipment is close to the limit of
resolving the LSMO structure on LAO.
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Fig. 3.9: Comparison of the XRD measurements done around the (110)LAO reflection for three
different samples: a bare LAO substrate after the standard heat treatment (LAOs.t.), and two LSMO

thin films grown out of 0.05 M and 0.1 M precursor solutions.

The LSMO phase in samples from 0.03 M concentrations [nominal thickness t�3.5
(�0.5) nm] was identified by cross-section Z-contrast STEM studies�. Z-contrast imaging
is indeed optimal for addressing the crystalline quality, the epitaxial relationship, as well
as the strain state of nanostructures. Note that the contrast in a Z contrast image is roughly
proportional to Z2, Z being the atomic number of the imaged element. Consequently,
heavy atom columns will appear brighter than those featuring light atoms. Fig. 3.10 shows
two STEM images of a LSMO thin film (0.03 M) grown onto a STO substrate. The local
thickness of the film derived from the image is t�2.4 nm (�6 u.c.). The film is highly crys-
talline and grows cube-on-cube on top of the STO substrate, i.e. (001)LSMO[100]jj(001)STO[100],
which is precisely the configuration that yields the minimum lattice mismatch, ��0.9%. The
interface is abrupt and shows no structural disorder, i.e. no misfit dislocations are observed
in scanned lengths as large as �16 nm. These results indicate a fully strained film, where
the LSMO has its bulk lattice value (aLSMO�3.873 Å) slightly expanded in-plane in order to
match the STO lattice parameter (aSTO�3.905 Å). In turn, such in-plane expansion results
in the shrinking of the out-of-plane lattice parameter in an overall tetragonal distortion of
the lattice.

It is expected that such ultra-thin LSMO films should be fully strained given their
small thickness. Additionally, reciprocal space maps in CSD-grown �25 nm thick LSMO

�Z-contrast imaging, high angular annular dark field (HAADF)-Z-contrast, or simply STEM will be indis-
tinctly used throughout this chapter in reference to Scanning Transmission Electron Microscopy.
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3.2. Morphology and microstructure of ultra-thin LSMO films on STO and LAO

films on STO, done previously in the group, showed fully strained films [6, 140]. The
Poisson ratio � of a material relates its in-plane extension (compression) with the conse-
quent out-of-plane compression (extension), by means of the expression �=�zz/(�zz-2�xx),
where �xx=(axx-abulk)/abulk and �zz=(azz-abulk)/abulk are, respectively, the in-plane and
out-of-plane deformations relative to the film bulk lattice parameter, (abulk=aLSMO). Typ-
ical values for LSMO span from �=0.34 [64] to �=0.37 [65], which imply an out-of-plane
lattice parameter between 3.840 Å and 3.835 Å (considering a fully strained LSMO film,
i.e. axx=aSTO=3.905 Å). In addition to the strain state of the films, further data on the
chemical composition of film and interface (for instance, on possible interdiffusion) can be
obtained in principle from STEM measurements combined with EELS (electron energy loss
spectroscopy). Such measurements are currently underway.
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Fig. 3.10: Z-contrast cross-section images of a LSMO thin film (t�2.4 nm) on a STO substrate.
The film grows coherently with a cube-on-cube epitaxy. Courtesy of M. Roldán and J.Gázquez.

Analogously to LSMO on STO, LSMO films grown on LAO are also highly crystalline
and show no secondary phases within the film matrix. Fig. 3.11 shows a Z-contrast im-
age corresponding to the sample of Fig. 3.7 (a) and Fig. 3.8. Fig. 3.11 (a) reveals that the
film has some discontinuities (recall the holes pointed out in Fig. 3.8), and that it is con-
stituted of flat terraces of various thickness, with values mainly between 2-7 nm. A closer
inspection of one of the terraces [Fig. 3.11 (b)] shows the transition from a region with bare
substrate (a hole) to a LSMO terrace, which appears faceted in the (101)LSMO lateral and
the (001)LSMO top planes. Remarkably, all of the steps present in the film exhibit lateral
facets oriented along the (101)LSMO crystallographic plane, suggesting that their surface
energy is comparable to the surface energy of the (001)LSMO planes. This is surprising as
the {100} planes are commonly assumed to be the least energetic in other perovskite struc-
tures such as STO [161]. Concerning the epitaxial orientation, LSMO grows on LAO with
a cube-on-cube epitaxy, i.e. (001)LSMO[100]jj(001)LAO[100], as on STO. At variance with
STO, however, films on LAO exhibit misfit dislocations with Burgers vector ~b=aLAO[100],
spaced at distances�17 nm, in good agreement with the theoretical |~b|/��18 nm distance
expected for a complete misfit relaxation of the film. Fig. 3.12 shows a high magnification
STEM image of the LSMO film on LAO, featuring two misfit dislocations at the interface.
Note that the presence of the dislocations produces a bending of the film surface. Such
dislocations are easily detectable after Fourier filtering the image. As for LSMO on STO,
EELS chemical analysis is currently underway for LSMO on LAO.

In summary, CSD-grown LSMO ultra-thin films on STO and LAO substrates (t�2-5
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Fig. 3.11: Z-contrast cross-section images of a LSMO thin film on a LAO substrate. (a) The film
grows with a cube-on-cube epitaxy and features various thicknesses in the 2-7 nm range. (b) The
LSMO terraces are faceted in the (101)LSMO lateral and (001)LSMO top planes. Courtesy of M.

Roldán and J.Gázquez.
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Fig. 3.12: Z-contrast cross-section image (top-row) and its corresponding Fourier transform fil-
tering image (bottom-row) of the LSMO ultra-thin film on LAO, which displays two misfit dislo-
cations, �17 nm apart. Note the bending on the film surface produced by the dislocations at the

interface. Courtesy of M. Roldán and J.Gázquez.
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3.3. Macroscopic magnetic and transport properties of ultra-thin LSMO films on STO and LAO

nm) exhibit high crystallinity and no spurious phases within the matrix. They grow epitax-
ially with a cube-on-cube orientation. While on STO the LSMO films grow fully strained,
they exhibit a completely relaxed structure when grown, after identical processing, onto
LAO. We have also observed that LSMO terraces of different thickness coexist in the case
of LSMO on LAO; these appear faceted in oblique (101)LSMO and top (001)LSMO crystal
planes.

3.3 Macroscopic magnetic and transport properties of ultra-
thin LSMO films on STO and LAO

We now move to the study of the magnetic and transport properties of the ultra-thin LSMO
films described above. Macroscopic magnetic measurements were done using a supercon-
ducting quantum interference device (SQUID) at temperatures between 10 to 300 K and
varying magnetic fields from 0 to 7 T. Both 0.03 M LSMO films grown on STO and on LAO
(nominal average thickness t�3.5�0.5 nm), annealed at 900�C for 1 h, showed ferromag-
netic hysteresis in the whole temperature range up to room temperature (RT). Fig. 3.13
shows the resulting magnetization loops at 35 K. Both films exhibit very similar behavior,
with a saturation magnetic moment mS�2�10�5 emu for LSMO/LAO and mS�1.8�10�5

emu for LSMO/STO. We can calculate the total volume of material from the estimated film
thickness (t�3.5 nm), which is assumed to be homogeneously distributed throughout the 5
�5 mm2 substrate surface. The corresponding saturation magnetization (for mS�2�10�5

emu) is then MS=230�40 kA/m. The large error stems from the substantial uncertainty in
the thickness value (�0.5 nm)y. Bulk LSMO (with 3.7�B per Mn atom) [64, 82] exhibits a
magnetization of�590 kA/m, which is around 2.5 times higher than the value we measure
in these ultra-thin films. In other words, only around t�1.36 nm from the nominal aver-
age thickness t�3.5 nm would contribute to the measured magnetic signal, if we should
consider these 1.36 nm to contribute with a bulk-like 590 kA/m magnetization. The de-
tailed inspection of the center of the hysteresis loops reveals some differences between
the LSMO thin film grown on STO and on LAO: the latter exhibits higher remanence val-
ues (�9�10�6 emu against �5�10�6 emu) and coercive fields (�0Hc �140 Gauss against
�0Hc �115 Gauss). High coercive field values have been related to the presence of misfit
dislocations at the film-substrate interface [22], which is in agreement with the dislocation-
relaxed LSMO/LAO interface displayed by our solution-derived LSMO thin films.

The temperature dependence of the magnetic moment is given in Fig. 3.14. We have
normalized both curves to the magnetic moment value at low temperature (T=16 K) to
better compare them. We show, however, the high T range to avoid the paramagnetic
slope present at low temperatures, which is most probably caused by impurities within the
substratez. Note that the applied in-plane magnetic field was 100 Gauss for LSMO/LAO
films and 500 Gauss for LSMO/STO films. The magnetic moment, deduced from each of
the loops in Fig. 3.13, is m�1.1�10�5 emu for these two field values, which constitutes a
reasonable compromise between low applied magnetic field and a measurable magnetic
signal. Both curves in Fig. 3.14 give similar Curie temperature TC�350 K, although LSMO
on STO exhibits slightly lower magnetic moment values.

yMore details on the uncertainty of the thickness are given in Part II of this chapter.
zThis issue will be further discussed in Part II of this chapter.
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Fig. 3.13: Magnetization loops (35 K) for 0.03 M LSMO thin films on STO and on LAO. Films dis-
play a saturation magnetization mS�2�10�5 emu, which corresponds to a volume magnetization
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3.3. Macroscopic magnetic and transport properties of ultra-thin LSMO films on STO and LAO

There is large amount of work done concerning the study of the magnetotransport
properties of LSMO thin films. Among these, many works have focused on the effect of
epitaxial strain [22–25, 65, 162–165]. These works mainly examine the influence of strain by
decreasing the film thickness and/or by growing the film onto different single crystal sub-
strates. It is widely accepted that strain is accommodated by the tilt and/or distortion of the
MnO6 octahedra, hence influencing the Mn3+-O2�-Mn4+ bond angle and, in consequence,
the hopping of the electrons responsible for the (ferro)magnetic and metallic behavior of
manganites [17, 71]. The general trend observed is a decrease of TC and of the magnetiza-
tion with increasing strain and decreasing thickness. For instance, recently published data
show that increasing tetragonal tensile distortions (��-0.13% to ��2.5%) on the structure of
PLD-derived La0.67Sr0.33MnO3 thin films (thickness �10-40 nm) yield progressively lower
magnetization and TC values [22]. Previously, in their work of 2009, Adamo et al. gave evi-
dence of how commensurately strained La0.7Sr0.3MnO3 �22 nm films, grown by molecular
beam epitaxy (MBE) over a large number of different oxide substrates, display TC values
in agreement with the theoretical predictions by Millis and co-workers [166]. According
to their experimental results, fully commensurate compressively strained LSMO on LAO
(��-2.3%) shows a highly depressed TC value around �290 K, while when grown on STO,
i.e. under a tensile and substantially lower mismatch (��+0.6%), TC is �350 K, i.e. close to
the bulk LSMO value.

Our STEM data for ultra-thin (.10 nm) LSMO films pointed at fully strained 0.03 M
films (i.e. t�3.5 nm) on STO, while presenting a relaxed microstructure for the case of
0.03 M LSMO on LAO. The latter is certainly a remarkable result if we consider that for
PLD films it is generally reported that full LSMO relaxation occurs at t�30 nm (see e.g. the
work of Angeloni et al. [163]). Angeloni and co-workers also give evidence of fully strained
films of t�8 nm thickness [163]. These results highlight that different growth techniques
(i.e. CSD or PLD) have a different impact on the microstructure of the films. In line with
the PLD films by Angeloni et al., Tsui and co-workers also report fully coherent t�25 nm
thick LSMO films on LAO grown by sputtering [162]. On the other hand, regarding LSMO
on STO, it is equally noteworthy that the solution-derived films here discussed (estimated
average thickness �3.5�0.5 nm) show a clear ferromagnetic behavior, with TC above 350
K. Although the theoretical model by Millis et al. (verified by Adamo et al. in�22 nm MBE
LSMO films [65]), would not predict a substantial decrease in TC , the actual majority of ex-
perimental results on ultra-thin LSMO films report highly suppressed TC values. Fig. 3.15
reproduces the temperature dependent magnetization measurements on ultra-thin LSMO
films on STO (PLD grown) of two state-of-the-art works in the literature. They both show
the gradual suppression of TC for decreasing film thickness values. At �8 u.c. (�3.2 nm)
either the fading of the ferromagnetic curve (Kim et al. [23]) or a clear reduction of TC
below 300 K (Huijben et al. [165]) are measured.

In addition to macroscopic magnetic properties, electric transport properties of the
CSD-derived thin LSMO films were also investigated. The temperature dependence of re-
sistivity, ω(T ), was measured in the standard four-probe geometry, using a physical prop-
erties measurement system (PPMS, Quantum Design). Fig. 3.16 shows the ω vs. T be-
havior of eight solution-derived LSMO films grown on LAO and STO from various pre-
cursor solution concentrations ranging from 0.03 M (nominal average thickness t�3.5 nm)
to 0.1 M (nominal average thickness t�9 nm). The thinnest films (0.03 M), both on STO
and on LAO, are insulating in the whole measurable T range, with LSMO/STO showing
the most resistive behavior. This result suggests that the misfit dislocations present at the
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(a) (b)Kim et al. Huijben et al.

8 8 u.c.

Fig. 3.15: Temperature dependent magnetization measurements for PLD-grown LSMO ultra-thin
films on STO. In-plane external magnetic fields of (a) 1000 Gauss [23] and (b) 100 Gauss [165]

were used. At 8 u.c. (3.2 nm thick films) the FM behavior is highly depressed.

LSMO/LAO interface, while increasing the HC values, do not affect the transport proper-
ties of the film. Similar conclusions were reached for PLD-grown manganite films by Yang
et al. [22]. Conversely, for films grown from�0.06 M concentrations a metal-insulator tran-
sition is measured, and the resistivity values of LSMO/STO systems appear below those
obtained for LSMO/LAO films. Note also that the resistivity of the LSMO films decreases
with increasing the concentration (i.e. with larger average film thicknesses). The estimated
or nominal average thicknesses for 0.03 M, 0.06 M, 0.07 M, and 0.1 M are 3.5 nm, 5.5 nm,
6.3 nm, and 9 nm, respectivelyx Thus, summarizing, we observe that �5.5 nm sets a limit
above which CSD-derived LSMO thin films show a metallic behavior for low temperature
range, while for�3.5 nm and below we expect insulator behavior with no associated metal-
insulator transition. In LSMO/STO multilayers grown by PLD, Kourkotis et al. recently
measured metallic behavior in LSMO films as thin as �2 nm, provided that there is no
disorder caused by chemical intermixing. With increasing disorder, however, identified by
means of HAADF STEM, they observe that films with the same thickness become insulator
[167]. The presence of a similar kind of disorder in our CSD-derived films cannot be ruled
out at present. Indeed, further STEM measurements to identify oxygen vacancies, cationic
intermixing...etc. are underway.

Concerning the values of the metal-insulator transition temperature, TMI , Fig. 3.16
shows that for 0.06 M films (�5.5 nm) on LAO and STO TMI is around 200-250 K, and that
it takes higher temperature values for increasing concentrations. This tendency is further
highlighted in Fig. 3.17, which shows explicitly the TMI values for LSMO films grown from
different solution concentrations. From Figs. 3.16 and 3.17, thus, it follows that TMI varies
with the thickness of the LSMO film and that it shows values below 350 K. Remarkably, all
of these LSMO thin films, regardless of the solution concentration and of the substrate un-
derneath (whether STO or LAO), showed a Curie temperature TC�350 K. In other words,
the metal-insulator transition and the ferromagnetic-paramagnetic transition appear de-
coupled in these thin manganite films.

Such striking result indicates that a mechanism different from the intrinsic physics re-

xThe estimated thickness values are deduced from the LSMO on YSZ self-assembled nanoisland systems, as
explained in section 3.4.1 of Part II of this chapter.
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3.3. Macroscopic magnetic and transport properties of ultra-thin LSMO films on STO and LAO
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Fig. 3.16: Temperature dependence of the resistivity for LSMO thin films grown on STO and LAO
from precursor solution concentrations between 0.03 M and 0.1 M. Courtesy of A. Palau.
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Fig. 3.17: Metal-insulator transition temperatures for the different LSMO films grown on LAO
and STO from different precursor solution concentrations. Courtesy of A. Palau.
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lated to manganites must be at play in our scenario of solution-derived LSMO films with
nominal thickness below �10 nm. An Anderson type of localization in 2D films, where
electrons are immobilized due to their multiple scattering with random defects in the po-
tential of the solid [168], could, for instance, explain a metal to insulator transition in our
very thin films, where the magnetic ordering is not necessarily affected. These interest-
ing results, however, remain preliminary and thus future work is necessary to ascertain
the physics behind them. Fig. 3.17 also reveals that TMI increases with increasing solu-
tion concentration (e.g. for 0.1 M TMI reaches room temperature). This suggests a good
agreement with previous findings in our group concerning thicker (t�25 nm) CSD-derived
LSMO films (grown from 0.3 M solutions) [6, 140]: for such t values LSMO shows bulk-like
properties with TMI=TC�360 K, as expected in manganites. Although in our present case
the decoupling of TMI and TC is clear for low concentration films, we must note that for
very thin films below t�10 nm the uncertainty in the value of t is large (recall, for instance,
the thickness oscillations in LSMO/LAO films discussed previously). Thus, more statistics
will be needed in order to ascribe exact TMI values to different t values.

The magnetoresistance MR, defined as -∆ω=[ω(H=5)-ω(H=0)]/ω(H=0) (in %), of two
LSMO thin films (0.06 M, t�5.5 nm) grown on LAO and STO is plotted in Fig. 3.18.
The top panels show the temperature dependence of the resistivity (as already shown in
Fig. 3.16) from where the MR curve is calculated (bottom panel). For zero applied field,
these 0.06 M LSMO/LAO and LSMO/STO films exhibit maximum resistivity values of
ω�2.56�10�1Ω � cm and ω�1.26�10�1Ω � cm, respectively. These numbers are around two
orders of magnitude larger than the maximum resistivity value ω�1.4�10�3Ω � cm obtained
for CSD-derived ‘standard’ 0.3 M LSMO films [6]. By ‘standard’ we refer to the aforemen-
tioned LSMO 0.3 M films (t�25 nm) that exhibit magnetotransport properties comparable
to bulk LSMO [6]. Regarding magnetoresistance values, 0.06 M thin films show a maximum
MR of �24% both on LAO and STO, which doubles the usual MR values registered for the
aformentioned bulk-like LSMO thin films (MR�11%) [6]. Nevertheless, further work in
our group has recently shown that nanocomposite LSMO films, where canonical LSMO co-
exists with inclusions from other phases, show enhanced values of magnetoresistance and
broadening of the MR peaks. These are there argued to stem from chemical and/or struc-
tural disorder [169, 170]. Our current results in ultra-thin LSMO films bring new data to
this discussion and are worth a much deeper investigation, beyond the scope of this thesis
work.
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Fig. 3.18: Magnetoresistance of chemically grown LSMO thin films (0.06 M, i.e. �5.5 nm average
thickness) on (a) LAO and (b) STO substrates. Top panels show the resistivity dependence with
temperature at zero applied field and at H=5 T, applied perpendicular to the film. Bottom panels
show the magnetoresistance, MR, defined as -∆�=[�(H=5)-�(H=0)]/�(H=0) (in %). Courtesy of A.

Palau.
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Part II

La0.7Sr0.3MnO3 on highly
dissimilar substrates

53





3.4. LSMO on YSZ

We now turn to examine the main characteristics of CSD-grown LSMO onto non-
perovskite substrates, namely YSZ and MgO. As described in Chapter 2, and also at the
beginning of the present chapter, YSZ and MgO crystallize in a fluorite and a rocksalt struc-
ture, respectively. The nominal lattice mismatch with respect to LSMO (aLSMO = 3:873

Å) is �=(aY SZ-
p

2aLSMO)/(
p

2aLSMO)�-6% for YSZ (aY SZ = 5:14(7) Å), and �=(aMgO-
aLSMO)/(aLSMO) �+8.8% for MgO (aMgO = 4:21(4) Å). Note that the minimum mis-
match occurs when the LSMO crystallographic axes are rotated by 45� with respect to
those of YSZ. Still, the values are high, especially when compared to the mismatch in the
LSMO/STO and LSMO/LAO systems. The difference in crystal structure and the high mis-
matches imply that the growth scenario is now very different from that for LSMO grown
on STO and LAO. Indeed, the deposition and subsequent growth of ultradiluted LSMO so-
lutions onto YSZ and MgO results in a homogeneous dispersion of self-assembled nanois-
lands, in striking contrast with the previously described ultra-thin LSMO films on STO and
LAO. The following sections deal with the morphological, crystallographic, microstruc-
tural, and macroscopic magnetic study of these LSMO nanoislands.

3.4 LSMO on YSZ

3.4.1 Main features of solution-derived self-assembled LSMO nanois-
lands on YSZ

LSMO on (001)-YSZ was grown following the guidelines of the Chemical Solution Deposi-
tion (CSD) methodology explained in section 2.3 of Chapter 2, i.e. in an identical manner
as in the case of the STO and LAO substrates. Unlike solution-derived LSMO thin films on
STO and LAO, the study of which was already initiated within our group, the LSMO/YSZ
system was unexplored at the time we undertook this work. Previous works in our group
involving the growth of CeO2 nanostructures proved helpful at the beginning, pointing at
the use of very diluted solution concentrations (in the 0.005 M-0.05 M range), as a strategy
for obtaining highly uniform self-assembled nanoisland dispersions [157, 171–173]. Never-
theless, the particularities of the LSMO/YSZ system required that the growth parameters
be optimized in the present work, essentially starting from scratch. The present section is
devoted to the description of solution-derived self-assembled LSMO nanoislands on YSZ,
in terms of solution concentration, growth thermal treatments, and crystallographic struc-
ture.

In�uence of precursor solution concentration

Our first goal was to analyze the role of the material quantity in the obtained heteroepitaxy
and to determine the conditions for nanoisland growth. A straightforward way of influ-
encing the amount of deposited material is to modify the precursor solution concentration,
as we commented briefly for the case of LSMO on STO and LAO. For LSMO on YSZ we
studied different solution concentrations in a diluted range, from 0.006 M to 0.09 M (in
Mn), on the basis, aforementioned, that we sought nanoisland formation. The spin coat-
ing parameters (velocity, acceleration, time) were kept invariant for all the samples in the
manuscript. Fig. 3.19 displays AFM topography images of representative samples grown
from different starting solution concentrations. The growth temperature was 900�C for all
samples and the annealing times varied from 1 h to 3 h.
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Fig. 3.19 (a) shows a bimodal island distribution with a majority of small islands (thick-
ness t�8 nm, lateral size D�50 nm) and a minority of larger ones (a total of six in the image,
t�25 nm, D�200 nm). Note that the latter appear surrounded by a clean stepped substrate.
This strongly suggests an Ostwald ripening type of coalescence at this specific evolution
stage, in which large islands grow at expenses of smaller islands, which shrink and finally
disappear, their atoms having diffused towards the large structure [174].

More uniform nanoisland dispersions, with no agglomerated nanostructures, are found
for the 0.015 M-0.06 M concentration range. Figs. 3.19 (b), (c) and (d) show well-defined
individual nanoislands, with increasing lateral size for increasing concentration, and a rea-
sonably narrow size distribution, especially in the 0.015 M and 0.03 M case. Increasing the
solution concentration to 0.09 M, the z scale drops to 20 nm and we no longer have nanois-
lands. Instead, we obtain a continuous granular film with RMS roughness of around 2 nm.
This was further confirmed by testing for LSMO conductance with a standard two-probe
multimeter, which gave a value in the order of hundreds of kOhms. Hence, the film not
only is continuous, but also conducting, as expected for LSMO.

From these results we deduce that concentration ranges between 0.015 M and 0.06 M
are required to obtain a self-assembled nanoisland system, i.e. a system in which the spon-
taneous gathering of atoms and molecules under the specific growth conditions leads to
nanoislands with a narrow size distribution. After nucleation has taken place, the driv-
ing force for the particular nanoisland arrangement is the energy minimization, which,
in our oxide heteroepitaxy case, involves surface and interface energies, and the elastic
strain energy due to the lattice mismatch between LSMO and YSZ. In other words, we
have a strain-induced nanoisland self-assembly in which the island interaction is substrate-
mediated. This is the reason why the dispersion we see in the 5 µm� 5 µm images extends
uniformly all over the 5 mm� 5 mm substrate. We checked this by performing large AFM
scans (50 µm� 50 µm) at multiple different substrate spots.

Through the volume analysis of a large number of AFM images we are able to roughly
deduce what amount of material we have in each sample. The equivalent thickness teq pa-
rameter represents the thickness of a hypothetical film made from uniformly distributing
the totality of the island volume throughout the 5 mm� 5 mm substrate surface. The re-
sults of such measurements for samples grown from different precursor concentrations are
plotted in Fig. 3.20. Data corresponding to 0.09 M, 0.2 M, and 0.5 M are from a different
work, reporting the AFM profilometry measurements of acid-attacked LSMO films grown
on LAO and STO, also by CSD [140]. The amount of material, represented by teq , increases
linearly with increasing concentration. Equivalent thickness data teq and their associated
errors, as well as the number of samples averaged, are listed in Tab. 3.1. It is worth noting
that the estimated amount of thickness for the more diluted case, 0.006 M, is in the order
of the monolayer. Such small amount of material implies that the first formed nuclei are
likely to be inhomogeneously distributed, which may explain the subsequent non-uniform
nanoisland distribution, with agglomerations, observed in Fig. 3.19 (a).

In�uence of annealing time

In a closed system as the one we have, where the whole amount of material is present from
the initial deposition stage, it is expected that kinetic events such as atomic diffusion should
lead the system towards its thermodynamic equilibrium. By increasing the annealing time
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Fig. 3.19: 5�m� 5�m AFM topography images of the nanoscale LSMO systems resulting from
deposition and growth of different solution concentrations. Growth T was 900�C and annealing
times varied between 1 h to 3 h. (a) At 0.006 M, the little amount of material may lead to nucleation
inhomogeneities, reflected in the bimodal nanoisland distribution. (b),(c)&(d) For concentrations
in the 0.015 M to 0.06 M range we observe a homogeneous dispersion of well-defined nanometric
islands, with narrower size distribution. (e) For 0.09 M, islands no longer develop and the resulting
system is a continuous film with a �2 nm RMS roughness. (g) Line scan corresponding to the

dashed line in (e), showing the roughness profile of the film.

60
6.0

7.5

20

40

 

1 5

3.0

4.5

 
t eq

(n
m

)

t eq
(n

m
)

0.0 0.1 0.2 0.3 0.4 0.5
0

 

0.00 0.02 0.04 0.06 0.08
0.0

1.5

 Conc. (M) Conc. (M)

Fig. 3.20: LSMO precursor solution concentration plotted against the equivalent LSMO layer thick-
ness. Black dots are all from measurements on LSMO/YSZ systems of the present work. teq values
are deduced from AFM volume estimations. Red squares at 0.09 M, 0.2 M, 0.3 M, and 0.5 M are
from LSMO layers grown by CSD on STO and LAO substrates, obtained from measuring the step

of a chemically attacked layer [140].
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Conc. teq ∆teq No.Samples
(M) (nm) (nm)

0 .006 0.3 0.2 2
0 .015 1.5 0.5 5
0 .022 2.2 0.5 3
0 .03 3.5 0.5 11
0 .06 5.5 1 2
*0.09 10 5 _
*0.2 15 5 _
*0.3 25 5 _
*0.5 50 10 _

Tab. 3.1: LSMO precursor solution concentration with its corresponding LSMO equivalent layer
thickness.*Data taken from the thesis work of C. Moreno [140].

and stopping regularly to analyze the system, we can follow its spontaneous evolution,
study the coarsening processes that take place, or evaluate the system mobility.

Fig. 3.21 reproduces the result of the growth of a 0.03 M precursor solution at 900�C
for 2 h, 3 h and 12 h. At first sight, the three images of Fig. 3.21 (a) look very much
alike. A dispersion of well-defined nanoislands homogeneously covers the 5 µm� 5 µm
AFM topography images, with an area coverage below the 20%. The magnified views in
Fig. 3.21 (b) reveal a tendency towards substrate surface cleaning for increasing annealing
times: small particles will eventually diffuse and join the larger well-defined nanoislands.
In addition to the square-shape islands of the 2 h sample, the 3 h sample exhibits some
triangular nanostructures, although these were found not to be characteristic of the 3 h
treatment (we sometimes observed them after shorter treatments). We will see later in the
chapter that they exhibit a different crystal orientation. Additionally, both in the 3 h and 12
h treated samples, a few islands show polygonal shapes different from squares or triangles.
Some of them appear highlighted with white squares in Fig. 3.21 (a). It is well known that,
upon annealing, nanostructure facets tend to vary due to the adsorption of adatoms. These
adatoms can come from material resting on the surface. This appears to be the case in
here, given the progressive cleaning of the substrate surface that accompanies nanoisland
evolution towards polygonal shapes.

Ostwald ripening processes refer precisely to the above-mentioned dissolution of small
islands into larger islands [174]. Other coarsening processes may coexist together with Ost-
wald ripening. An example is static coalescence, in which two nearby islands grow towards
their equilibrium shape, meet, and subsequently merge into a larger island [157, 175]. Fig.
3.22 (a) shows a zoomed image of what at first sight resembles a uniform hexagonal island.
The 3D topography and amplitude images below reveal, however, that such large island
is formed by two colliding triangles. Some of the large polygonal islands inside white
squares in Fig. 3.21 (a) could be the result of such processes. Fig. 3.22 (b) displays two pairs
of merging islands, taken from the 12 h sample of Fig. 3.21 (a).

Let’s now examine the evolution of the system from a more general point of view, i.e.
considering the statistical thickness t and lateral size D data for a collection of nanoislands.
The histograms in Fig. 3.23 evidence that heat-treated samples at 900�C for 2 h and 12 h
show very similar values: in the 2 h sample we have mean thickness and lateral size val-
ues around t�30 nm and D�120 nm, respectively. At 12 h, the system evolves to island
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Fig. 3.21: (a) 5�m� 5�m AFM topography images of self-assembled LSMO nanoislands grown
at 900�C on YSZ for 2 h, 3 h, and 12 h. 0.03 M precursor solutions were used in each case. The
majority of islands show square shape. Triangular islands are also observed, as well as a few polyg-
onal structures, marked within white squares. (b) Zoomed-in images of (a) showing the progressive

cleaning of the substrate upon sample annealing.
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Fig. 3.22: (a)&(b) 2D topography, 3D, and amplitude images of merging LSMO nanoislands. The
presence of what originally were two islands is best seen in the 3D and amplitude images. It is
expected that, let the system to evolve, atoms will diffuse and finally yield a fully reconstructed

single structure.
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thicknesses of around t�40 nm and lateral sizes D�130 nm. This is also accompanied by
a slight decrease in area coverage, as expected, since the same amount of material (corre-
sponding to a 0.03 M solution) was deposited. Note that the lateral size values of islands
are always much larger than their thickness values, with mean D=t aspect ratios of around
4. This is a general trend of LSMO nanoislands, as we will confirm throughout the thesis.
Interestingly, it appears that at 2 h the system was already near its thermodynamic equilib-
rium, showing small size variations upon subsequent annealings, even after several hours.
In other words, it seems that the kinetic events which push the system towards its equilib-
rium have already taken place by the time we looked at the system after 2 h of annealing.
This indicates a high atomic mobility of LSMO on YSZ at 900�C. It is worth noting that
the heating ramp used is very slow (3�C �min�1), so the system may be already near its
equilibrium at the moment of reaching the annealing plateau.
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Fig. 3.23: Thickness t and Lateral size D histograms extracted from 0.03 M 900�C heat-treated
samples at 2 h and 12 h. D values were deduced from measuring the whole perimeter of each island
and then assuming a perfect square. No triangles were taken in the measurement. t shows values
in the 20-40 nm range, while D values are in the hundreds of nm range. The error is the standard

deviation of the Gaussian fit.

In summary, the above analysis illustrates the evolution of the self-assembled nanois-
land system. This is showcased by small variations in the size range (t�30 nm D�120
nm) of the LSMO nanoislands on YSZ, when heat-treated at 900�C. A slight increase of the
island volume in times as long as 12 h is accompanied by the substrate surface cleaning.
In addition to Ostwald ripening processes (small islands coalescing into larger islands)
other coalescence mechanisms have been identified, such as the static coalescence of al-
ready formed faceted islands. Overall, the slow evolution shown by the system at this
temperature, along with the fact that nanoislands are well formed and faceted already in
the 2 h annealing stage, suggest that, by that time, the system has already undergone the
main kinetic events leading to its equilibrium state. A study of what happens at higher tem-
peratures, where a new equilibrium might take place, results thus of great interest. Prior to
this we will investigate the crystal structure of nanoislands and their epitaxial relationship
with respect to (001)-YSZ.
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3.4. LSMO on YSZ

LSMO nanoisland crystallographic orientation

(001)LSMO-ORIENTED NANOISLANDS

For the sake of simplicity, in the previous sections we have referred to the self-assembled
nanoislands as LSMO nanoislands. However, XRD analysis is necessary to be able to de-
termine whether the crystal structure of our islands corresponds indeed to LSMO. We also
expect to ascertain the epitaxial growth imposed by the YSZ single crystal substrate under-
neath. Fig. 3.24 displays a �-2� scan corresponding to a system of self-assembled nanois-
lands grown from a 0.03 M solution on YSZ, processed at 900�C for 1 h. Along with the
(001) intense substrate peaks we clearly identify the (002)LSMO reflection peak at 2�=46.9�.
Weakly emerging from the background noise, the (001)LSMO peak, expected less intense
than the (002)LSMO, can also be observed at 2�=23�. We have indexed the LSMO reflec-
tions in terms of the pseudocubic notation, as we already did for LSMO on STO and LAO
(aLSMO = 3:873 Å). This result already indicates epitaxial growth of the nanoislands, with
their (001) planes parallel to the substrate (001) planes. The rocking curve in Fig. 3.24 (b)
shows the out-of-plane texture of the nanoisland ensemble, with a large full width at half
maximum (FWHM) value of�3.3�. If it were a continuous film, such broad peak would in-
dicate a rather poor epitaxy. Nevertheless, for nanometric structures, a general peak broad-
ening is not unexpected. Indeed, the nanoisland out-of-plane orientation is highly sensitive
to the substrate structure such as surface roughness or the presence of steps and kinks on
which islands nucleate and grow. This may induce the formation of tilted domains and
other misorientations [176]. Also, it is well known that the accommodation of misfit strains
through dislocations at the interfaces can trigger nanoisland rotations. In summary, a large
number of slightly misoriented islands appears consistent with the observed rocking curve.
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Fig. 3.24: (a) �-2� scan showing the out-of plane epitaxial growth of a self-assembled LSMO nanois-
land system grown onto YSZ from a 0.03 M solution at 900�C for 1 h. (b) Rocking-curve of the

(002)LSMO reflection exhibiting a FWHM of 3.3�.

In order to study the in-plane epitaxial relationship between the LSMO nanoislands
and the YSZ substrate we conducted phi-scan measurements with a XRD diffractometer
equipped with a 2D detector (XRD2 measurements, see Appendix A). Integration in 2� of
the collected 2�-γ frames (with ∆θ = 2�, 180 frames in total), leads to the pole figures
shown in Fig. 3.25. Both the (011)LSMO and the (022)YSZ poles appear at γ=45� [consistent
with the out-of-plane (001) orientation], but are rotated in-plane θ=45� with respect to each
other, indicating that nanoislands adopt the epitaxial relationship (001)LSMO[110]jj(001)YSZ[010].
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The interface arrangement [110]LSMOjj[010]YSZ of our heteroepitaxy would therefore corre-
spond to a nominal misfit ��-6% between the [110] direction of LSMO (

p
2aLSMO= 5.477

Å) and the [100] direction of YSZ (aYSZ=5.14(7) Å). This significant difference in lattice mis-
match at first sight suggests a highly strained heteroepitaxy. This, however, would entail an
unfavourably large building up of strain energy. Thus, it is natural to expect the relaxation
of the nanostructure via misfit dislocation formation. As a matter of fact, although very
roughly estimated, the LSMO lattice parameter deduced from the �-2� scans corresponds
to the bulk LSMO value, already indicating a relaxed structure.

0.03 M, 900ºC 3 h0.03 M, 900 C 3 h

=45º




=45º




(001)YSZ,LSMO

[010]YSZ

[010]LSMO

(011) LSMO (022) YSZ
[100]YSZ [100]LSMO

Fig. 3.25: Pole figures of the (011)LSMO and (022)Y SZ reflections indicating
(001)LSMO[110]/ /(001)Y SZ [010] oriented nanoislands. The epitaxial relationship is sketched on

the right panel. The sample was 0.03 M, heat-treated at 900�C for 3 h.

Further evidence of the nanoisland strain state and of the epitaxial arrangement was
obtained using high resolution transmission electron microscopy (HRTEM) and electron
diffraction (ED) measurements. Fig. 3.26 (a) shows an ED pattern of a selected area, con-
taining both the YSZ substrate and a single LSMO nanoisland. The epitaxial relationship
of the individual island with respect to the YSZ substrate agrees with the (001)LSMO[110]jj
(001)YSZ[010] epitaxy, obtained from XRD measurements, for the whole nanoisland en-
semble. Note also that the sublattices of the substrate and the nanoisland can be easily
distinguished with the naked eye. Moreover, a measure of the lattice spacing separation is
consistent with a complete relaxation of the lattice parameters for LSMO. A HRTEM image
of an interfacial region is shown in Fig. 3.26 (b). Fourier filtering analyses reveal that the
strain contrast observed at the interface corresponds to dislocations with Burgers vector
~b=(aYSZ/2)[100] (evidenced with arrows in the image), with the extra half plane residing in
the substrate in order to accommodate the compressive lattice mismatch in the island. The
average distance between dislocations measured in the image, �4.0 nm, coincides with the
theoretical value j~bj/� for a complete misfit relaxation. Our results thus confirm that the
LSMO islands on YSZ are free of misfit strains. They also demonstrate the good crystalline
quality within an individual island.

(111)LSMO-ORIENTED NANOISLANDS

Despite constituting the vast majority of the nanoislands, the out-of-plane (001)-oriented
nanostructures are not the only present in our LSMO/YSZ system. The triangular morphol-
ogy observed in a number of samples, in fact, points at a different out-of-plane orientation.
This was indeed proved in a sample exhibiting a notable amount of triangular features
(around the 25% of the total island population). Fig. 3.27 shows the AFM topography im-
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3.4. LSMO on YSZ

(b)(a)

Fig. 3.26: (a) ED pattern taken across the island-substrate interface. It shows the epitaxial rela-
tionship (001)LSMO[110]/ /(001)Y SZ [010]. The LSMO and YSZ lattices are marked by dashed
and continuous lines, respectively. (b) Cross-sectional HRTEM image of a (001)-oriented LSMO
nanoisland, where the arrows indicate regularly spaced misfit dislocations at the island/substrate
interface. The LSMO island and the YSZ substrate are viewed along the [110] and [010] zone axes,

respectively. Courtesy of P. Abellán.

age of the sample featuring both square and triangular nanoislands. The pole figure of the
(011)LSMO reflection, with poles falling at χ =35.3◦, indicates the presence of the (111)LSMO

out-of-plane orientation, which coexists with the previously described (001)LSMO popula-
tion. The multiplicity of a reflection displaying the (111) out-of-plane orientation is 3. The
fact that we observe 12 poles in total accounts for the four different in-plane orientations
that the triangle can choose on the substrate. The presence of four populations is proved
through AFM images; we have highlighted an example of each in Fig. 3.27 (a). The poles
encircled in Fig. 3.27 (b) correspond to one of the four populations, separated 120◦in φ.
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Fig. 3.27: (a) 3µ m × 3µ m AFM topography image of a 0.03 M LSMO nanostructured sample,
processed at 900◦C for 1 h. In addition to the square shape islands we may observe a large number
of triangular islands. Examples of the four possible in-plane orientations are marked within white
squares. (b) Up to 12 poles, at χ=35.3◦, are detected in the (011)LSMO reflection pole figure due to

the four possible in-plane orientations; each of them yields three 120◦separated poles.

The epitaxial relationship of the (111)LSMO oriented islands is further supported by
TEM and ED analysis. Fig. 3.28 (a) shows the ED pattern for one (111)LSMO-oriented
nanoisland displaying the epitaxial arrangement (111)LSMO[11-2]| | (001)YSZ[100]. Since there
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are four possible ways for the island to orient on the substrate, the in-plane epitaxial rela-
tionship can also be [1� 10]LSMOjj[100]YSZ for the 90� rotated triangle, and [�1� 12]LSMOjj
[100]YSZ and [�110]LSMOjj[100]YSZ for the corresponding mirror images. The four possible
arrangements are sketched in Fig. 3.28 (b). It is also important to note that this epitax-
ial configuration imposes two different nominal misfit values on the in-plane matching
directions. While the misfit for [1� 10]LSMOjj< 100 >YSZ is ��-6% (the same as for the in-
plane directions of the (001)LSMO-oriented square pyramids), the nominal misfit value for
[�1� 12]LSMOjj< 100 >YSZ is as large as ��-19%. These values are indicated in the sketch
of Fig. 3.28 (b). Nonetheless, similarly to the case of the (001)LSMO-oriented nanoislands,
the ED patterns indicate that these large strains are also relaxed in the case of (111)LSMO-
oriented triangles.

(b)

19%

(a)

~-19%

~-6%

Fig. 3.28: (a) ED measurement of a (111)LSMO-oriented triangular nanoisland, zone axis
[110]LSMO , exhibiting a (111)LSMO[11-2]jj(001)YSZ[100] epitaxial relationship. (b) Sketched di-
agram of the four possible in-plane epitaxial arrangements of the (111)LSMO nanoislands. The
nominal misfit values between nanoisland and substrate are �-6% and �-19% for the two orthog-

onal directions.

In summary, we have found that the solution-derived self-assembled structures that
we grow are LSMO nanoislands of high crystalline quality and relaxed strain state. The vast
majority of them exhibit a (001)LSMO out-of-plane orientation with respect to the (001)-YSZ
substrate and are oriented at 45� with respect to the plane. We have also identified a minor-
ity population of (111)LSMO-oriented nanoislands, which exhibit triangular morphologies.
The analysis done here concerns nanostructured samples grown at 900�C. The next section
deals with the system characteristics at higher annealing temperatures.

In�uence of high annealing temperatures

In order to examine the effect of higher temperatures in the self-assembled LSMO nanois-
land system we performed a series of experiments at 1000�C and 1300�C. Both LSMO and
YSZ are reported to be thermodynamically stable at these temperatures and at the oxy-
gen pressures that we use (pO2

�1 bar) [177–180]. Fig. 3.29 shows 5 µm� 5 µm AFM to-
pography images of two LSMO systems, both grown from 0.03 M solutions, and subject to
T�1000�C annealings. The nanoisland t and D distributions are also shown. The first thing
to note with respect to the 900�C examples of Fig. 3.21 is a clear decrease in area coverage
together with a notable increase in both nanoisland t and D. At 1000�C islands easily attain
lateral sizes around �180 nm and thicknesses in the �60 nm range. It appears that the
atomic diffusivity at 1000�C is high enough to promote coarsening, i.e. the growth of large

64



3.4. LSMO on YSZ

islands at the expense of smaller islands. This yields a system in which 40 nm-thick and
100 nm-wide islands coexist with 100 nm-thick and 300 nm-wide structures. By increasing
the temperature to 1300�C, islands attain even higher thickness and lateral sizes, i.e. t�80
nm and D�220 nm [see Fig. 3.29 (d)]. The inset in Fig. 3.29 (c) shows a thresholded image,
where the color scale has been restricted (nanoislands appear saturated) to better see the
substrate step morphology. We see that the high diffusivity at such high temperatures pro-
motes the evolution of the terraces into curved and rounded-shape steps. These structures
feature heights larger than one unit cell (what is known as step bunching).
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Fig. 3.29: 5�m� 5�m AFM topography images featuring self-assembled nanoislands after heat-
treatments at (a) 1000�C for 5 h, and (c) 1300�C for 5 h. The solution concentration was 0.03 M.
(b)&(d) Nanoisland thickness and lateral size histograms show larger and higher nanoislands with

increasing annealing T.

In order to examine the crystal structure of the systems annealed at high temperature
we performed XRD measurements. Fig. 3.30 shows the �-2� analysis of two self-assembled
nanoisland systems on YSZ (0.03 M), annealed at (a) 1000�C for 24 h, or (b) 1300�C for 5
h. The sample treated at 1000�C for 24 h exhibits an intense and narrow (002)LSMO peak
in addition to a small yet clear (001)LSMO peak, which was hardly detectable in the 900�C
1 h sample of Fig. 3.24 (a). Such increase in the intensity suggests an improvement in
the crystallinity of the LSMO phase at high temperatures. In contrast, the intensity of the
(002)LSMO reflection decreases substantially in the �-2� scan of the 1300�C sample, while
two other peaks, marked with red arrows, appear. As a matter of fact, although less evi-
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dent, there are also traces of these new peaks in the �-2� scan of image (a), also indicated
with red arrows. No evidence for such peaks was found in 900�C treated samples (see e.g.
Fig. 3.24).
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Fig. 3.30: �-2� scans of self-assembled LSMO nanoislands on YSZ, heat treated at (a) 1000�C 24
h, and (b) 1300�C 5 h. Note how the LSMO reflections are clear in (a) and, in contrast, barely
noticeable in (b). Two new peaks (marked with red arrows), particularly obvious in (b), also develop.

Fig. 3.31 shows the zoomed-in �-2� scans from Fig. 3.30 (b), to better appreciate the
two new peaks. Interestingly, the corresponding 2� values, i.e. 2�=33.2� and 2�=69.7�,
accurately match the (004) and (008) reflections of the cubic pyrocholore La2Zr2O7 (read
Lanthanum zirconate, LZO) compound [181–183]. Moreover, the I(004)/I(008) ratio of our
measurement, around 5.6, is in fair agreement with the reported ratios found in the litera-
ture [I(004)/I(008)=5.34 [181], I(004)/I(008)=4.8 [182]]. The insets in Fig. 3.31 display the
rocking curves of the (004)LZO and (008)LZO reflections, with FWHM values of �2� and
�1.4�, respectively. From these results it follows that LSMO chemically reacts with YSZ to
form LZO. Pole figures from XRD2 measurements were also recorded for the most intense
(222)LZO reflection, with 2�=28.6� (not shown). Next to the substrate (111)YSZ reflection
at 2�=30�, we detected, in the 1300�C heat-treated sample, a notable shoulder, absent in
900�C treated samples. Despite being difficult to resolve due to the nearby intense and
wide substrate peak, it was already sufficient to prove that LZO grows cube on cube on top
of YSZ, i.e. (001)LZO[100]jj(001)YSZ[100] {. This epitaxial relation gives a lattice mismatch
�=-4.45% (2 YSZ unit cells 2aY SZ=10.3 Å, are matched to one LZO unit cell aLZO=10.78 Å).

In conclusion, our findings show the formation of epitaxial LZO grown from the in-
terfacial reactivity of the YSZ substrate in contact with LSMO at 1300�C. In fact, a subtle
indication of LZO formation, not yet at expenses of LSMO formation, is already detected
at large annealings (24 h) at 1000�C. The reaction between YSZ and LSMO grown with dif-
ferent methods and subject to different heat treatments has produced a large body of work,
mainly prompted by the great interest of the LSMO/YSZ cathode-solid electrolyte system
for Solid Oxide Fuel Cells (SOFCs) [184–187]. It is generally accepted that long annealing
times and high temperatures can yield an evaporation or diffusion of Mn into YSZ, along
with the reaction of La with (Yttrium doped) zirconia [185, 188]. Insulating and with 1000
times less ionic conductivity than YSZ, LZO severely hampers the adequate operation of
SOFCs. Consequently, in both the search for ferromagnetic self-assembled nanostructures,

{Alternatively, the fact that no peak appeared at any other φ value different from the substrate φ value yields
the same conclusion.
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Fig. 3.31: Zoomed-in �-2� scans from Fig. 3.30 (b). The peaks marked with red arrows indicate
the (004)LZO and (008)LZO reflections. The rocking curves of those two peaks are displayed in the

insets of the graphs.

and for SOFC applications, it is of considerable relevance to determine the experimental
conditions at which this reaction occurs.

3.4.2 Morphology of self-assembled LSMO nanoislands on YSZ

So far we have discussed the evolution of the LSMO self-assembled nanoisland system and
illustrated the general trends in island thickness and lateral size distribution. The crystal-
lographic orientations of two island populations, the predominant out-of-plane (001)LSMO

and the less abundant (111)LSMO [in the following named (001)LSMO-oriented and (111)LSMO-
oriented nanoislands], were also determined. In this section we will focus on the detailed
individual morphology of the LSMO nanoislands. This knowledge will be necessary for
later studies on the magnetic properties of the nanoislands.

Main morphologies of LSMO nanoislands on YSZ

Fig. 3.32 summarizes the general aspect of the standard system of self-assembled LSMO
nanoislands grown from a 0.03 M solution at 900�C for 3 h. The 1:5 µm� 1:5 µm AFM
image in Fig. 3.32 (a) shows the nanoisland ensemble, which consists of a majority of
square-base nanoislands and also includes one triangular structure. The truncated edges
of the triangle are a common feature of these structures. The line profile in Fig. 3.32 (b)
evidences typical nanoisland sizes with thickness t�20-35 nm and lateral size D�120 nm.
These values are approximate due to the AFM tip-nanoisland convolution, which also pre-
cludes resolving the actual angle of the island facets.

The geometry and facets of the nanoislands may be derived from cross-section TEM
images such as the low magnification TEM micrograph in Fig. 3.33 (top row). The high res-
olution (HR) low magnification images in the lower panel display two individual LSMO
islands: Fig. 3.33 (a) shows the truncated pyramid morphology of a square-base (001)LSMO-
oriented island and, next to it, Fig. 3.33 (b) displays a large flat (111)LSMO-oriented nanois-
land, i.e. triangle-based. The inclined facets in (a) are found to be the (111)LSMO crys-
tallographic planes, as deduced from the projected �55� angle of the facet with respect
to the [001]-substrate horizontal direction. The square-base (001)LSMO-oriented nanois-
lands are thus truncated pyramids limited by lateral (111)LSMO facets and top and bottom
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Fig. 3.32: (a) 1.5�m� 1.5�m AFM topography image of a 0.03 M 900�C 3 h treated LSMO on
YSZ self-assembled nanoisland system. (b) Line profile corresponding to the dashed line in (a),

showing the typical nanoisland sizes.

(001)LSMO planes. Regarding the triangular islands, Fig. 3.34 (a) shows the TEM image of a
(111)LSMO-oriented nanoisland, seen along the [�110]LSMO direction. The projected lateral
facets of the image are in agreement with (1� 1� 1)LSMO and (001)LSMO crystallographic
planes, as indicated in the image. TEM image analysis are thus consistent with (111)LSMO

top facets laterally bounded by f1� 11gLSMO planes at �70.5� from the top plane, trun-
cated at the edges by (001)LSMO facets. A top-view drawing of the nanoisland orientation
is sketched in the lower panel. Fig. 3.34 (b) shows a 3D model of the (111)LSMO-oriented
LSMO nanoisland, displaying its facets and the epitaxial relationship with respect to YSZ.

(111)
(111)

(a) (b)

200 nm

(111)
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(001)
(111)

(111)

Fig. 3.33: (Top-row) Low resolution TEM cross-section image of a collection of self-asssembled
LSMO nanoislands on YSZ. (a)&(b) HR low magnification cross-section images of (a), a
(001)LSMO-oriented nanoisland, exhibiting a truncated pyramid geometry shaped by (111) lateral
facets, and (b), a (111)LSMO-oriented nanoisland. The YSZ substrate and the LSMO island are
viewed along the [010] and [110] zone axes, respectively. The AFM images next to the TEM images

indicate the in-plane morphology of each of the islands. TEM images courtesy of P. Abellán.
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Fig. 3.34: (a) TEM image of a (111)LSMO-oriented nanoisland showing its facets. The nanois-
land is seen along the [�110]LSMO direction. Courtesy of P. Abellán. A top-view drawing of the
nanoisland is sketched below. (b) 3D model for the (111)LSMO-oriented island showing its facets
and its epitaxial relationship with respect to the substrate. Note that the truncated edges correspond
to f100g planes. The simulation is done using the program ‘Rhodius’ from Universidad de Cádiz

[189, 190] (courtesy of Prof. J. Arbiol).

The above results concern the main structures observed in the LSMO/ YSZ system
under standard treatment conditions, i.e. 900�C annealing for 1 to 3 h. However, the
LSMO/YSZ system exhibits an alternative island morphology which can arise from iden-
tical processing conditions as the ones just mentioned. Fig. 3.35 illustrates this fact: it
shows two 1:5 µm� 1:5 µm AFM images, (a) and (b), of two samples grown from 0.03 M
solutions processed at 900�C for 1 h. While in (a) we obtain the previously described ar-
rangement of well separated triangular and square-base islands, Fig. 3.35 (b) displays a
much denser assembly featuring square islands which appear rotated by 45� with respect
to the square islands of Fig. 3.35 (a). Strictly speaking, the base of these new islands is
not necessarily squared, but it shows a trend towards a rectangular shape. For the sake
of simplicity, however, we are going to name the squares from sample (a) regular-squares
and those in (b) rotated-squares. The difference in morphology is apparent in the amplitude
images (a’) and (b’). Interestingly, XRD pole figure measurements for the sample featur-
ing rotated-squares gave exactly the same epitaxial relationship as the one discussed for
regular-square (001)LSMO-oriented nanoislands, i.e.(001)LSMO[110]jj(001)YSZ[010]. This is
illustrated in the sketches of Figs. 3.35 (a”) and (b”). As a result of having the same crystal-
lographic orientation it follows that the oblique facets of the rotated-squares cannot be the
(111)LSMO facets, as in the case of the regular-square nanoislands. Simulations of the sys-
tem were done in collaboration with Prof. J. Arbiol using the Rhodius simulation tool from
UCA (Universidad de Cádiz) [189, 190]. A number of possibilities including the f101g
and f201g family of planes were revealed as possible options for the inclined facets of the
rotated-squares. However, TEM cross-section studies would be required for confirmation.
In brief, in this alternative configuration, the crystallographic orientation of nanoislands
remains the same and only the morphology of the islands changes, accompanied by a qual-
itative change in the self-assembly, which proceeds via formation of smaller and closely
spaced nanoislands.
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Fig. 3.35: Morphological differences exhibited by LSMO nanoisland ensembles after identical
growth processing. (a)&(a’) 1.5�m� 1.5�m AFM topography and amplitude images, respectively,
of the sample with (001)LSMO-oriented regular-squares. It exhibits some (111)LSMO-oriented is-
lands (triangles) as well. The area coverage is in the 10-15% range. (b)&(b’) 1.5�m� 1.5�m AFM
topography and amplitude images, respectively, of the sample featuring closely packed rotated-square
islands, 45� rotated with respect to the regular-square islands in (a). Some very few triangular is-
lands may also be detected, far smaller than their (a) image counterparts (inside white squares).
Area coverage ranges between 25-35%. The epitaxial arrangement of the square-base nanoislands in
both samples is identical, as sketched in (a”) and (b”). Nonetheless, the truncated square pyramids
in (a”) display (111)LSMO lateral facets, while the islands in (b”) show different facets. One of the

possibilities, the f101g family of planes, is indicated in (b”).
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3.4. LSMO on YSZ

Study of the possible mechanisms driving the LSMO nanoisland morphologies on YSZ

In order to examine the driving force responsible for the regular and rotated-square nanois-
land shapes, we first considered the substrate surface. The critical role of the substrate
surface in the self-assembly of epitaxial nanoislands is a widely accepted issue, yet not
always well understood. Surface defects, step kinks and edges, typically provide preferen-
tial nucleation sites, and also may influence the growth kinetics of the first formed nuclei
[191, 192]. The morphology of the substrate surface will also affect the stress distributions
within a nanostructure and, consequently, its relaxation mechanisms. For instance, the for-
mation of dislocations will vary for islands nucleated on a flat terrace or on a kink. These
issues have been investigated by Hesse and co-workers, also in oxide heteroepitaxial sys-
tems. Their studies show the impact of substrate pits and steps on the morphology and
domain distribution of oxide nanoislands, as compared to islands grown on perfectly flat
YSZ substrates [176, 193, 194].

In an attempt to associate our observed LSMO morphologies to some underlying subs-
trate pattern, we analyzed the YSZ substrate surface characteristics. Fig. 3.36 shows the
AFM images of four LSMO/YSZ nanostructured samples. In them, either rotated-square
[(a) and (b)] or regular-square [(c) and (d)] nanoisland are present, after identical growth
processing. We can also identify a few triangles. AFM topography images (1 µm� 1 µm,
at the center of the figure) are thresholded, i.e. their z scale is reduced in order to better
see the height distribution within the substrate surface. This makes the island morphology
blurry, and therefore we have included the phase images corresponding to each sample
(0:5 µm� 0:5 µm, in gray). The latter images clearly display the distinct island morpholo-
gies. The surface steps in the images exhibit one unit cell heights. An example is given for
Fig. 3.36 (a).

An analysis of Fig. 3.36 (a), reveals remarkably large substrate terraces, ��400 nm
wide, displaying plenty of kinks and holes. Note also that most of the nanoislands are lo-
cated at the edges of substrate steps. A very different landscape emerges from Fig. 3.36
(b), where substrate terraces are very narrow and smooth, and hence the islands occupy
more than one terrace. Although, again, island nucleation is likely to happen at the steps
edges, the large size of the structure with respect to the terrace width makes this point dif-
ficult to confirm. Still, the interaction between island and substrate is clearly revealed in
the curving of the substrate step at nanoislands locations, (some of this bending is signaled
with arrows). Note that a similar influence of the island on the substrate terrace is appar-
ent in Fig. 3.36 (c): the substrate steps near an island curve towards the high level side.
Furthermore, �5 u.c. high trenches develop around the islands, as revealed by the dark
halos surrounding the structures, and by the line profile displayed at the left of the image.
Previous works suggest that these trenches develop via diffusion of surface molecules from
the immediate surroundings towards the nanostructures [193, 194]. In any case, it appears
that both in Figs. 3.36 (b) and (c) the substrate surface morphology and the effect of the is-
land presence on the substrate steps are comparable. Despite similar substrate-nanoisland
interaction one sample features rotated-square islands and the other regular-square struc-
tures. An intermediate terrace width is found in Fig. 3.36 (d), where the bending of the
substrate due to the presence of islands also occurs. Note how in this case, as the island
size is slightly smaller than the terrace width, one can clearly see that the nanoisland sits on
the step edge, which curves at the sides of the structure. It is not difficult to imagine, in a
subsequent evolutionary stage, the complete receding of the step to yield a similar situation
as that observed in Fig. 3.36 (c).
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Fig. 3.36: Two 0.03 M 900�C 3 h and other two 0.015 M 900�C 1 h samples featuring either rotated-
square (top row) and regular-square island (bottom row) morphologies. The 1�m� 1�m AFM
topography images, in the center, are thresholded in order to emphasize the underlying substrates’
step-terrace structure. Phase images at the sides of the topography images, 0.5�m� 0.5�m, in grey,
show the different nanoisland shapes, either rotated or regular-square. Substrate terraces vary from
wide in (a) to very narrow in (b) and (c). They display 1 u.c. of step height, exemplified by the
line scan in (a) (blue dashed line marks the exact place of the profile). In sample (c) islands appear
surrounded by �5 u.c. high trenches, depicted in the corresponding line profile. Little arrows

throughout the images indicate some of the substrate step bending.
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3.4. LSMO on YSZ

From the above results we deduce that the specific substrate step-terrace morphology
is not a determining factor deciding whether rotated-square or regular-square island mor-
phologies will occur. This is suggested by the fact that nanoisland-substrate interactions
appear to be independent of the nanoisland shape.

Once we have ruled out the substrate surface as the driving force for a specific nanois-
land shape, we need now to consider the nanoislands by themselves. The fact that nanois-
lands from samples grown after the same treatment show either f111gLSMO or f101gLSMO

crystallographic planes (supposing we have the latter family of planes in the rotated-square
nanoislands) suggests that the surface energies of these facets might be of comparable
magnitude. No surface free energy values for different La0.7Sr0.3MnO3 crystal planes are
reported in the literature. For similar compounds such as La1�xCaxMnO3, however, no
strong differences are reported for the energies of low index crystal planes, with values
that vary very slightly from one crystal plane to another and which further depend on the
specific chemical termination [whether Mn-terminated or La/(Ca,Sr) terminated] [158].

Within the hypothesis of two energetically close scenarios one would in principle ex-
pect both nanoisland morphologies to coexist on the same sample. This situation, how-
ever, was very rarely observed in the more than three dozens of processed samples. This
observation underlines the relevance of island-island interaction (in addition to the simi-
larity in surface free energies of the LSMO facets): once the system has opted for a certain
nanoisland morphology, either regular or rotated-square, this will be the shape of all of
the nanoislandsk. To corroborate this picture it is useful to verify whether one island mor-
phology may be closer to the thermodynamic equilibrium than the other. For that purpose
we studied early and advanced evolution stages of the system by moving away from the
900�C 1-3 h heat treatments presented so far, as we explain next.

Fig. 3.37 shows the experimental results of LSMO on YSZ self-assembled nanoisland
systems at advanced stages [T�900�C, (a) and (b)] and fairly initial stages [(c) and (d)] of
its evolution. As also done in Fig. 3.36, we threshold the AFM topography images, and we
also provide zoomed-in phase images that reveal the morphology of the nanoislands. The
first thing we notice is that all samples, whether in the initial or in the advanced stage, ex-
hibit the rotated-square nanoisland morphology. In fact, the examples shown in Fig. 3.29,
annealed at T�1000�C, already showed this rotated-square morphology. Therefore, we can
dismiss the hypothesis that there is a gradual shape evolution from a less stable configu-
ration towards a more stable equilibrium configuration. Nevertheless, further experiments
are required to prove if regular-squares are never achieved at the extreme conditions, i.e. at
high temperatures and long annealing times, and at low temperatures and short annealing
times. At present, we do not have enough statistics to rule out such possibility. Concerning
the substrate surface, note that the high T and long annealing in Fig. 3.37 (a) results in a
strong step meandering, with step heights as large as �5 u.c.; these again emphasize the
redistribution of substrate material in this nanostructured system, as we already observed
in Fig. 3.36 (c). Remarkably, although the substrate behavior was similar in Fig. 3.36
(c), the nanoisland shape was regular-square, while here it displays rotated-square shape.
This once more confirms that the substrate morphology does not determine the nanoisland
shape.

In summary, in this section we have presented the study of the LSMO nanoisland

kWhen talking about the different nanoisland morphologies we are only considering (001)LSMO-oriented is-
lands, i.e. not the triangular islands. Triangles have a different crystallographic orientation, and thus their forma-
tion is decided at the nucleation stage.
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Fig. 3.37: Comparison of the nanoisland morphologies obtained at advanced stages (top row) and
initial stages of the system evolution (bottom row). All of the examples feature rotated-square nanois-
lands. AFM topography images (in the center of the figure) are thresholded in order to observe the
underlying substrate morphology while, at their sides, phase images illustrate the nanoisland shape.
High T and long annealing times in (a) result in the substrate terrace meandering and in the build-
ing of steps as high �5 u.c. In (b), although clean, the substrate does not form a clear step-terrace
structure. Finally, the initial evolution stage and the density of the system imaged in (c) and (d)

suggest that there may be considerable amount of material left on the substrate.
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morphology on YSZ. We have shown that (001)LSMO-oriented and (111)LSMO-oriented
nanoislands display square-base truncated pyramid and triangular-base shapes, respec-
tively, faceted along well-defined crystallographic planes. We have also demonstrated that
(001)LSMO-oriented nanoislands exhibit two possible morphologies, either regular-square
or rotated-square. The crystallographic orientation of both nanoislands is identical, which
indicates that they are shaped by different LSMO lateral facets. Our results also show that
both (001)LSMO configurations appear under identical processing conditions, suggesting
they are energetically close. These two morphologies do not appear to coexist, which sug-
gests that island-island interaction may play a key role. Additionally, we have shown that
the nanoisland morphology, whether regular or rotated-square, does not depend on the
substrate morphology. Surface steps, when treated at high T and/or for long times, un-
dergo strong bending and meandering, attaining heights that are well above one unit cell.
Finally, there appears not to be an ‘initial stage’ or ‘advanced stage’ morphology, although
a more exhaustive study would be necessary to conclusively correlate the influence of the
heat treatment on the final nanoisland configuration.

3.4.3 Magnetic Characterization of LSMO on YSZ self-assembled nanois-
lands

After having investigated the growth aspects of CSD-derived self-assembled LSMO nanois-
lands grown on YSZ, we now turn to the study of their macroscopic magnetic properties.
The present section will focus on the macroscopic magnetic properties of the LSMO on
YSZ nanoisland system, while the nanoscale magnetic behavior will be addressed in the
following chapters.

Magnetization loops and Curie Temperature

Macroscopic magnetization measurements were carried out in a SQUID magnetometer
(Quantum Design MPMS-XL7) at temperatures between 10 K to 300 K and varying mag-
netic fields from 0 T to 7 T. Fig. 3.38 shows the in-plane isothermal magnetization loops
measured for a collection of epitaxial LSMO nanoislands grown on YSZ from a 0.015 M
solution, heat treated at 900�C for 1 h [see the appearance of the system in Fig. 3.19 (b)].
We have plotted the SQUID measured signal, i.e. the magnetic moment m, against the in-
plane applied field H . The substrate diamagnetic response (M linear dependency against
H) has been subtracted in order to extract the ferromagnetic (FM) behavior specific to the
LSMO nanoislands. Note that we measure m values below 2 � 10�5 emu, near the effec-
tive resolution limit of our measurements, which we found to be in the �10�6 emu range.
Recall that 0.015 M yields an ultra-thin FM layer with teq�1.5 (�0.5) nm (see Fig. 3.20). For
higher concentrations, the signal to noise ratio improves (Fig. 3.40 shows a representative
example of a 0.03 M sample). The bottom row of Fig. 3.38 displays the magnified view of
the center of the loops, to better appreciate the M vs H dependency. Coercive fields HC

decrease from �200 Oe at 35 K, down to �150 Oe at 110 K, and �20 Oe at 300 K. The sat-
uration and remanence magnetic moment, as well as the coercive field inferred from Fig.
3.38, are summarized in Tab. 3.2.

In Fig. 3.39 we show the saturation magnetization values MS deduced from the hys-
teresis loops for a number of samples with nanoislands grown from distinct concentrations.
Here MS = ms

V = ms
Steq

, with ms the saturation magnetic moment, S the substrate surface
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Fig. 3.38: Isothermal magnetization loops for various temperatures measured with SQUID. The
bottom row displays a magnified view of the center of each loop. The sample of self-assembled LSMO
nanoislands was grown from a 0.015 M precursor solution, i.e. teq�1.5 nm, treated at 900�C for 1

h, see Fig. 3.19 (b).

T mS(�10�5) mr(�10�5) HC

(K) (emu) (emu) (Oe)
35 1.8 0.8 214
110 1.7 0.7 150
300 0.86 0.2 20

Tab. 3.2: Magnetic moment and coercive field values inferred from Fig. 3.38.
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(5 mm� 5 mm) and teq the equivalent film thickness. The large error bars in Fig. 3.39 asso-

ciated to MS , are given by the expression ∆MS =
���∂MS(teq)

∂teq

��� = ms
St2eq

∆teq , i.e. they originate
from the large uncertainty in the estimate of the teq values (see Tab. 3.1). For comparison,
we have plotted bulk LSMO MS values at different temperatures, taken from the work of
Park et al. [19]. In addition to the expected decrease of MS with T , we observe that the
saturation magnetization values of the LSMO nanoisland ensemble are not far from the re-
ported values for bulk LSMO, which is a remarkable fact considering the island nanometric
dimensions, typically below t�40 nm and D�200 nm in thickness and lateral size, respec-
tively. Only for 300 K the measured magnetization seems to diverge more substantially
from the values reported for bulk LSMO. It is also worth emphasizing the general trend
of decreasing magnetic signal with decreasing solution concentration. We shall go back to
discussing this point later in the section. Let’s also remark that the 0.03 M LSMO ultra-thin
films on STO and LAO studied at the beginning of this chapter exhibited saturation mag-
netizations in the order of �230 kA/m at 35 K, which is more than a factor 2 smaller than
the MS values obtained for LSMO nanoislands on YSZ, grown from 0.015 M (�480 kA/m
at 35 K) and 0.03 M (�465 kA/m at 110 K) solutions. Tab. 3.3 collects the data which yield
the plot in Fig. 3.39.
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Fig. 3.39: In-plane MS values for various temperatures, of different self-assembled LSMO nanois-
lands on YSZ. The horizontal axis indicates the precursor concentration. The plotted data are listed
in Tab. 3.3. The dashed lines indicate the bulk LSMO MS values from the work of Park et al. [19].

Fig. 3.40 shows the magnetization curves measured at 110 K for a 900�C 3 h sam-
ple grown from a 0.03 M solution [see Fig. 3.32 (a)], both with in-plane and out-of-plane
applied field. The two hysteresis loops in Fig. 3.40 reveal that the easy magnetization
axis of our system of self-assembled epitaxial LSMO nanoislands lies within the sample
plane. An in-plane easy axis is expected in ferromagnetic thin films, due to the strong
shape anisotropy [195]. Such a behavior is not straightforward in 3D objects, nor in com-
pressively strained nanoscale systems. As a matter of fact, thin LSMO films grown under
compressive strains have been reported to exhibit an out-of-plane easy magnetization axis
as a consequence of the magnetoelastic contribution [27, 28, 196]. Nevertheless, in our
LSMO nanoislands, the nominal ��-6% compressive strain is relaxed, and, on the other
hand, although, strictly speaking, they are 3D objects, they are rather flat islands with typi-
calD=t values larger than 4. The overall behavior, in the end, is that it results easier to satu-
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Conc. teq ∆teq T mS(�10�5) MS ∆MS ∆MS,rd. HC No.Samp.
(M) (nm) (nm) (K) (emu) ( emu

cm3 ) ( emu
cm3 ) ( emu

cm3 ) (Oe) _

0.015 1.5 0.5
35 1.8 480 160 200 200 1

110 1.6 427 142 100 130 2
300 0.86 229.3 76 80 20 1

0.022 2.2 0.5
35 3.1 563 128 100 155 1

110 2.9 527.3 120 100 115 1
300 1.8 327 74 70 20 1

0.03 3.5 0.5
110 4.07 465 66 70 115 3
160 4.3 491 70 70 90 1
300 2.7 309 44 40 20 2

0.06 5.5 1
110 7.7 560 102 100 100 1
300 5.3 386 70 70 30 1

Tab. 3.3: In-plane saturation magnetic moment ms and magnetization Ms values for a set of differ-
ent solution concentrations, measured by SQUID. ∆MS is the error associated to MS, due to the
uncertainty in the teq equivalent thickness estimation. ∆MS,rd. represents the error rounded up to

a single significant figure. 1 emu/cm3= 1 kA/m.

rate the system with an in-plane applied magnetic field than with an out-of-plane field. In
order to determine which in-plane direction is the easy magnetization axis, we conducted
Ferromagnetic Resonance experiments, which we shall discuss in the next section.
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Fig. 3.40: Normalized magnetization vs H loops at T=110 K for magnetic fields applied in-plane
(black dots) and out-of-plane (red triangles), indicating that the easy axis of the self-assembled
LSMO nanoisland system lies within the sample plane. The sample was grown from 0.03 M so-
lution, heat-treated at 900�C 3 h. A magnified view of the center of the cycles is given in the inset.

Fig. 3.41 shows the temperature dependence of the saturation magnetization of LSMO
on YSZ nanoislands grown from 0.015 M and 0.03 M precursor solutions. The Curie tem-
perature deduced from the plots, Tc�350�5 K, is close to that of bulk LSMO (TC�360 K
[82]), which is quite a remarkable result for sub-200 nm wide �20-30 nm thick nanostruc-
tures. This high TC value can be correlated to the absence of strain within the islands
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3.4. LSMO on YSZ

-deduced from XRD and TEM investigations- and also to the non-invasive self-assembly
growth process, which prevents the degradation of the magnetic properties caused by ion
implantation or radiation damage induced by nanolithography processes [66]. A TC �350
K value was also measured for the 0.06 M nanostructured sample (not shown).
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Fig. 3.41: Saturation magnetization as a function of temperature for two LSMO on YSZ nanoisland
samples grown from 0.015 M and 0.03 M precursor solutions. TC takes a value close to 350 K. A

50 mT in-plane magnetic field was applied.

It is noteworthy that the magnetic signal plotted in Fig. 3.41 is larger in the case of
the 0.03 M sample, consistent with the general trend that emerges from Fig. 3.39, which
shows larger MS values for increasing concentration values. For smaller precursor solu-
tion concentrations, the general tendency is to have smaller self-assembled nanoislands,
i.e. increased surface to bulk ratios. Lower magnetic signals could thus be related to the
presence of a ferromagnetic dead layer. As already mentioned for LSMO on STO and LAO,
the existence of ferromagnetic dead layers is associated to free surfaces and interfaces of
manganite thin films and nanostructures. Such surface and interface layers are precisely
the places where the lattice symmetry is broken, defects and non-stoichiometries may be
important, and the Mn3+-O2�-Mn4+ angles distort with respect to the bulk [25, 26, 197].

Fig. 3.42 shows the volume fraction within an individual LSMO nanoisland which
would be non ferromagnetic, plotted as a function of D for specific t values. We have
considered the last 1 nm or 2 nm of the nanoisland to be a ferromagnetic dead layer. The
calculations are done for (001)LSMO-oriented regular-square islands (the island sketch is
plotted next to the graph of Fig. 3.42). We have derived the non-FM volume by multiplying
the dead layer thickness (assuming an homogeneously thick layer) to the area of the square-
base truncated pyramid. As it follows from the plot, the larger the island (larger t and D),
the smaller is the non-ferromagnetic fraction. If we take, for instance, a common D value
of 120 nm, the percentage of non-FM volume can vary from an upper limit of �44% (if we
consider a 2 nm dead layer in a t=10 nm thick island), to a lower limit of �11% (for a t=30
nm island and taking a 1 nm thick dead layer). These two limits are indicated in Fig. 3.42.
The difference between the magnetization of a 0.03 M derived LSMO nanoisland system
(MS�465 kA/m at T=110 K, see Fig. 3.39 and Tab. 3.3) and that of bulk LSMO from Park et
al. (�575.25 kA/m at T=110 K) [19] gives a non-FM volume of �20%, which is within the
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range of our calculated non-FM volume fractions. We will further comment on the dead
layer in the context of the LSMO nanoisland nanoscale analysis of Chapters 4 and 5.
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hand side remarks the nanoisland geometry.

In-plane magnetic anisotropy and magnetocrystalline anisotropy constant measurement
through FMR

Ferromagnetic Resonance (FMR) experiments were conducted to study the in-plane mag-
netic anisotropy of the system of self-assembled LSMO nanoislands on YSZ. These mea-
surements were performed in a Bruker ESP 300 spectrometer operated at 9.5 GHz in a
rectangular X-band cavity operating in the TE102 mode. The FMR spectra reported here
were done at 150 K keeping the applied field, H , in the sample plane. A representative 0.03
M 900�C/ 2 h sample, like the one imaged in Fig. 3.21 (a) was measured. Hence, a sample
consisting of regular-square pyramidal nanoislands. The results here presented are the out-
come of the collaboration with Dr. C. A. Ramos and Dr. R. D. Zysler from Centro Atómico
and Instituto Balseiro in Bariloche, Argentina. Fig. 3.43 shows the measured in-plane angu-
lar dependence of the resonant field Hr. This value is obtained at each angle by fitting the
FMR spectra with a Lorentzian lineshape. Experimental data show a clear angular depen-
dence of Hr at 150 K. Note that a minimum in Hr indicates an easy magnetization axis, in
this case the [110] axis of the LSMO nanoislands.

To explain the origin of the observed anisotropy we followed a standard formalism
[198]. The energy density function is defined as follows, developing up to the first order
the magnetocrystalline anisotropy term:

E = ��0
~H ~M +

�0

2
M2(Nx�

2
x +Ny�

2
y +Nz�

2
z) +K1(�2

x�
2
y + �2

x�
2
z + �2

y�
2
z) (3.2)

where the first term represents the Zeeman energy, the second is the magnetostatic con-
tribution (Nx; Ny; Nz are the demagnetizing factors) and the third is the cubic crystalline
anisotropy, with �i the direction cosines of the magnetization ~M . In this in-plane config-
uration, no magnetoelastic contribution should be expected since the strain exerted by the
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Fig. 3.43: FMR results. Open symbols represent the measured in-plane dependence of the resonant
field Hr at 150 K. The solid line is the fitting to the experimental data according to Eq. 3.4. The
inset shows the coordinate system used. The Hr minima, when the field is applied parallel to the

[110]LSMO direction, indicate an easy magnetization axis.

substrate on the pseudocubic LSMO is isotropic [195]. Moreover, we can rule out any pos-
sible deviation from a truly isotropic in-plane strain because nanoislands are fully relaxed.
Concerning the magnetostatic contribution, we estimated the demagnetizing field of a flat
square-based pyramid magnetized perpendicularly to its base and found N? = 0:70� 0:05

for island aspect-ratio D/t in the range of 4�1, which are the typical values found for this
kind of sample. Considering Nx+Ny +Nz = 1 (Nx = Ny = Nk � 0:15) it turns out that the
effective shape demagnetizing factor for the applied field, ~H , parallel to the pyramid base,
depends only on the difference N? � Nk � ∆N . We rewrite Eq. 3.2 using the coordinate
systems sketched in the inset of Fig. 3.43:

E = �0MH[sin � cos(θ� θH)] +
�0

2
M2∆N cos2 � +

K1

4
(sin4 � sin2 2θ+ sin2 2�) (3.3)

where (�, θ) define the position of ~M (inset in Fig. 3.43), and ~H is applied in the xy plane
at an angle θH with respect to the [100] axis. From the conditions dE

dθ = 0 and dE
dφ = 0 we

reach the corresponding equilibrium positions: � = π
2 and, by assuming K1=M << �0H ,

θ = θH , thus indicating that ~M lies in the xy plane and that it is parallel to the applied field.
Evaluating the second derivative of Eq. 3.3 at the equilibrium positions � = π

2 and θ = θH ,
and replacing the result in the Smit-Beljers equation [198], we obtain the FMR condition for
our system of nanoislands:�

!
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�
�0H + �0∆N M +

2K1

M

�
1� 1

2
sin2 2θ

���
�0H +

2K1

M
cos 4θ

�
(3.4)

where !==0.34 T, ! = 2�� with �=9.5 GHz the X-band microwave frequency used, and
 is the gyromagnetic factor for LSMO. The fitting of the experimental data to the Eq.
3.4 (solid line in Fig. 3.43) yields the values �0∆N M(150 K) = (0:393 � 0:004)T and
2K1=M(150 K) = �(0:021 � 0:002)T. Our numerical estimation of the flat pyramids’ ef-
fective demagnetizing field gives �0∆N M(150 K) = (0:3 � 0:1)T, where we have intro-
duced the measured saturation magnetization at 150 K M = 0:95 � (465 � 70) kA/m,
reduced a 5% from the 110 K value listed in Tab. 3.3 ��. Thus both values compare well
��We did not take directly the MS value at 150 K from the M(T) curve in Fig. 3.41 because it corresponds to a

81



and prove the validity of the assumptions made in the treatment. On the other hand, the
value for the magnetocrystalline anisotropy constant K1 is deduced from 2K1=M , giving
K1(150K) = �(5�1) kJ/m3. This result is in the order of what it is reported in literature for
LSMO films grown along the (001) plane which show the [110] in-plane easy axis [90, 199].
To our knowledge, this is the first reported shape anisotropy study for LSMO nanoislands,
along with the first measurement of K1 in such nanoscale systems.

In conclusion, regarding the macroscopic magnetic properties of self-assembled LSMO
nanoislands on YSZ, we have shown that the nanoisland ensemble exhibits clear ferromag-
netic behavior, with in-plane anisotropy, saturation magnetizations not far from the re-
ported LSMO bulk values (especially at low temperatures), and TC�350 K, i.e. well above
room temperature, and close to the TC�360 K of bulk LSMO. Such values are not straight-
forward to obtain in sub-micrometer magnetic oxide nanostructures: on one hand, their
processing relies typically on e-beam lithography and/or ion milling procedures, that were
found to lower the TC due to radiation damage and ion implantation [66]. The spontaneous
self-assembly process described in this work avoids these detrimental effects. On the other
hand, the influence of strain on the magnetic properties, widely claimed to cause lower TC
values, is also avoided: LSMO nanoislands show a highly crystalline strain-relaxed struc-
ture. We have also discussed the possible role of a ferromagnetic dead layer, which could
account for the lowering of the magnetization signals measured in the nanoisland ensem-
bles. Finally, we have analyzed the role of different magnetic anisotropy contributions in
the overall anisotropy of the self-assembled LSMO system, which has been proved to dis-
play an in-plane [110]LSMO magnetic anisotropy. This highlights the influence of the mag-
netocrystalline anisotropy (with < 111 >LSMO easy axis), and that of the shape anisotropy,
due to the platelet-like nanoisland shape. To the best of our knowledge, no LSMO nanois-
lands with lateral sizes below�200 nm and bearing the ferromagnetic properties presented
in this work have been reported up to date.

3.5 LSMO on MgO

In the present section we investigate a different oxide heterostructure, again consisting of
two very different compounds: perovskite type LSMO is now grown on MgO single crystal,
a well known binary oxide with rocksalt structure. The difference in lattice parameter
between LSMO and MgO results in a nominal tensile mismatch of +8.8%. Similarly to what
we have seen concerning the LSMO/YSZ heteroepitaxy, a homogeneous dispersion of self-
assembled nanoislands is also obtained for LSMO on MgO. However, and at variance with
the previous case, the ferromagnetic nature of the LSMO nanodots appears now largely
supressed. Also, the particular nanoisland self-assembly observed here, with nanoislands
decorating MgO step edges, appears dominated by island-substrate interaction. In order to
shed light into these facts, and further motivated by the intrinsic microstructural richness of
this system, a detailed TEM characterization of the LSMO/MgO interface has been carried
out in parallel to the present work, in the context of a recent PhD thesis within our group
[160].

single sample. Rather than that, we used the M(T) curve to extrapolate the decrease of M with T, but taking the
more realistic averaged value of MS at 110 K from Tab. 3.3
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3.5. LSMO on MgO

3.5.1 General view of the system

Our knowledge of CSD-grown LSMO on YSZ paved the way for the fabrication of self-
assembled LSMO nanoislands on MgO substrates. By using LSMO precursor solution
concentrations in the range of 0.015 M to 0.06 M (in Mn), we achieved a homogeneous
self-assembly of LSMO nanoislands on MgO, covering the whole 5 mm � 5 mm substrate.
Fig. 3.44 shows the result after processing a 0.03 M LSMO precursor solution deposited
on a MgO substrate at 900�C for 3 h. The 1 µm� 1 µm AFM topography image, in Fig.
3.44 (a), displays a high concentration of square and rectangular-base nanoislands, with
thickness t typically below 10 nm and widths D in the 40-60 nm range. The area coverage
for this sample is �35%. The amount of material calculated from AFM volume analysis is
comparable to what we obtained from growing 0.03 M solutions onto YSZ substrates. This
was expected, since identical spin-coating conditions were used, and the same wettability
of the solution with respect to the MgO was measured (recall the Experimental procedure
description in Chapter 2). Hence, the Concentration vs Equivalent thickness relation plotted
in Fig. 3.20 equally holds for this system.
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Fig. 3.44: (a) 1�m� 1�m AFM topography image of self-assembled LSMO nanoislands grown on
MgO from a 0.03 M solution, heat-treated at 900�C for 3 h. (b) Line profile corresponding to the

dashed line in (a), showing the typical island sizes.

A statistical study of nanoisland sizes gives the thickness t and lateral size D distribu-
tions plotted in Fig. 3.45 (a). Some very few islands (�3% in the AFM image of Fig. 3.44)
exhibit t values of �30-40 nm. If we neglect them, the thickness distribution appears cen-
tered in t�7 nm values, with a remarkably narrow dispersion (a standard deviation of �2
nm is measured). The lateral sizes are in the order of D�50 (�20) nm, which gives aspect
ratios of around D=t�7. These high aspect ratio values underline, once more, the tendency
of solution-derived heteroepitaxial systems to give nanoislands with widths larger than
thicknesses, a trend already highlighted in the LSMO/YSZ case. The Z-contrast STEM
image in Fig. 3.45 (b) further illustrates the lateral size vs thickness relation. Recall that
the intensity in a STEM micrograph is proportional to the Z atomic number of the imaged
element (the higher the Z, the brighter the contrast). Nanoislands are thus seen as bright
structures against the darker MgO substrate (ZLa:57, ZSr:38, ZMn:25 and ZMg :12).
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Fig. 3.45: (a) t and D histograms showing the island size distribution. The values correspond to
the sample shown in Fig. 3.44. (b) Low magnification STEM image showing 9 platelet-like LSMO

nanoislands (in bright contrast). STEM image courtesy of P. Abellán.

Crystallographic orientation

We combined XRD �-2� scans with pole figure measurements recorded with a 2D detector
in order to assess the overall crystallographic orientation of the nanoislands. A (001)LSMO

out-of-plane orientation emerges both from the �-2� scan and from the pole figure of the
(011)LSMO reflection, which appears at γ=45�. From the simultaneous measurement of
the (111)MgO reflection, rotated 45� in θ with respect to the (011)LSMO spots, we deduce
that nanoislands withstand a cube-on-cube epitaxy, i.e. (001)LSMO[100]jj(001)MgO[100]. It
is with such interface arrangement that the lattice mismatch between islands and substrate
is minimum (although still considerably high, �8.8%). Note that this epitaxial relation is
general, i.e. we measured it for all LSMO on MgO nanostructured templates with solution
concentrations ranging from 0.015 M to 0.06 M, and annealings from 1 h to 24 h at tem-
peratures between 900�C and 1000�C. It is also worth noting that the LSMO poles [see Fig.
3.46 (b)] exhibit a large spread in γ, suggesting a certain degree of misorientation among
the nanostructures.

As a matter of fact, by tuning the contrast and the intensity of the pole figure we can
actually distinguish the fine structure, which consists of five well-resolved spots [Fig. 3.47
(a)]. We further performed a more detailed θ scan around a single (011)LSMO reflection us-
ing smaller steps (∆θ=0.5� instead of the standard ∆θ=2�). The result, plotted in Fig. 3.47
(b), unambiguously shows a central spot (corresponding to perfect cube-on-cube epitaxy)
surrounded by four satellite peaks. The latter appear displaced, both in γ and θ, by 2�-5�,
with the maximum intensity at a value of 4(�0.5)� both for in-plane and out-of-plane dis-
orientation values. A detailed HRTEM investigation of the LSMO/MgO interface has evi-
denced the presence of dislocations with Burgers vectors~b=a

2 [100] and~b=a
2 [001], producing

a rough and defective interface [160, 200]. While ~b=a
2 [100] dislocations accommodate the

high nominal tensile strain between LSMO and MgO, it is demonstrated that the ~b=a
2 [001]

dislocations account for rigid body rotations of the LSMO nanoislands. In particular, is-
lands with out-of-plane tilts of �2�, �4�, and a maximum of �5�, along with nanoislands
with perfect cube-on-cube epitaxy (no rotation), have been observed [160]. A magnified
view of the LSMO/MgO interface, including three dislocations, is shown in the HRTEM
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3.5. LSMO on MgO
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Fig. 3.46: (a) � � 2� scan of a LSMO nanoisland ensemble on MgO. The (002)LSMO reflection is
observed at 2�=46.9�. (b) Pole figure measurements of the same sample giving the in-plane cube-
on-cube interfacial arrangement. (c) Schematic diagram of the LSMO on MgO heteroepitaxy. The

sample measured in the figure was 0.03 M, heat-treated at 900�C for 1 h.

micrograph of Fig. 3.47 (c). Note that No. 3 consists of two superimposed dislocations,
i.e. ~b=a

2 [100] and ~b=a
2 [001], while each No. 4 and 5 only exhibit the strain-accommodating

partial dislocation, ~b=a
2 [100]. The dislocations responsible for the out-of-plane tilt result in

a net rotation about the in-plane <110> directions. This explains, by taking into account the
two possible tilt senses, the four satellite LSMO poles detected in the pole figure measure-
ments [200].

(c)
(a)

(b) (c)







(b)

Fig. 3.47: (a) (011)LSMO pole figure. The step used was ∆χ=2�. (b) The phi-scan measurement of
a single (011)LSMO reflection, using a ∆χ=0.5� step, further reveals the fine structure of a single
reflection, consisting of one central and four satellite peaks. The maximum intensity both in χ and
in γ is measured at 4�� 0.5�. (c) Detailed HRTEM image of the LSMO/MgO interface, featuring
misfit accommodating dislocations (symbol? ) and a dislocation responsible for nanoisland rotation

(symbol a). HRTEM image courtesy of P. Abellán and M.J. Casanove.
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Nanoisland morphology

Fig. 3.48 (a) shows the Z-contrast STEM cross-section image of a LSMO nanoisland on
MgO, seen along the [100]MgO direction (which is also the [100]LSMO direction). The good
crystalline quality is evident from the clear arrangement of the atomic columns within
the island. Note that the brighter central part of the island, indicating a thicker speci-
men, is a consequence of the in-plane rotated-square nanoisland morphology [see Fig. 3.44
(a)]. Arrowheads point at surface steps, which adopt half unit cell heights at the nanois-
land/substrate interface [160]. The top facet is clearly a (001)LSMO plane, as expected from
AFM topography images and XRD results. The projection of the lateral facets into the
observation plane falls at 90� with respect to the substrate horizontal line. Two possible
nanoisland shapes would yield this projection: either a boxed-shape island with f110gLSMO

lateral planes, or a truncated pyramid with f111gLSMO oblique planes, truncated at the cor-
ners by f100gLSMO facets. We have schematically illustrated both possibilities in Fig. 3.48
(b).

[010]MgO

(a) (b)
[ ]

(001)

g

[010]LSMO LSMO [010]
(001)

[100]
[100] [100]

Fig. 3.48: (a) HAADF-STEM image of a LSMO on MgO nanoisland viewed along the [100] direc-
tion. The arrowheads mark the substrate steps. (b) Sketch of the two possible island morphologies
according to the STEM results. The epitaxial relationship and the nanoisland facets are indicated.

STEM image courtesy of P. Abellán.

Evolution of the LSMO on MgO nanostructured system. The role of the substrate mor-
phology in the nanoisland self-assembly

In Fig. 3.49 we compare 5 µm� 5 µm AFM images of two samples: one heat-treated at
900�C for 1 h, the other at 1000�C for 24 h. The solution concentration was 0.03 M for both.
Analogous conditions resulted in a substantial evolution of the LSMO/YSZ system [recall
Fig. 3.21, Fig. 3.23, and Fig. 3.29] but do not trigger a notable change in the present case.
The area coverage is very similar, as well as the thickness distribution (z scale is around
60 nm). Nanoislands may appear slightly more rounded in the high T sample, which is
expected from the enhanced atomic diffusion. If we look at the substrate surface in Figs.
3.49 (a’) and (b’) (by saturating the island contrast), we can see the effect of the different
thermal annealings. Well-defined substrate steps are apparent in the 3D image of both
samples. In Fig. 3.49 (a) the terraces along the <110>MgO directions feature sharp edges
and kinks. These terraces are still observable in the sample of Fig. 3.49 (b), although they
appear more rounded by the effect of atomic diffusion at high temperatures (a few have
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3.5. LSMO on MgO

been marked with white dotted lines). Note also that small square holes have developed,
and that islands sit at their rims and at the terrace edges.
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Fig. 3.49: 5�m� 5�m AFM topography images of LSMO on MgO self-assembled nanoislands
resulting after (a) 900�C 1 h and (b) 1000�C 24 h heat treatments. Solution concentrations of 0.03
M were used. (a’)&(b’) 1�m� 1�m and 2�m� 2�m topography details of the step edges, aligned
along the <110>MgO directions, showing the preferential location of nanoislands at step edges and

rims.

As we already stated in Chapter 2, upon thermal treatments at 900�C, MgO does not
form well-defined steps. This is shown again in the AFM topography image of the bare
substrate in Fig. 3.50 (a). After the deposition of 0.03 M LSMO precursor solution and
the subsequent heat treatment (also at 900�C, but just for 1 h), however, a well defined
step-terrace morphology develops, with the surface steps running along the <110>MgO di-
rections. It is also worth emphasizing that samples featuring LSMO nanoislands grown
at 900�C for 1 h on substrates with no previous heat treatment exhibit <110>MgO aligned
steps in identical manner. At higher temperatures, as shown in Fig. 3.50 (b), terraces adopt
a rounder shape at the kinks and edges but we may still detect the <110>MgO directions
that they follow. In the 900�C 1 h sample we observe 0.5, 1, and 1.5 u.c. step heights which
increase up to 5 and even 6 u.c. at high temperatures, due to step-bunching. Note how, in
both cases, the observed step-terrace configuration is intimately linked to the distribution
of the nanoislands, which preferentially locate at the kinks and terrace edges. See, for in-
stance, in Fig. 3.50 (b), how the decoration pattern formed by nanoislands is determined by
their positioning on top of substrate edges. Besides, in the totality of nanostructured LSMO
on MgO samples processed at T�1000�C (around 15), we always observed a rotated-square
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island morphology, i.e. with its edges parallel to the substrate terrace edges. All of this is
in remarkable contrast to what we discussed for the case of LSMO nanoislands on YSZ,
where we saw the nanoisland disposition and morphology to be independent of the subs-
trate step-terrace structure.

Subst  900ºC 5 h LSMO 900ºC 1 h 1000ºC 5 h(b)(a)

[110]MgO[1-10]MgO [110]MgO[1-10]MgO
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Fig. 3.50: (a) MgO bare substrate after 900�C 5 h annealing under flowing oxygen (left), and after
the subsequent deposition and growth of LSMO 0.03 M at 900�C for 1 h (right). The well-defined
step-terrace morphology occurs only after the LSMO deposition. (b) Another sample after deposition
of LSMO and annealing at 1000�C for 5 h. Square and rectangular-base nanoislands decorate the
underlying step edges. Dotted black lines indicate some of the MgO terraces. The blue dashed lines

correspond to the line profiles of the substrate steps below.

The presence of sharp edges on the surface of substrates has been proved an efficient
way of directing the self-assembly of nanostructures in heteroepitaxial systems. Nanois-
lands are seen to preferentially locate at those edges under specific conditions. These pref-
erential location sites or edges can be found in naturally occurring surface steps [200], at the
rims of holes...etc, or can be made deliberately by different lithography techniques [201],
focused ion beam [202], or even using more exotic approaches like nanoindentation [172].
This provides for an effective strategy for the control of nanoisland positioning, as required
in many nanotechnology applications. Lagally and co-workers explained these experimen-
tal facts by theoretically predicting the appearance of certain local energy minima at either
concave or convex places of otherwise flat substrates [201]. A nanostructure may either re-
lax or increase its elastic strain energy by locating at a curved site. The competition between
this elastic strain relaxation and the interface energy of the nanostructure, both dependent
upon the curvature of the underlying site, are at the origin of the appearance of the local
energy minima, where nanoislands preferentially locate [201].

We now examine how the system behaves if we push it to temperatures as high as
1300�C for 5 h, as we did for the LSMO on YSZ self-assembled nanoislands in section 3.4.1.
Fig. 3.51 reveals that for LSMO on MgO, the system undergoes a remarkable transforma-
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3.5. LSMO on MgO

tion. Note that the AFM image of Fig. 3.51 (a) is the same size as the images in Figs. 3.49 (a)
and (b), 5 µm� 5 µm, but now it features very few and large triangular-base nanoislands
(t�60 nm, D�380 nm) which stand on top of a leaf-like substrate surface pattern. This sur-
face is far from atomically flat, featuring holes in the 5-15 nm range [see the line profile of
Fig. 3.51 (b)]. Within the different ‘terraces’ perfectly squared holes develop, as expected
from a cubic material, although these holes, remarkably, follow the <110>MgO directions.
Note that, at lower temperatures, we have seen such orientations to be the ones adopted
by terraces. Moreover, we have also identified the presence of small holes at 1000�C, which
could be the precursors of the actual structures.
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Fig. 3.51: (a) 5�m� 5�m AFM topography image showing the transformation of substrate and
LSMO nanoislands when the heat treatment (0.03 M solution) is performed at 1300�C for 5 h. (b)
A 3D detail of a single island, as large as 380 nm in lateral size. The dashed lines numbered 1 and

2 correspond to the line scans on the right.

The �-2� and pole figure measurements of the 1300�C treated system, displayed in
Fig. 3.52, reveal that, despite the striking morphological difference, nanoislands hold the
same epitaxial relationship as the LSMO on MgO nanoislands heat-treated at T�1000�C:
they grow epitaxially and cube-on-cube on top of MgO. Due to their different shape with
respect to the square islands discussed before, it follows that their facets are also different,
which should be verified by TEM cross-section studies. It is also worth mentioning that,
for these high T samples, the spread in γ of the LSMO poles is far smaller, as it is deduced
from comparing the pole figures in Fig. 3.46 and Fig. 3.52. This result suggests that, after
the 1300�C annealing, these new islands do not exhibit the 2� to 5� tilts.

Further experiments are needed to shed light into the striking morphological trans-
formation we observe in the LSMO/MgO heteroepitaxy upon 1300�C annealings. MgO is
thermodynamically stable at 1300�C and ambient pressure [203] and so it is in principle not
expected that it should undergo such a change. Also, 1300�C were not enough to produce
a comparable evolution of the LSMO/YSZ heteroepitaxy, despite in this case a chemical re-
action was also involved. It would be thus necessary to investigate the intermediate stages
between 1000�C (where no transformation is observed) up to 1300�C. Also it would be in-
teresting to study the effect of these high T treatments on bare MgO substrates, in order to
assess the role of the LSMO nanoislands on the observed transformation.

In summary, throughout this section we have shown the general features of self-assem-
bled LSMO nanoislands on MgO. Compared to LSMO on YSZ, when grown onto MgO,
nanoislands exhibit smaller sizes, with a majority of them displaying thicknesses below
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Fig. 3.52: XRD study of self-assembled LSMO nanoislands on MgO, (0.03 M, 1300�C 5 h). (a)
� � 2� scan showing the out-of-plane (002)LSMO reflection. (b) Pole figures confirm the cube-on-

cube epitaxial relationship.

10 nm and lateral sizes in the �50 nm range. As already seen for LSMO/YSZ, LSMO on
MgO nanoislands are also highly crystalline structures. They grow cube-on-cube, with a
tendency towards out-of-plane tilting, as seen by X-ray pole figure analysis. In contrast to
LSMO nanoislands on YSZ, which showed various morphologies, their shape when grown
onto MgO is always the same, rotated squares with edges parallel to the substrate <110>
step-edges. Moreover, nanoislands exhibit the tendency to locate on the these step edges.
When subject to 1300�C the system undergoes a radical change, characterized by the mor-
phological transformation of the substrate and of the islands, which exhibit very large sizes
around t�60 nm and D�350 nm.

3.5.2 Magnetic properties

We have already anticipated that LSMO/MgO nanostructured templates exhibit highly
supressed magnetic properties. This is in striking contrast with our findings concerning
LSMO nanoislands on YSZ (see section 3.4.3). Fig. 3.53 displays the isothermal magneti-
zation loops (field applied in-plane) for two identically grown nanostructured LSMO sam-
ples, one on YSZ (at 110 K), the other on MgO (at 77 K). The saturation magnetic moment,
mS , of the MgO sample is less than half the mS value for the YSZ sample (�1.7�10�5 emu
against �4 �10�5 emu). In terms of magnetization, the value for LSMO nanoislands on
MgO is aroundMS�194�30 kA/m. This means a decrease in magnetization close to�60%

with respect to LSMO nanoislands on YSZ [taking the averaged MS value (0.03M, 110 K)
in Tab. 3.3], and around �66% if we take bulk LSMO value at 110 K [19]. Note also that the
MgO value in Fig. 3.53 was measured at 77 K, so it is expected to further decrease at 110 K,
the temperature at which LSMO/YSZ was measured.

The temperature dependence of the magnetic moment for a system of LSMO nanois-
lands on MgO (0.03 M 900�C 3 h, full dots) is plotted in Fig. 3.54. For comparison, we
also plot the temperature dependence of two bare substrates, a MgO and a YSZ single crys-
tal, both heat treated at 900�C, the same as the LSMO/MgO nanostructured sample. The
temperature dependence of the LSMO/MgO system shows no ferromagnetic behavior. On
the contrary, it exhibits the same trend as the bare MgO substrate, with a paramagnetic
to diamagnetic transition at around 50 K. The main difference between the two curves is
a less negative (diamagnetic) signal in the case of the LSMO/MgO sample, which can be
explained by the weak (and positive) ferromagnetic signal slightly shifting the magnetic
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Fig. 3.53: Isothermal magnetization loops for two identically grown LSMO self-assembled nanois-
land samples, one on YSZ (at 110 K), the other on MgO (at 77 K). The latter shows a highly

depressed magnetic behavior. Magnetic field was applied in-plane.

moment with respect to the bare MgO substrate sample. Concerning the YSZ substrate,
we measure a similar temperature dependence of the magnetic moment, although the dia-
magnetic signal at T�250 K is around four times weaker than the diamagnetic signal of
MgO (�0.25�10�5 emu vs �1�10�5 emu, in absolute values). In conclusion, the low fer-
romagnetic signal exhibited by the LSMO islands on MgO, along with the large substrate
diamagnetic signal, preclude measuring the collective FM behavior and thus the TC value
of the LSMO nanoislands on MgO.

Regarding the paramagnetic to diamagnetic transition measured for MgO and YSZ,
it is worth noting that these single crystal substrates are known to contain several impu-
rities such as calcium, aluminum, silicon, chromium or iron [204–207]. A recent work by
Khalid and co-workers analyzes the paramagnetic and ferromagnetic signals measured in
nominally diamagnetic single crystals, finding that the various impurities within the sub-
strates account for such signals. In particular, for the case of MgO, they ascribe the low T

paramagnetic signal of the temperature dependent magnetization to magnetic ions occu-
pying lattice sites [208]. Whether the weak ferromagnetic signal measured in LSMO/MgO
(Fig. 3.53) is solely the result of magnetic impurities within the MgO substrate is, how-
ever, unlikely. The M vs H behavior measured for bare substrates (not shown) did not
give the ferromagnetic signal shown in Fig. 3.53. Also, the temperature dependence for
LSMO/MgO of Fig. 3.54, although weak, shows a certain positive contribution not present
in the bare MgO substrate.

3.5.3 Strain state of LSMO nanoislands on MgO

In section 3.3 of this chapter we already mentioned that the dependence of magnetic and
electric properties with strain is a widely investigated issue, although still controversial in
its application to the mixed-valence manganite compounds [22–25, 65, 162–165]. There-
fore, the effects of accommodating a much higher lattice mismatch of �8.8%, which we
have seen reflected in the highly defective LSMO on MgO interface, could be considered
of relevance, regarding the supressed magnetic properties discussed in section 3.5.2. The
XRD � � 2� scans of Fig. 3.46, with (002)LSMO falling at 2��46.9�, show that, overall, the
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Fig. 3.54: Magnetic moment as a function of T for: a system of self-assembled LSMO nanoislands
on MgO (0.03 M, 900�C 3 h) (full dots); a bare MgO substrate (open dots); a bare YSZ substrate
(open triangles). No ferromagnetic behavior is observed for the LSMO on MgO nanostructured
system. Instead, we measure the substrates’ dependence against T. A field of 500 Oe was applied

in-plane in the three measurements.

lattice parameter of the nanoislands is close to the bulk LSMO value, within the accuracy
of our measurement (with error �0.2�, i.e. ∆aLSMO=�0.1 Å). This relaxation proceeds
via a combination of mechanisms, the main being the introduction of misfit dislocations
at the LSMO/MgO interface. For LSMO on YSZ we measured almost bulk-like magnetic
properties in highly relaxed nanoislands. Nevertheless, nanoislands on MgO appear quite
different from the previous case. They are very small and their defective interface therefore
constitutes a higher fraction of the nanostructure volume. Detailed TEM investigations of
the strain state, including the assessment of the strain fields around dislocation cores, were
carried out in order to elucidate their possible impact on the suppressed ferromagnetic
properties. We present here the main conclusions of these studies. The reader is directed to
reference [160] for a more in-depth analysis concerning the TEM and STEM results.

Fig. 3.55 shows a HRTEM image of a LSMO nanoisland on MgO, and its correspond-
ing �xx and �yy deformation maps, calculated using the Geometric Phase Analysis (GPA)
method [209]; x stands for the direction parallel to the interface, and y for the normal direc-
tion. A mean variation of �xx=(-8.1�0.7)% between the island (in green) and the substrate
(in red) in Fig. 3.55 (b) accounts for a change in the in-plane lattice parameter of �-8.1%

between island and substrate. The negative sign points at a decrease in lattice parameter
as we go from the substrate (which is taken as reference) towards the island. Considering a
fully-relaxed LSMO nanoisland, its parameter variation with respect to the MgO substrate
would take the value (aLSMO � aMgO)=aMgO=-8.1%, i.e. the same as experimentally mea-
sured. Similarly, the variation of the out-of-plane parameter displayed in Figs. 3.55 (c) and
(e) also points at a complete relaxation within the measurement error [�yy = (�8:0�1:0)%].
In conclusion, our nanoisland is fully-relaxed. Additionally to the island relaxation, an is-
land rigid body rotation (i.e. with no involved shear deformations) of 2.2� (�0.6�) was
measured (also by GPA, not shown), a common feature of this system of nanoislands, as
previously discussed. Finally, note the extreme color contrast variation (from blue to yel-
low) observed, regularly spaced, at the LSMO/MgO interface [Figs. 3.55 (b) and (c)]. These
are the contrasts typically yielded by misfit dislocations.
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(a) (b) (c)

(d) (e)

Fig. 3.55: Strain state of a LSMO nanoisland on MgO assessed by the GPA method. (a) HRTEM
image showing the source image for the strain maps calculation. The inset shows the Fourier trans-
form of the image, indicating the (200) and (002) spots selected for the GPA analysis. (b)&(c) �xx
and �yy deformation maps illustrating the in-plane and out-of-plane change in lattice parameter,
respectively, by means of the abrupt color change from red to green. It is a negative variation, ac-
cording to the scale bar, i.e. a compression. (d)&(e) The intensity profiles are calculated along the
boxed regions marked in (b) and (c), and quantify the mean change in lattice parameters, in the order

of �8%. Courtesy of P. Abellán.

It is interesting to take a closer look at the strain field around the core of the misfit dis-
locations. By quantifying the extension of the deformation fields within the islands we can
qualitatively evaluate their impact on the magnetization. It is known that the saturation
magnetization MS depends on the product �Sφ, where �S is the magnetostriction constant
and φ refers to the stress associated to the strain �. In particular, MS will tend to decrease
if �Sφ is <0, and increase otherwise [210, 211]. Fig. 3.56 (a) shows a HRTEM image of a
typical LSMO on MgO nanoisland with a number of dislocations at the interface. The rela-
tive deformation map (in %) of the in-plane lattice parameter with respect to the substrate
associated to one of these dislocations (number 3), has been calculated by GPA [Fig. 3.56
(b)]. The unstrained MgO substrate, taken as reference, features a green color, meaning
�xx�0%. The green to dark red region defines an in-plane lattice variation towards smaller
values (compressive, <0). The greatest compression (-10% with respect to MgO) is around
the dislocation core, where the extra half-plane resides. At a height of �1.5 nm from the
core, however, the change in relative deformation is -8%, meaning that the bulk LSMO
lattice parameter is recovered (i.e. relaxed structure). In width (direction parallel to the
interface), the deformation field extends up to�1 nm. Opposite to the compressed core, on
the substrate side, the light green to purple variation defines a tensile strain (φ>0). Contour
lines indicate selected constant values.

Assuming that the measured deformation is purely mechanical (no chemical varia-
tions) the elastic stress φ can be inferred from Hooke’s law, φi = Cij�

0
j where Cij (i,j=1,...6)

are the elastic stiffness coefficients and �0 is the relative deformation of the LSMO lattice
within the island with respect to the bulk LSMO lattice. Note that we have written �0 to
avoid confusion with the macroscopic � handled up to this moment, which accounts for
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(a)
(b) (c)

Fig. 3.56: (a) HRTEM image of a LSMO nanoisland on MgO showing misfit dislocations (num-
bered) at the interface. (b) �xx deformation map around misfit dislocation number 3, boxed in (a)
with dashed lines. Values are relative to the unstrained substrate. (c) �xx stress distribution of
the same area. Note the presence of a stress center, adjacent to the one derived from the dislocation
in (b). The source of such stress is another dislocation, now with the extra half-plane parallel to
the interface [its presence is indicated in (a)]. Recall the dependency of �xx with the out-of-plane

deformation , i.e. �xx(�xx; �yy). Courtesy of P. Abellán.

the deformation of the lattice with respect to the MgO substrate. With the assumption of
plane conditions (zero strain along the zone axis z direction) and taking into account that
no shear strain was measured, the in-plane stress may be written as φxx = C11�

0
xx+C12�

0yy,
where xx � 1 and yy � 2. Elastic stiffness coefficient values were taken from the litera-
ture for a slightly different LSMO composition (La0.83Sr0.17MnO3) [212]. Full details of the
derivation are given in [160] and references therein. The resulting stress map is displayed
in Fig. 3.56 (c).

The magnetostriction constant �S for LSMO is positive for all temperatures until near
TC with a value �S�10�4 at 90 K [213] (recall that the LSMO on MgO hysteresis cycle
plotted in Fig. 3.53 was measured at 77 K). In consequence, a possible degradation of
MS would be expected in the region featuring negative φ values of Fig. 3.56 (c) (where
�Sφ<0). Such regions, assuming a similarly stressed behavior in the zone-axis direction
(not measured) would amount to a volume of�1.5 nm3 (1.5 nm�1 nm�1 nm). Considering
the misfit dislocations present in a box-shaped LSMO nanoisland of the typically measured
sizes, the total volume of the island which could be degraded would only account for the
�4% of the total volume. This seems far too small to justify the 60% magnetization loss
measured by SQUID. The strain-induced defective LSMO/MgO interface may contribute
to the decrease of MS , but, in any case, as a secondary effect.

Numbers closer to the measured magnetic signals are deduced from considering the
effect of a magnetic dead layer of �1-2 nm of thickness, surrounding both the nanoisland
free and interface surfaces. For a boxed-shape island of typical sizes t�7 nm and D�50
nm, the amount of volume which would not contribute to the magnetic signal would be
between�32% and�55%, for 1 nm and 2 nm dead layer thicknesses, respectivelyyy. More-
over, the presence of such dead layer could be related to a possible Mn-Mg interdiffusion
between the nanoislands and the substrate. Indeed, Nakamura and co-workers have re-
ported such interdiffusion in sol-gel derived�200 nm thick LSMO films, which results in a
detrimental effect on the resistivity and magnetization behavior of the films with tempera-
ture [214]. Manganese and magnesium have similar ionic radii in octahedral coordination

yyThe dead layer (d.l.) volume was calculated by taking the whole area of the parallellepipedic island without
the dead layer thickness, i.e. (t-2d.l.) and (D-2d.l.), and multiplying it by d.l..
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(around 0.8 Å) [215, 216], and, besides, it is well known that, within the LSMO lattice, man-
ganese is the most mobile ion [217, 218]. From XRD and TEM studies we obtain that the
LSMO nanoisland microstructure agrees with the expected lattice for LSMO, and, consen-
quently, in case of interdifussion, Mg should occupy the Mn sites as substitutional defects
and viceversa [214]. To assess the hypothesis of interdiffusion in our LSMO nanoisland
system and clarify its mechanisms, EELS local chemical measurements have been under-
taken, in collaboration with J. Aguiar and Prof. N. D. Browning at UC Davis in California,
USA. Preliminary results already indicate the presence of manganese within the substrate
matrix, and hold promise for sheding light into the particular mechanisms responsible for
the chemical interdiffusion and its subsequent impact on the magnetic properties.

3.6 Conclusions of Chapter 3

Throughout this chapter we have presented the main characteristics of the chemically
grown LSMO nanoscale systems on perovskite type STO and LAO, on YSZ fluorite, and
on MgO rock-salt substrates. Highly crystalline ultra-thin LSMO films below 10 nm of
thickness grow onto the perovskite-type substrates, either strained (on STO) or relaxed (on
LAO), but in both cases featuring high Curie temperature values TC�350 K. These val-
ues are very close to the reported bulk LSMO TC , in contrast with the generally reported
trend of depressed TC for films of such thickness. Transport measurements in a set of vary-
ing thickness LSMO samples have shown totally insulating behavior in films with average
estimated thickness of t�3.5 nm. Conversely, a metal-insulator transition was found for
films with average thickness above �5.5 nm, with the remarkable fact that this transition
appears decoupled from the ferromagnetic to paramagnetic transition; we saw that while
TC is always around 350 K, the metal-insulator transition occurs at notably lower values,
especially for thinner films. An Anderson type of 2D localization was mentioned as a possi-
ble mechanism leading to such behavior. Also, the thin LSMO films here reported showed
increased MR values around �20%. Similar results have been reported in the literature for
largely thicker LSMO nanocomposite films, and argued in those works in terms of struc-
tural and chemical disorder in such films. In our case, further investigations are required
in order to shed light into the particular mechanisms behind these remarkable results.

The same growth procedure as in the perovskite case, but applied to YSZ and MgO
substrates, results in highly uniform self-assembled nanoisland distributions. These nanois-
lands are crystalline, epitaxial, and present a highly relaxed microstructure attained through
the introduction of misfit dislocations at the interface. LSMO on YSZ nanoislands show
two main crystallographic orientations, a minority triangle-shaped (111)LSMO and a major-
ity (001)LSMO population. The latter population shows two possible morphologies, regular
or rotated-square, indicating the similarity of the LSMO facet energies. This is not the case
for nanoislands on MgO, which invariably exhibit a rotated-square shape. The nanoisland
shape on MgO substrates appears closely related to the substrate morphology, displaying
edges parallel to the substrate step edges, along the <110>MgO directions. Nanoislands
further show the interaction with the underlying MgO by preferentially locating at the
rims of the substrate step terraces. Also, they tend to exhibit out-of-plane tiltings, which
is the result of the dislocations found at the LSMO/MgO interface. The magnetic proper-
ties of nanoislands on YSZ are the best among the different systems analyzed, featuring
the highest magnetic moments, and a TC comparable to bulk LSMO values. The magnetic
anisotropy axis was calculated to be the [110]LSMO, with a magnetocrystalline anisotropy
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constant value K1(150 K)=(-5�1) kJ/m3, as measured, for the first time, in LSMO nanois-
lands. Conversely, LSMO on MgO nanoislands show very faint magnetic signals. We dis-
cussed the possible impact of the strain around the misfit dislocation cores on the magnetic
properties of the system, concluding that it cannot account for the registered magnetic sig-
nal loss. We then argued that a 1 nm to 2 nm thick dead magnetic layer can better explain
the suppressed magnetization values. Furthermore, preliminary local chemical analysis in-
dicate a Mg-Mn exchange between substrate and nanoislands, pointing at the potential key
role of chemical interdiffusion on the depressed magnetic properties.
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Chapter 4

Magnetic structure of LSMO
nanoislands

As concluded from Chapter 3, La0.7Sr0.3MnO3 (LSMO) nanoislands on YSZ single crys-
tals exhibit magnetization values and Curie temperature close to the bulk LSMO values
reported in the literature. However, the magnetic properties of individual islands are not
accessible via macroscopic techniques like SQUID magnetometry. Not at least in the case of
a system encompassing a broad variety of island size and morphologies, like the solution-
derived LSMO nanostructures we have discussed. In the present chapter we explore the
individual magnetic structure of the LSMO nanoislands grown on YSZ. For this purpose
we exploit the capabilities of Magnetic Force Microscopy (MFM), performed in air and at
room temperature.

Since in the late 80s Martin and Wickramasinghe [219] and separately Sáenz and co-
workers [220] first adapted an Atomic Force Microscope to image magnetic fields and mag-
netic domains, MFM has become a routinely used technique for characterizing magnetic
samples at the submicrometre scale. Domain walls, ferromagnetic domain patterns, and
magnetic vortices are some of the phenomena that can be studied by means of MFM. Be-
sides, this is a flexible technique that supports operation under tunable conditions like
high vacuum and low temperature. Meanwhile, it can be easily operated in air and at
room temperature, as we have done, taking advantage of the high TC value of our system
of ferromagnetic (FM) nanoislands. An additional fact, essential for us, is that insulating
samples can be imaged without difficulties. This is in clear contrast with other techniques
such as Photoemission Electron Microscopy (PEEM), where the insulating substrate is a
limiting factor, as we will discuss in Chapter 5. The main drawback of MFM is the lat-
eral resolution, which in our conditions turned out to be around 50 nm. Also, it remains
mainly a qualitative tool: the magnetic contrast we measure is proportional to the gradient
of the force between tip and sample. Hence, to obtain a mapping of the field distribution,
one would need to perform a double integration with well-defined boundary conditions,
and know the exact characteristics of the tip. This is why imaging magnetic samples is not
as difficult as interpreting the results, and also the reason why significant efforts are now
directed towards correlating the MFM observations to possible magnetic landscapes via
numerical simulations.

After a brief Introduction to the MFM technique, the present chapter describes the
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tuning of the experimental parameters to our system of self-assembled LSMO nanoislands.
The crucial role of the tip for successful MFM imaging is emphasized. Doing so permits un-
veiling aspects of the system that could otherwise be easily disregarded. In particular, we
will see that different nanoisland size and morphologies exhibit different magnetic struc-
tures. We will be able to draw a complete magnetic phase diagram in which the vortex state
occupies a central role. As this is the first time vortex states have been imaged by MFM in
sub 200 nm wide LSMO islands, we have carried out a thorough analysis of our observa-
tions, trying to contextualize them in the framework of existing experimental results and
analytical and micromagnetic models. Finally, we will conclude with a brief summary and
point out the open questions that will likely motivate future work on this topic.

4.1 Basics on MFM

In Magnetic Force Microscopy (MFM), a sharp magnetized tip is scanned over the sample
surface, while held a few tens of nm away from it. As a type of Scanning Probe Microscopy
(SPM), in MFM the tip is the probe which senses the interaction due to tip-sample forces,
in this case magnetic forces. A fundamental point here is to be able to discern magnetic in-
teractions from the whole range of simultaneous forces interacting between the tip and the
sample (attractive Van der Waals, repulsive Pauli interaction, electrostatic forces, capillary
and adhesion forces...). Some forces are short range while others, like magnetic forces, are
long range [see Fig.4.1 (a)]. Tuning the tip to sample distance may thus help disentangle the
interactions at play. The nm range distance between the tip and the sample enables sensing
very small forces in the 10�13�10�5 N range [221]. To know the particular characteristics of
the material under investigation will also be relevant to interpret the data. These issues are
generally addressed using different measuring modes and tuning the particular electronics
of the feedback system.

In the Dynamic Operation mode used in our measurements, the sharp tip is set to os-
cillate at the resonance frequency of the small cantilever, to the end of which the tip is
attached. This free oscillation frequency is determined by the force constant of the can-
tilever k (determined, in turn, by its geometrical and mechanical parameters). When the
tip approaches the sample surface, however, the perturbation sensed by the oscillating tip
will affect its motion: a shift in the amplitude A, frequency !, and phase θ occurs [222].
Such displacements in A, ! and θ reflect the magnitude and the attractive/repulsive na-
ture of the interaction between tip and sample. The variations of the tip oscillation are
detected by the deviation of a laser beam focused on the tip (optical detection mode) and
quantified using the appropriate lock-in techniques. In the case of small external forces,
the j~F extj is treated as a perturbation that causes the cantilever to have an effective force
constant keff = k � @F extz =@z, where we take only the direction of the tip-sample distance
z, i.e. j~F extj = F extz . Eqs. 4.1, 4.2 and 4.3 below show the expressions of the shift in A, !
and θ caused by such external force.

∆A / Q

2k

@F extz

@z
(4.1)

∆! = ! � !0 = �!0

2k

@F extz

@z
(4.2)

tanθ =
!!0

Q(!2 � !2
0)

(4.3)
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where Q is the Quality factor of the oscillation, k is the force constant of the cantilever, ω0

its resonance frequency and z the oscillation direction.

(a)
A, ω ,φ

A’,ω’ ,φ’

No interactions (far)

Tip-sample interactions (near)

(b)

Interactions

Fig. 4.1: (a) Scheme of the distance range at which different tip-sample interactions are present. (b)
Sketch of the oscillating cantilever with the tip at its end; far from the substrate (above) and near
the substrate (below) where the tip-sample forces change the amplitude, frequency and phase of the

oscillation.

Using A, ω or φ as feedback parameters we can register the shifts with respect to a
certain electronic set-point and react to make such shift equal to zero. Such ‘reaction’ is
achieved by the expansion or contraction of the piezoelectric tubes that control the tip-
sample distance. This way, if the amplitude A is the selected feedback parameter for mea-
suring the topography signal, our topography image will be a constant amplitude image
where the expansion/contraction of the piezo is registered. The stronger the interaction,
the stronger the shift in A will be and the more the piezo will expand or contract. This is
evidenced in an enhanced contrast in the topography image.

As commented before, it is not trivial to interpret the forces that produce the measured
shifts because all kind of interactions are generally present. For the particular case of mag-
netic forces, the energy at a distance �r between the magnetic tip and the sample may be
written as [223]:

E(�r) = −µ 0

∫
tip

[ �Mtip(�r′) �Hsample(�r + �r′)]d3�r′ (4.4)

where �Mtip(�r
′) is the tip magnetization at the �r′coordinate within the magnetic coating of

the tip, d3�r′is the coating unit volume, and �Hsample(�r+�r′) is the stray field produced by the
magnetic sample at that point of the tip. In other words, the magnetic interaction between
the tip and the sample is determined by the convolution of the tip magnetization and the
stray field of the sample. Note that we would obtain an equivalent expression by swapping
the subscripts in 4.4 and extend the integral for the sample volume elements. Such energy
produces a force between the tip and the sample (Eq. 4.5) which gradient is proportional
to the measured shift in our amplitude, frequency or phase parameters, following what we
saw in Eqs. 4.1, 4.2 and 4.3.

�F ext(�r) = −�∇E(�r) (4.5)

The exact expression for the force will depend on the specific forms of �Mtip and �Hsample
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for different magnetic materials, geometries...etc and it is far from being trivial. A good
number of models have been proposed in particular cases for the force between the mag-
netic sample and tip [224, 225, 225–229]. For the case of a tip modeled as a dipole with
magnetic moment ~m, the expression 4.5 takes the form [226]:

~F ext(~r) = �0
~r(~m � ~H) (4.6)

and the force gradient, proportional to the A, ! and θ shifts, will thus be

@F extz

@z
= �0 ~m

@2 ~H

@z2
(4.7)

in which we took the tip magnetic moment ~m to be independent of z. Accordingly, the
MFM contrast we measure, given by the shifts of the oscillating parameters of our can-
tilever (Eqs. 4.1, 4.2 and 4.3), is proportional to the stray field variation in the direction
perpendicular to the sample surface. Note again that only the z component of the force has
been written. We are here assuming that our MFM signal comes only from the variation
of the force component along the perpendicular direction, which is generally a reasonable
approximation since the cantilever oscillation is along z. The nanometric tip radius is re-
sponsible for nanoscale lateral and vertical resolution [230].

Along with the variation of the stray field of the sample, the magnetic dipole j~mj rep-
resenting the tip in Eq. 4.7, plays a role too in the origin of the measured magnetic contrast.
Moreover, in real experiments, the choice of the magnetic tip is particularly important: we
may or may not be able to measure the same sample depending on the magnetic charac-
teristics of the selected tip. For instance, a tip with a strong magnetic moment may modify
the domain structure of the measured sample, while one with a weak magnetic moment
may be altered by the stray field of a strong magnetic sample. In either case, the contrast
obtained from the measurement will not be representative of the specific sample, and data
interpretation will hence require special care. The ideal situation for a non-destructive MFM
operation was expressed by Hartmann in terms of the relative values of anisotropy fields
HK and the saturation magnetization values MS of tip and sample [224]:

Hsamp
K

M tip
S

� 1 (4.8)

Htip
K

Msamp
S

� 1 (4.9)

By meeting these conditions we expect the MFM data to reliably reflect the original sample
magnetic structure. However, they also imply that on a soft magnetic sample we are con-
strained to the use of tips of rather low magnetic moment, which can make the obtained
signal too weak to be measured. This is why the appropriate choice of the tip is essential.

The study here presented was carried out in collaboration with Dr. Agustina Asenjo
and Dr. Miriam Jaafar from the Group of magnetism and magnetization processes at the Insti-
tuto de Ciencia de Materiales de Madrid (ICMM-CSIC). I also profited from their expertise
while working under their supervision in the context of a short 1 month stay in the course
of my PhD thesis.
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4.2 Experimental procedure: tuning the MFM operation on
self-assembled LSMO nanoislands

4.2.1 Experimental set-up and measuring conditions. Magnetic contrast

The measurements were done using a commercial ambient AFM/MFM system from Nan-
otec Electrónica S.L, working at room temperature. This microscope was appropriately
modified by M. Jaafar as part of her PhD work to be able to apply constant in-plane and
out-of-plane magnetic field while imaging the sample. A detailed description of the system
is given in her thesis [231] and in the corresponding article [232]. Our main goal is to learn
what the micromagnetic structure of individual islands is, and how their magnetic domain
configuration varies under applied field. A great number of experiments were done in re-
manence, a few with out-of-plane applied magnetic field, and some with in-plane magnetic
field. Details on the out-of-plane set-up can be found in the thesis by M. Jaafar [231]. The
in-plane set-up, which we used more often, is sketched in Fig. 4.2. It consists of a copper
electromagnet (0.5 mm diameter wire) connected to two iron bars that enclose the magnetic
flux created by the coil and that are separated by an air gap. The sample is located between
the ends of the iron pieces and the field intensity can be changed by changing their sepa-
ration, with values from 4 to 8 mm. In our case, maximum fields of ∼45 mT were reached
when applying a 2 A current flow through the coil. The current to field calibration is done
systematically before a series of measurements, especially if the electromagnet is manipu-
lated or the gap width changes. For such purpose we used a Hall probe (STB5X, 0.020”). A
cooling system keeps the coil refrigerated. This is important because the current may flow
for hours (every MFM image can take from 5 to 20 min to be completed). However, the
large distance between the coil and the sample (∼13 cm) as well as the cooling system were
proved to give very small temperature changes: a 3 K temperature rise was measured by
the application of a 0.11 T field during 3 hr [231].

sample and 
sample-holder

gap

sample-holder

gap

10.5 cm

6.5 cm

1.4 cm

13 cm

cooling IN

iron pieces

electromagnet

Fig. 4.2: Schematic illustration of the coil system used for in-plane magnetic field application.
Adapted from [231].

MFM imaging was performed in the dynamic mode using the lift-mode operation,
i.e. the oscillating cantilever was placed at two different distances from the sample surface
for each scanned line: close to the surface (∼10 nm) first, for topography data acquisi-
tion, and far from the surface afterwards, for the magnetic signal collection, at typical re-
trace distances of 30-60 nm. In our particular case, after the topography measurement, the
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piezoelectric tube, in charge of the tip-to-sample distance regulation, repeats the previous
topography movements at the larger retrace distance. This way, the sample surface and the
tip are maintained at a constant distance and we are able to exclude topography effects in
the magnetic signal. Choosing the appropriate distance is essential in order to avoid topo-
graphy crosstalk from the MFM image while keeping a good signal-to-noise ratio. We have
used the oscillation amplitude A to track the topography signal. The magnetic interaction,
in turn, is detected in the contrast measured in the phase shift channel, during the retrace
scan. This so-called Amplitude modulation-AFM is the usual operating mode in air: small
quality factors Q 2 [50-1000] yield the feedback in A while the functional properties of the
materials are commonly mapped by recording the phase shift between the driving force
and the tip oscillation [222].

In addition to the above, we have used a second feedback, known as the Phase Locked
Loop (PLL), which is implemented in the Nanotec electronics and software. It works by
changing the excitation frequency at which the cantilever is driven in order to keep the
phase constant (at its resonance value π

2 , usually). The phase shift being equal to zero,
the information contained in the amplitude is solely due to its real part. In other words,
we have no contribution from forces other than Van der Waals in the topography image
(adhesion, capillary, and magnetic forces are left out). Since the phase shift is kept to zero,
the magnetic interaction is recorded in terms of the frequency needed to make this phase
shift zero. From Eq. 4.2 it follows that we will observe a positive shift in the frequency
when repulsive forces are present, and, conversely, a negative shift when the attractive
forces pull the cantilever closer to the surface.

Fig 4.3 shows the topography and the magnetic contrast images, (a) and (b) respec-
tively, of an LSMO nanoisland ensemble grown on a (110)-oriented YSZ substrate. Since
the feedback is done in amplitude (A), topography image is a constant A image, and the
Amplitude image thus records the feedback error in trying to keep A constant. Similarly,
we show the MFM image (recorded at a 30 nm retrace distance), shown as the excitation
frequency given to the cantilever to keep the phase unchanged. The phase image is thus
its corresponding error signal. The non-zero error signals are the typical obtained; we have
enhanced the contrast in order to highlight them. At a first glance, the nanoisland ensemble
appears as agglomerate bunches of poorly defined nanoislands. This is seen very clearly in
the amplitude channel. In the MFM image, however, the magnetic contrast arises only from
well-separated individual islands. By looking at the amplitude image more closely, we can
correlate the original island to its corresponding magnetic contrast. The MFM image hence
helps distinguishing magnetic islands and non-magnetic material attached to them.

Magnetic tips are saturated using a permanent magnet prior to imaging the sample.
The tip is usually magnetized parallel to its axis, that is, perpendicular to the sample sur-
face, which is done easily because of its large shape anisotropy. We may then take the
magnetic moment of the tip to be j~mj�mz . Bearing in mind that the magnetic contrast
is proportional to the force gradient in z, we will then see the largest contrast in the re-
gions with out-of-plane magnetization. Two representative examples of the MFM contrast
obtained with out-of-plane and in-plane magnetized samples are given in Fig. 4.4 (taken
from [231]). They correspond to (a), magnetic Ni nanowires (magnetization along their
long axis �z) embedded in a porous alumina non-magnetic matrix, where the magnetic
contrast comes from each of the wires; and (b), in-plane magnetic domains within a com-
mercial hard disk drive track. The magnetic contrast there arises from the domain walls.
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Topography Amplitude MFM contrast(a) (b) Phase retrace
z~10 nm z~30 nm

Error signalError signal Excitation frequency retrace

Fig. 4.3: (a) Topography image (left) and the corresponding amplitude image (right) taken at z∼10
nm from the sample surface. The z bar comprehends 90 nm and 180 mV, respectively. (b) Excitation
frequency image [magnetic contrast image (left)] and its corresponding phase image (right) taken
at a retrace distance z∼30 nm from the sample surface. The z bar comprehends 4 Hz and 10 mV,
respectively. The blue squares highlight that what seems agglomerated material in (a), are three

distinct magnetic islands in reality, surrounded by non-magnetic dirt, as evidenced in (b).

(a) (b)(a) (b)mz

repulsive
∆ω>0

attractive
∆ω<0

Fz =0
∆ω=0

760 nm

mz

repulsive
∆ω>0

attractive
∆ω<0

Fz =0
∆ω=0

MFM contrast
Magnetic domains

MFM image

Fig. 4.4: (a) Out-of-plane magnetized Ni nanowires embedded in a porous alumina matrix. (b)
In-plane magnetized magnetic domains in a hard drive disk. The tip-sample attractive (repulsive)
magnetic interaction reduces (enhances) the oscillation frequency, represented as a dark (bright)

contrast against the non-magnetic background. Figure adapted from [231].
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4.2.2 Towards the optimal imaging of LSMO nanoislands: the role of the
magnetic tip

The critical role of the magnetic tip in MFM imaging

Our CSD-derived LSMO nanoislands largely depart from the above paradigmatic exam-
ples of ferromagnetic in-plane and out-of-plane samples. From Chapter 3 we know that
the magnetization of the nanoislands is comparable to the 590 emu/cm3 of bulk LSMO at
low temperature. We know as well that it falls down to 300�40 emu/cm3 at 300 K. Be-
sides, although we expect the nanoisland magnetization to lie in-plane, we cannot neglect
the presence of non-zero out-of-plane component (recall the hysteresis cycles for LSMO on
YSZ described in Chapter 3). In addition to a low magnetization, the small nanoisland vol-
ume implies a very small magnetic moment. While these averaged values do not account
for the individual behavior of the nanoislands, they already point out that the tip-sample
magnetic interaction will not be strong. As a soft ferromagnet with low coercive field, we
may also expect the stray field of the magnetic tip to modify the nanoisland domain con-
figuration. Keeping all this in mind, the first step in the MFM study was to check whether
the magnetic signal could be measured at all, and whether this could be done without
modifying the original magnetic structure of the nanoisland.

To this end, initially, experiments were performed by applying an out-of-plane mag-
netic field. Fig. 4.5 (a) displays the measured Amplitude image (i.e. the topography error)
and Fig. 4.5 (b) the MFM image of the same area of a LSMO nanoisland ensemble grown
on (001)-YSZ, which we shall call Sample 1 hereafter. The MFM image was collected dur-
ing the retrace scan under a magnetic field of 30 mT, applied perpendicular to the sample
(parallel to the tip magnetization). We expect the 30 mT field to align many of the island
magnetic moments parallel to the tip magnetic moment. This would then be reflected as
a dark contrast at the island location. The amplitude image shows the faceted shape of
the square-base nanoislands; also, the substrate is not completely clean, but covered with
small islands. As we already remarked in Chapter 3, this may happen in some LSMO/YSZ
nanostructured samples. However, their small volume prevents us from detecting any
magnetic signal. We focus then on the well-defined ‘large’ LSMO nanoislands. Indeed,
such nanoislands can be well discerned against the non-magnetic background, mainly be-
cause of their edge contrast. On one hand, the edges of abrupt features are the places where
the feedbacks fail and thus they are also the places that most likely show the convolution
of different interactions. On the other hand, we cannot completely rule out the magnetic
nature of that intense contrast: first, the contrast remains identical under changes of the
scanning direction, suggesting that it could be a real effect, not an artifact from the tip-
island edge interaction (Fig. 4.6). Second, the geometry of the island, faceted in the (111)
planes, also favors such contrast. As shown in the sketch of Fig. 4.5, the magnetization
always tends to align with the structure edges, in order to minimize the magnetostatic en-
ergy. It may thus be reasonable to have such intense dark contrast in the nanoisland edges
when the out-of-plane applied field is parallel to the tip magnetization. Finally, one may
also notice the darkest spots in the center of some nanoislands (inside black squares in
Fig. 4.6). Although hard to distinguish, they indicate an out-of-plane magnetization direc-
tion, parallel to the tip magnetization. This result could indicate the nanoislands show a
vortex configuration, with in-plane magnetic moments except in the center or vortex core,
where the magnetization points out-of-plane. We shall discuss this configuration later in
the Chapter.
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(a) (b)

300nm

Fig. 4.5: (a) Amplitude image of the LSMO nanoislands showing the faceted morphology of their
truncated pyramid shape. (b) Corresponding MFM image acquired while applying 30 mT to the
sample. The main dark contrast is located at the edges. A sketch of the tip and sample magnetic

moments is displayed on the right hand side.

(a) (b)0° scan 90° scan

Topography

MFM

Fig. 4.6: (a) 0� and (b) 90� scanning of the self-assembled LSMO nanoislands with applied out-
of-plane magnetic field. The dark contrast on the island edges is more intense at one of the island
sides. This is presumably caused by a certain inclination of the cantilever and hence of the tip with
respect to the island. Such inclination induces the island walls to interact differently with the two-
side coating of the tip (which is a point dipole only in a simplistic approximation). The fact that the
darkest side remains the same during the two scans reveals the magnetic nature of this contrast. If

it were an artifact, the dark side would change together with the scanning direction.
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From the faint contrast we have seen above, it seems clear that the magnetic interac-
tion between the tip and the islands is too low to enable further analysis. By using a tip
with higher magnetic moment the contrast should in principle increase, despite also risk-
ing to influence the sample magnetic structure with the tip. Fig. 4.7 displays the resulting
magnetic contrast using a tip of higher magnetic moment under 30 mT, in remanence, and
under -20 mT out-of-plane applied field. When the 30 mT are applied parallel to the tip
magnetic moment, some of the edge-contrast seen before is still present but now we may
also see a blurry dark contrast, typical of magnetic contrast, throughout the entire island.
This contrast fades a little in the remanence image [Fig. 4.7(b)], and seems even weaker
when the field is applied in the opposite direction to the tip [-20 mT, Fig. 4.7(c)]. The
change in the contrast is better seen in the line scans of an individual island [Fig. 4.7 (d)].
This behavior accounts for the magnetic nature of the islands: the larger dark contrast is
seen when the magnetic moment of the island is parallel to that of the tip (attractive inter-
action); into the surface, in this case. By decreasing the field and changing its orientation,
we expect the island to switch into an ‘out-of-the-surface’ magnetization. However, the
field applied is not strong enough to achieve the reversal of ~m, otherwise we would see
the bright contrast characteristic of the repulsive interaction. These results apparently con-
tradict what we deduce from the SQUID magnetization loops of Chapter 3: according to
them, 20 mT should be enough to saturate the island out-of-plane, which we do not see
with MFM. Seemingly, under the influence of the stray-field of the tip, the effective field
sensed by the nanoisland is less than 20 mT: i.e. the field, applied opposite to the stray
field, only decreases the magnitude of the attractive interaction but it does not achieve the
magnetization reversal. Therefore, although we have gained in sensitivity, the influence of
the tip modifies our nanoislands and thus precludes the study of their spontaneous mag-
netic structure.

Assessing the optimal magnetic tip

The above experiments underline the critical role of the magnetic tip and illustrate some
of the tests done using both commercial magnetic and in-house sputtered Si tips. Among
the tips tested, the commercial tips from Nanosensors proved to be the most appropriate
for our samples, and will be used in the following experiments. Their relevant parameters
are listed in Tab. 4.1. The majority of the tips used in MFM are Si-based tips coated with
magnetic layers that are tens of nm thick. The higher the magnetic moment of the material
or the thicker the coating, the larger the tip magnetic sensitivity will be. On the other hand,
as we already mentioned, the high stray field caused by a highly magnetic tip may modify
the original domain pattern of the sample. Also, for thick coatings, the large tip radius may
decrease the resolution. An exhaustive study of the characteristics of a large number of
magnetic tips is reported in [231]. The only difference between the two tips used from now
on is the thickness of the coating , which is made of a CoCr alloy (see Tab. 4.1). This means
that the thinnest coated tips have a lower magnetic moment (LM) and a smaller radius (see
Fig. 4.8).

According to what we said in section 4.1, non-destructive MFM imaging implies that
the magnetic sample and tip should fulfill Eqs. 4.8 and 4.9, where the parameters involved
are the tip and sample saturation magnetizationsMS and anisotropy fieldsHK . In Chapter
3 we presented the SQUID values for the saturation magnetization and coercive field (HC)
of our system of LSMO nanoislands grown on YSZ. For room temperature in the in-plane
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(a) (b) (c)

+ 30 mT 0 mT - 20 mT

400nm400nm 400nm 400nm400nm 00

(d)

130nm

Fig. 4.7: MFM images of LSMO nanoislands using a high magnetic moment tip under 30 mT (a),
0 mT (b) and -20 mT (c) out-of-plane magnetic field. (d) Zoomed image of a single nanoisland and

its corresponding MFM contrast line scan under the different applied fields.

Tab. 4.1: Technical parameters of the two tip models utilized.

Tip f0 k Radius Coating Hth
c Hexp

c j ~MS j
(Hz) (N/m) (nm) (nm) (Oe) (Oe) (emu/cm3)

1. 75 2.8 .30 20 250 280 150
2. 75 2.8 .50 40 350 380 300

Data are from [233] except for Hexp
c , which is deduced experimentally. Tip 1 stands for PPP-LM-

MFMR tip, known as the low-moment (LM) tip, and Tip 2 is the standard PPP-MFMR tip. The
given Hth

c and saturation magnetization MS values are from measurements on a flat surface. In
contrast, Hexp

c is the result of the real tip-end characterization obtained from measuring a magnetic
hard disc with in-situ applied field [231].
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5 µm 5 µm350 nm 350 nm

~15 µm

a) b)

Fig. 4.8: Scanning Electron Microscopy micrographs of the employed Nanosensors MFM commer-
cial tips. (a) PPP-MFMR tip. Full front view of the tip (left) and zoom of the tip-end with radius�50
nm (right). (b) PPP-LM-MFMR tip. Full front view of the tip (left) and zoom of the tip-end with

radius�30 nm (right). From [233].

configuration, the estimated MS was 300�40 emu/cm3, and the coercive field value HC

�20 Oe, for nanoislands grown from 0.03 M precursor solutions (see Tab. 3.3). The latter
is a large value compared to soft magnetic materials like Iron (1 Oe) and Permalloy (0.05
Oe for Fe21.5Ni78.5) [234], but very low compared to hard materials like Alnico V (640 Oe)
[234], Cr-Co-Pt hard disk drives (1700 Oe) [235], or Nd-Fe-B alloys (10,000 Oe) [236]. It
is also considerably smaller than the coercive fields of our CoCr-coated tips [280 Oe (22.3
kA/m) for low moment LM Tip 1 and 380 Oe (30.2 kA/m) for Tip 2]. We can deduce
the anisotropy fields of the sample from the in-plane and out-of-plane hysteresis cycles of
Chapter 3, which give a value of around �4225 Oe (�336 kA/m). For the anisotropy field
of the tip we may take the value of the coercive field, since its hard-ferromagnet cycle is
reasonably squared. Regarding the saturation magnetization values, instead of them we
take the remanence magnetization values of tip and sample: it seems more appropriate in
this case, since we initially look at the tip-sample interaction in remanence. For the tip, in
any case, the remanence magnetization equals the saturation magnetization value, because
of its hard-magnet square hysteresis loop. For the sample, in contrast, the measured rema-
nence magnetization is far lower than the saturation value: we take the value measured
with SQUID for the system of self-assembled LSMO nanoislands, i.e. 61 kA/m. Conse-
quently:

From Eq. 4.8 HsampK

Mtip
rem
� 1 =) Tip 1: 336 kA

m > 150 kA
m

Tip 2: 336 kA
m > 300 kA

m ;

From Eq. 4.9 HtipK
Msamp
rem

� 1 =)
Tip 1: 22:3 kA

m 6> 61 kA
m

Tip 2: 30:2 kA
m 6> 61 kA

m

From the above lines we may see that both tips fulfill the first condition and neither the
second. Thus, in principle, the tip is not expected to modify the sample while, conversely,
we could expect the sample to modify the tip magnetic structure. In either case, however,
the compared values are quite close to each other and, very importantly, those of the sample
are values averaged over a large amount of different nanoislands featuring a variety of
sizes and aspect ratios. Therefore, the real anisotropy field and magnetization values of
the sample will vary from island to island and the tip to sample interaction will change
accordingly. Tip modifications are also to be taken into account: the loss or roughening
of the magnetic coating and changes in the tip geometry are quite common during the
scanning process. In summary, this simple estimation indicates that the chosen tips are
in the range of the appropriate values but also that we will have to look critically at the
specific measurements we do in order to discard any possible artifacts.
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Given the analysis presented above, it is useful to assess the performance of the chosen
tips in some representative measurements, to ascertain that the aforementioned potential
artifacts are under control. Fig. 4.9 displays the magnetic force micrographs of the LSMO
nanoislands grown on YSZ (Sample 1) using Tip 1 in (a) remanence, and (b) & (c), after
applying opposite in-plane magnetic fields of 21 mT. Image (a) is, as expected, identical to
the one shown in Fig. 4.5: islands are mainly identified by their edge-contrast; the contrast
within the island is otherwise difficult to detect. We need to apply as much as 21 mT
in order to be able to distinguish the white and dark contrasts within each island, which
are the signature of a saturated island, i.e. of a single magnetic domain. The contrast is
reversed for oppositely applied field, as expected, proving that it is not an artifact due to
tip-sample interaction. On the contrary, tip-sample interaction is very weak, as evidenced
in the small remanence magnetic signal in (a) and by the fact that we were not able to detect
intermediate stages between the remanence and saturation regimes. As expected, there is
no influence of the tip on the magnetization of the sample. However, we cannot fully rule
out the converse effect. Especially after a long scanning time, it is possible that the sample
stray field may influence the tip magnetization. This would go in the direction of reducing
the effective tip | �mz | , with a corresponding decrease in the tip-sample interaction strength.
The line scan of a single island in (d) quantitatively shows the variations of the magnetic
contrast. Such differences are small, yet clear. The magnitude of the magnetic contrast is
also very modest, with a frequency variation no larger than 3-4 Hz, which is not far from
the background noise.

0 mT + 21 mT -21 mT
(a) (b) (c) (d)

Fig. 4.9: MFM images of LSMO nanoislands taken with a low-moment tip (Tip 1) in remanence (a)
and after saturating the sample by applying in-plane 21 mT (b) and -21 mT (c) fields. The contrast
within the islands, unnoticeable in (a), arises as a left to right bright-dark (b), and dark-bright (c),
contrast characteristic of saturated single domains. (d) Magnetic contrast profile of an individual

island at the different magnetization states shown in (a), (b) and (c).

Fig. 4.10 shows the topography and magnetic images of Sample 1, as in Fig. 4.9 but
now scanned using Tip 2. These images were done after saturating the tip and the sample
in opposite directions by applying ex-situ an out-of-plane magnetic field of 500 mT. In con-
trast to the previous case, the use of the thicker-coated Tip 2 yields a very clear magnetic
contrast at the nanoisland locations already in remanence. Furthermore, we found no ev-
idence of tip changes caused by the stray field of the islands, which could happen due to
the low anisotropy field of the tip (as stated previously in the application of Eq. 4.9). Suc-
cessive scans of the same area with different scan directions always led to the same island
contrasts (not shown), confirming that the tip remained unchanged. The color scale in the
MFM image shows a frequency shift range of around 10 Hz, after having appropriately re-
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stricted the scale. This is not much larger than the 3-4 Hz range we saw before. However it
does make a clear difference. As a matter of fact, it allows us to clearly resolve the magnetic
structures of the nanoislands, which have, until now, remained hidden. A close inspection
of the image reveals that such different magnetic structures can actually be grouped into
three categories, which we name low contrast, vortex state and multidomain, as we will ex-
plain in the following. The next section is precisely devoted to the description and analysis
of these magnetic structures.

0.00 nm

320nm

 

 

46.81 nm
(a)

 

 

2.8 Hz

-5.7 Hz

 

 

 

 

(b)
150 nm 150 nm

Topography MFM

Fig. 4.10: (a) Topographic and magnetic images of LSMO nanoislands, taken with Tip 2 after having
saturated, ex-situ, tip and sample in opposite directions. The retrace distance for the MFM scanning
was 30 nm. Images were recorded in remanence and at room temperature. The color scale in the
MFM image is restricted to comprise only the majority of the values shown by the nanoislands. (b)
Detailed topographic and magnetic images of a smaller region with LSMO nanoislands. The dashed
(blue) line, dotted (black) line and solid (red) line circles highlight nanoislands with low-contrast,

vortex and multidomain magnetic configurations, respectively.

4.3 Unveiling the magnetic configuration of self-assembled
LSMO nanoislands

4.3.1 Nanoisland shape-Magnetic structure correlation

Three different magnetic structures, named low-contrast islands, vortex, and multidomain
configurations have emerged from the imaging of LSMO samples with Tip 2 (see previous
section). These magnetic structures are, in fact, not randomly linked to the various islands,
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but appear correlated to the island size and morphology. We can use the average lateral
size D and thickness t of the islands to calculate the average section Sa of every nanoisland
configuration. The smaller islands (Sa�0.75�103 nm2), are those exhibiting low-contrast,
and their domain structure cannot be determined due to the small interaction with the
magnetic tip. The medium size nanostructures (Sa�1.33�103 nm2) typically present in-
plane anisotropy with vortex state, showing the characteristic out-of-plane magnetic con-
trast in the center of the nanoisland, the so-called vortex core. Finally, the larger structures
(Sa�2.50�103 nm2) present multidomain magnetic configuration. The existence of not only
in-plane but also out-of-plane components of the magnetic moment in these larger islands
is in agreement with the macroscopic hysteresis loops measured in the out-of-plane con-
figuration. These, although small, still show remanence magnetization and non negligible
coercive field values. It should also be noted that no correlation between the states of ad-
jacent islands was observed. This fact suggests that the interaction between neighboring
islands may be disregarded and that they can be treated as independent objects.

Fig. 4.11 shows an example of how the size and geometry of nanoislands determines
their magnetic structure. In (a), a medium size nanoisland (D�90 nm, t�30 nm) displays
a vortex configuration, with the out-of-plane core in the middle. The topography and mag-
netic contrast line profiles are shown below the image. Conversely, the island in (b), with
a similar lateral size but with a smaller thickness, does not give a measurable magnetic
signal: this is what we understand by low-contrast.

D~85 nmD~90 nm

(a) (b)Topography
MFM

Topography
MFM

Fig. 4.11: (a) Topography and MFM images of one LSMO nanoisland and its corresponding line
scan across the vortex core. (b) The same as in (a) but for an island with similar width but less than

half thick. This island represents the so-called low contrast nanoislands.

Statistical processing of several areas of about 2 µm� 2 µm results in three distinct
regimes, as shown in Fig. 4.12 (a). The magnetic configuration of the islands depends on
their lateral size D and thickness t. Although the spread in geometries and shapes is con-
siderable, each of the three magnetic structures appears well confined to certain regions
of this map. The larger nanoislands display a multidomain configuration and the smallest
present a low contrast that seemingly corresponds to a single domain state with homoge-
neous in-plane magnetization. In between, we find the vortex state, displaying an out-of-
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plane central core, and which we will discuss soon. These three configurations are clearly
seen in graph (b), where the histogram shows how many islands of a given volume present
each of the three magnetic configurations. The same is done in Fig. 4.12 (c), using the aspect
ratio D=t of the islands. At a first glance, the D and t-defined distinct regions from (a) sug-
gest that the aspect ratio may be the determining factor leading to one magnetic structure
or the other. However, it follows from the graph in (c) that both multidomain and vortex
configurations show similar aspect ratios. This suggests that island volume is eventually
deciding between the two configurations.

The low-contrast nanoislands, which we assume to be single domains, are at the limit
of detection with our experimental set-up. To be able to estimate the interaction between
the tip and these small islands, we first assume a dead layer of thickness �2 nm (recall
the discussion regarding the presence of a magnetic dead layer in Chapter 3). The ferro-
magnetic section of the low-contrast islands would then have a thickness of about 8 nm
(the average thickness for these islands is �12 nm). Such nanoislands can be divided into
individual �8 nm diameter spherical elements that interact with the MFM tip. The force
gradient between each element and the tip, separated z�30 nm, is then about 4.8�10�5

N/m �. The total magnetic interaction between the Co coated MFM tip and a LSMO is-
land can be estimated as the sum of the interactions between each element and the Co tip:
considering the typical island lateral size to be around �80 nm in the case of the small
islands, this gives a total value of �4.8�10�4 N/m. Meanwhile, the noise of the MFM sig-
nal, evaluated as the signal fluctuation when the tip lies away from the islands, is around
�4�10�5 N/m. Hence, our estimation is around an order of magnitude above the noise
limit. Nevertheless, the average experimental contrast that we measure for the low-contrast
islands is around �8�10�5 N/m, only a factor 2 higher than the background noise, which
is the reason why it is hardly detected. The estimated theoretical value, �4.8�10�4 N/m,
nearly an order of magnitude larger than the experimental, thus sets an upper limit for
the magnetic signal between the tip and the low-contrast small nanoisland. The discrep-
ancy between the theoretical estimation and the experimental signal may be due to various
facts. First, during the experiments, especially under ambient conditions, the tip is most
probably oxidized, which increases the effective tip-to-sample distance. Second, because
of the scanning process, the magnetic coating might have worn out slightly, decreasing its
magnetic moment. Third, an important decrease from the theoretical value could be also
expected in case of in-plane magnetic moments, since the theoretical calculation assumes
the moments are out-of-plane. From here, the discrepancy between the theoretical and the
experimental value could be taken as an indirect confirmation that the magnetization in
the ferromagnetic nanoisland lies indeed in-plane. Anyhow, this diversity in the magnetic
configuration cannot be inferred from the SQUID hysteresis loops. In such macroscopic
measurements the size-dependent magnetic behaviors all add up and reflect the average
magnetic characteristics of the nanoisland ensemble.

It is well known that the geometrical constraints determine up to a great extent the
magnetic configuration of small structures, taking small as “of the order of the characteristic
magnetic length scale” (e.g. in the order of the magnetic exchange length). The magnetiza-
tion pattern of nanoelements represents the lowest total energy configuration, which is the

�We have estimated the interaction between a Co coated tip (with a radius of 10 nm and magnetization value
of MS (Co) = 1440 kA/m) and a LSMO nanoisland divided into 8 nm size elements with MS (LSMO at 300 K)
∼300 kA/m, using the following equation: ∂F

∂z
=

∑
i
µ06mtipmi

πz5
where mtip and mi are the magnetic moment

of the tip and the magnetic moment of each of the elements of the nanoisland, respectively, and z is the distance
between the tip and each nanoelement.
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(a)

(b) (c)

Fig. 4.12: (a) Magnetic phase diagram extracted from MFM measurements displaying the three
magnetic configurations as a function of the nanoisland lateral size D and thickness t. (b) The
volume of the islands against the number of nanoislands, separated in terms of the three possible

magnetic configurations. (c) The island population distribution in terms of the aspect ratio D=t.
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4. Magnetic structure of LSMO nanoislands

compromise among the different competing terms, i.e. exchange energy, magnetostatic or
shape energy, magnetoelastic and magnetocrystalline anisotropy energies, and the interac-
tion energy between individual islands. If we consider an isotropic (no preferential crystal
orientations for the magnetization) and free-standing magnetic structure (no strain), its
magnetic ground state will be uniquely determined by the competition of the exchange en-
ergy, which tends to align the spins of the atoms, and by the magnetostatic energy, which tries
to reduce the field in the surrounding space through flux-closure configurations. Below a
certain lateral size in the order of 10�8-10�11m, such competition requires that nanostruc-
tures display a single domain structure of parallel atomic spins, giving rise to a giant spin
[237]. With increasing volume, however, the increase in the magnetostatic energy triggers
the particle to break into differently oriented magnetic domains which permit to reduce the
stray fields. In between the single-domain and multidomain structures, for particles of a
certain aspect ratio, the ground state is the so-called vortex state [10, 38, 44, 238].

The magnetic moments within the vortex curl in-plane, keeping parallel to the side of
the nanoelement-in order to reduce the magnetostatic energy- and slowly curve towards
the interior of the particle. The large exchange energy around the center gives rise to a sin-
gularity known as the vortex core, which exhibits out-of-plane magnetization. The vortex
configuration provides a good flux-closure and it is a highly stable magnetic configuration.
It may display four different and energetically equivalent magnetic states depending on its
chirality or circulation (the clockwise or counterclockwise sense of the in-plane magnetiza-
tion) and polarity (the outwards or inwards out-of-plane sense of the core magnetization).
The hysteresis loops for such a magnetic configuration were first measured in supermal-
loy (Ni80Fe14Mo5) nanodiscs by Cowburn et al. [38]. The vortex core was later observed
in real space by MFM [10], and also with spin polarized scanning tunneling spectroscopy
in Fe nanodots [44]. The vortex magnetic configuration has also been measured in submi-
cron patterns defined in LSMO thin films grown by pulsed laser deposition on (001)-SrTiO3

substrates, where the shape of the islands dominates over the crystal field and the epitaxial
strain effects to finally determine the domain structure under zero applied magnetic field
[66].

In our system of self-assembled LSMO nanoislands we can rule out the magnetoelas-
tic energy contribution because we know from the structural analysis of Chapter 3 that the
islands are strain-free. Regarding the magnetostatic interaction between nanoislands, our
analysis did not show any correlation between the nanoisland magnetic structure and their
spatial distribution, even if some islands sit very close to each other (less than one diameter
away). Besides, it is as an extremely challenging task to include an island-island interac-
tion in such a non-uniform distribution of nanostructures; only for regular arrays of ele-
ments, such as those obtained from lithography methods, the interaction component could
be realistically modeled [239, 240]. Nevertheless, we do need to include the cubic magne-
tocrystalline anisotropy in the energy expression of our system. This was inferred from the
Ferromagnetic Resonance experiments: the in-plane easy axis lies in the <110>LSMO direc-
tion, which is the projection of the <111>LSMO magnetocrystalline easy axis. Summarizing
the above, the energy of our LSMO nanoislands can be expressed in the following way:

Etotal = Eexchange + Eshape + Emagnetocrystalline (4.10)

The above contributions were taken into account in the simulation of the stable magne-
tization configurations, performed with micromagnetic elements using the OOMMF 3D
code [241] by Oscar Iglesias-Freire from the group of Dr. Agustina Asenjo at ICMM-CSIC.
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4.3. Unveiling the magnetic configuration of self-assembled LSMO nanoislands

We consider our pyramidal nanoislands as rectangular prisms in a first approximation,
and the following LSMO parameters: the magnetocrystalline anisotropy constant K1 mea-
sured in the FMR experiments, the saturation magnetization MS at 300 K as deduced from
hysteresis cycles, and the exchange stiffness A= 1.73�10�12 J/m taken from the literature
[242]. Three different typical islands sizes were evaluated: small (lateral size 50 nm, 10 nm
thick), medium-size (lateral size 100 nm, 15 nm thick) and large nanoislands (lateral size
120 nm, 30 nm thick). The obtained results, displayed in Fig. 4.13, reveal what we already
saw in the MFM image analysis: the domain configuration depends on nanoisland size.
In the case of the smaller islands, we always find a single-domain configuration with in-
plane magnetization. Due to the in-plane magnetization of these islands, the MFM contrast
(which is proportional to the divergence of the magnetization) is lower than the estimated
interaction between the tip and an island magnetized out-of-plane. The majority of the
medium-size nanoislands present vortex configuration [Fig. 4.13 (b)] with an out-of-plane
component of the magnetization in the center of the island. Finally, the larger islands show
a complex magnetization configuration [Fig. 4.13 (c)] with an out-of-plane component of
the magnetization in different regions of the island, in agreement with the MFM measure-
ments. It is worth noting how in the vortex-state, where the magnetization is supposedly
in-plane except for the core, the magnetic moments exhibit non-zero out-of-plane compo-
nent (expressed by the presence of red and blue colors throughout the island). A certain
out-of-plane component arises in square geometries, due to 90� domain walls that form at
the regions where the magnetization vector changes direction. Also, the <111>LSMO easy
magnetization axis could contribute to the out-of-plane component of the magnetization.
For large islands, the presence of out-of-plane regions gains weight, thus forming domains.

(a) (b) (c)

LOW 
CONTRAST

VORTEX

MULTIDOMAIN

Fig. 4.13: Results of micromagnetic simulations performed with the OOMMF 3D code. Nanois-
lands correspond to the following geometries: (a) 50 nm � 50 nm and 10 nm thick, (b) 100 nm �
100 nm and 15 nm thick and (d) 120 nm � 120 nm and 30 nm thick. The data scale for all the
simulated images is 25 kA/m. The blue and red colors correspond to the out of plane magnetiza-
tion (outwards and inwards, respectively). The magnetization configurations were obtained after

saturating along the +Z (outwards) direction. Courtesy of O. Iglesias-Freire.

In conclusion, the MFM results, supported by the above explained micromagnetic sim-
ulations, allow for the prediction of the geometries that, in LSMO, yield the single-domain,
vortex, and multidomain configurations. The uniform magnetization of single-domain
nanoparticles, for instance, is a promising candidate for high density hard disk drive data
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4. Magnetic structure of LSMO nanoislands

storage and magnetoelectronic device applications [243–245]. In turn, the four possible in-
dependent vortex states could be used as magnetic bits for data storage. Furthermore, the
chirality and polarity control necessary for technological applications has triggered a lot
of interest, with recent works reporting the electrical and magnetic switching of the vortex
core magnetization and the tuning of the chirality [43, 246–248].

4.3.2 Analysis of the vortex state in sub-200-nm LSMO nanoislands

The analysis shown in the previous section focused on a specific sample that we named
Sample 1 to distinguish it from Sample 2, on which we focus in this section. Sample 2 also
displays an homogeneous self-assembly of well-faceted LSMO nanoislands on a YSZ subs-
trate. Note the remarkable number of vortices that can be observed in the 5 µm� 5 µm
MFM image of Fig. 4.14. Measurements were done in remanence, after saturating tip and
sample in opposite directions. At a first glance, the vast majority of the islands show a
bright spot, corresponding to the outwards orientation of the vortex core, although a closer
look reveals the presence of some dark spots in the center of some islands (marked with
arrows). The predominance of bright spots is due to the prior ex-situ saturation, where the
islands are first magnetized opposite to the tip (i.e. repulsively interacting with the tip, thus
exhibiting bright contrast). When the field is turned off, the island relaxes into the in-plane
curling vortex state, with its core pointing preferably outwards.

In addition to the vortex configuration, note that this sample displays a high number
of (111)LSMO oriented nanoislands, crystallized in the form of triangles. Fig. 4.15 shows the
MFM forward and backward scan of a group of islands with different magnetic structure.
The (111)LSMO nanoislands exhibit clear magnetic contrast, often the darkest contrast in the
image. However, their contrast is influenced by the field of the tip. This is evidenced by the
changing of the magnetic pattern with the scanning direction. A reasonable hypothesis is
that the tip may trigger a reversible domain wall displacement caused by the small coercive
field of the triangles with respect to the tip magnetization.

Unlike the triangular islands, the vortex configuration remains undisturbed during
the scanning [see the vortex next to the triangle in Fig. 4.15 (b)]. Note also that, except
for the bright core, the vortex state exhibits a dark contrast, characteristic of an attractive
tip-island interaction. Recalling that MFM is sensitive to the out-of-plane variation of the
field generated by the sample, and that the magnetic moments within the vortex are curled
in-plane, there should not be an appreciable contrast where we actually observe an evident
dark contour. There are two issues here to be considered. On one hand, it is not strictly
true that no contrast should arise from the region outside the core. The latter indeed holds
for perfectly circular structures, where the magnetization swirls continuously within the
xy plane. For square geometries, however, a contrast arises at the 90� domain walls of the
square diagonals, as commented in relation with micromagnetic simulations of Fig. 4.13.
On the other hand, the tip stray field may modify the sample magnetic moments towards
the field direction in such a way that the vortex outer region interacts attractively with the
tip (dark contrast) [249, 250]. This local modification may happen reversibly, in a way that
does not permanently affect the magnetic state of the island. The closer to the sample and
the larger the magnetic moment of the tip, the stronger this effect will be. Fig. 4.16 (a) is
a simulated MFM image of a permalloy element (1 µm � 1 µm � 10 nm), where the gray
scale represents the contrast to be seen in MFM (proportional to ~r � ~M ) and the superposed
arrows represent the magnetization distribution. Note at how a black (attractive) and a
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Topography MFM(a) (b)

1.0µm1.0µm
z scale=50 nm

390nm

0 mT

Fig. 4.14: Topography image (a) and its corresponding MFM image (b) of self-assembled LSMO
nanoislands displaying a majority of vortex configuration. Images were taken at zero applied field,
after saturating tip and sample in opposite directions. The arrows in (b) mark some of the islands
which show dark contrast in the vortex core, namely, inwards magnetization (parallel to the tip).
(c) Zoom image from (b). A gaussian filter was applied in order to better distinguish the dark and

bright vortex cores.
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(a) Topography MFM
forward backward

(b) Triangle vs Vortex(b) Triangle vs Vortex
f b

Fig. 4.15: (a) Topography image (left) and MFM images (center and right), the latter corresponding
to the forward and backward scan of the tip. (b) Zoom of a triangular and a square island showing
how the magnetic structure of the first varies with the tip scanning direction, as opposed to the vortex
configuration, which remains unchanged. Images were taken in remanence, after saturating tip and
sample in opposite directions. ‘f’ and ‘b’ stand for ‘forward’ and ‘backward’ scanning direction,

respectively.

white (repulsive) contrast arise at the four domain walls, different to the gray background
where ~M is uniform [228]. In Fig. 4.16 (b) we may see the experimental result of the
MFM imaging of such permalloy squares [250]. Fig. 4.16 (c) shows the micromagnetic
calculation of a permalloy disk (D=300 nm, t=50 nm). The size of the arrows reflects the
magnitude of the in-plane component (from [249]). Image (d) in Fig. 4.16 corresponds to the
MFM measurement of a 400 nm diameter permalloy dot exhibiting a bright core (outwards
polarization) and a dark outer core region, consequence of the tip-sample interaction (from
[250]).

From the above discussion it is reasonable to think that our square LSMO nanoislands
may combine both of the effects described. The influence of the tip stray field in orienting
the in-plane magnetic moments parallel to the tip would hence add to the contrast due to
the domain walls, which, considering the MFM resolution and the small lateral size of our
nanoislands [150 nm vs the 1000 nm of Fig. 4.16 (a) and (b)], cannot be as well-defined as
in Fig. 4.16 (b).

Regarding the vortex core, some authors have deduced, using analytical and numeri-
cal tools, that it grows wider with increasing island thickness. This is a consequence of the
relative decrease in magnetostatic energy due to the reduced out-of-plane demagnetization
field in thicker elements. The core Mz distribution thus widens to lower the exchange en-
ergyy. In our results we do not see such a correspondence between the core lateral size and
the island thickness t. Fig. 4.17 (a) shows theD vs t diagram of the measured vortex config-
uration, indicating islands with a narrow core �100 nm (solid dots), and those with a �100

yFor instance, the core can display a domain-like≥100 nm-wide central region within 200 nm diameter (0001)-
Co circular dots of D/t ≤8 aspect ratio [251].
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(a) (b) (c) (d)

Fig. 4.16: (a) Calculated magnetization distribution (arrows) and the expected MFM contrast,
proportional to ~r� ~M (grey-scale) in a 1 �m � 1 �m � 10 nm square permalloy element [228].
(b) Real MFM image of a 1 �m � 1 �m � 50 nm permalloy structure exhibiting the flux-closure
structure contrast linked to the presence of domain-walls [250]. (c) Micromagnetic simulation of
the magnetization in a D=300 nm and t=50 nm permalloy disk [249]. (d) MFM image of a D=400
nm and t=50 nm disk exhibiting the global attractive tip-sample interaction in the outer region of

the vortex. The vortex core is the bright spot in the center of the dot [250].

nm wide core (open dots), which could suggest the concentric-ring structure discussed in
reference [251]. Fig. 4.17 (a) evidences that neither narrow nor wide cores appear related to
a higher or a lower aspect ratio region of the diagram. The MFM image in Fig. 4.17 (b) and
the corresponding line scans in Fig. 4.17 (c) illustrate what we mean by narrow and wide
cores: their average width w is �30 nm and �100 nm, respectively. Particularly, these two
islands have very similar D and t values yielding aspect ratios in the 9-10 range. The trend
described in the literature, hence, is not visible in our MFM results.

A word of caution is in order here regarding the comparison between literature and
our experimental results. Theoretical models and experimental studies available in the
literature concern different materials and different measuring techniques. The energies in-
volved and the approximations made in them might thus not be applicable to our specific
case. For example, the islands reported to show a larger core width with increasing thick-
ness are hcp Co cylinders [251], while our LSMO nanoislands are square pyramids with
beveled facets, at a 54.7� angle from the substrate surface. The higher the islands, in this
case, the smaller the top facet will be. Therefore, it is not evident that the demagnetizing
field will decrease in such a geometry, not at least in the manner simulated in reference
[251].

An important fact that we have not mentioned yet is that the vortex core sizes de-
duced from our MFM images are the convolution of the tip-sample interaction, and thus
they are likely to be overestimated. Moreover, it appears that the major influence of the
tip stray field over the stable vortex configuration is precisely the broadening of the vortex
core we discussed above. Fig. 4.18 (a) shows that such broadening is caused by tip-sample
interaction, since it varies depending on the scan direction. Such a modification was not
detectable in the islands from Fig. 4.17, suggesting that both a real and a tip-induced broad-
ening coexist. The effect of making the vortex core appear wider than it is in reality is a well
known issue, intrinsically linked to scanning probe techniques. The tip-sample convolu-
tion responsible for the lateral resolution limit is greater in MFM measurements than in
topography measurement, due to the larger effective tip size: the sample interacts with the
stray field of the tip, which is less localized when farther away from the sample surface.
From our images we find that the lateral size of the vortex core takes values in the �30-
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Fig. 4.17: (a) Diameter D and thickness t of nanoislands displaying vortex state, separated accord-
ing to the size of their cores as seen with MFM. Narrow core vortices (solid dots) and wide core
vortices (open dots), exhibit core lateral sizes below or above �100 nm, respectively. The blue to
red color scale expresses ascending D=t values. (b) MFM zoom image of two representative islands
exhibiting a narrow and a wide vortex core. They correspond to two islands within the 9-10 D=t

range highlighted inside black squares in graph (a). (c) Line profiles across the two vortex cores
shown in (b). The lines marked strongest correspond to the smoothing of the real signal, noisier, also

drawn. The values measured are �40 nm (narrow core) and �100 nm (wide core).

150 nm range. Values in the literature are also in this range for permalloy [10, 249, 250]
or Nickel [248] nanostructures observed by MFM. Improvements to MFM measurements
have made it possible to achieve 15 nm and even 10 nm lateral size resolution, although
measuring at very low temperatures (5.2 K) [252]. To go beyond these limit requires the use
of other techniques. An estimation of the real vortex core diameter w of soft ferromagnetic
(FM) materials, in the thin-film limit, can be obtained by comparing the exchange and the
magnetostatic energies (the two main contributions that dominate the vortex formation).

wt!0 = 2
p
A=Kd (4.11)

whereA is the exchange stiffness andKd = �0M
2
S=2 [44]. Using a value ofA=1.73�10�12J/m

for the exchange stiffness of LSMO [242] and MS(300 K)= 300 kA/m, as calculated from
SQUID, wt!0 �11 nm. In their 2002 work, Wachowiak and co-workers showed the first
experimental evidence of a 9�1 nm size vortex core in Fe islands achieved using spin-
polarized scanning tunneling microscopy (SP-STM), which is reasonably close to the 6.4
nm value obtained from the theoretical estimate [44].

The vortex core dimension can also be derived from the analytical description of the
magnetization distribution within the core. Following the recent work by Mejía-López and
co-workers, one can replace the discrete distribution of magnetic moments with a contin-
uous ~M(~r) distribution.The vortex core profile is then described by the z component of
~M(~r), i.e. Mz(ω), where ω =

p
x2 + y2 [253]:

Mz(ω) = MSf1�
ω2

l2ex
[1:83 + 1:35(

t

lex
)0.4]�2g4 (4.12)

In the above expression, MS is the saturation magnetization, lex is the exchange length and
t is the dot thickness. The exchange length lex=5.5 nm was calculated from lex =

q
2A

µ0M2
S
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forward backward
(a)

(b)
forward backwardforward backward

( )(c)

f

b

Fig. 4.18: (a) Forward and backward scan MFM images of a zoomed vortex structure. The bright
contrast arising from the out-of-plane core appears somewhat diffuse and its appearance changes
with the scan direction, indicating the influence of the tip. (b) Forward and backward MFM scans
showing a vortex structure. The definition of the core is slightly worse in the backward scan and
thus appears slightly wider. (c) Line scans along the vortex cores of (b). In agreement with the
observation in (b), the vortex core is a bit wider during the backward scan. The core appears to be

�80 nm in diameter. The calculated diameter is �11 nm at 300 K (see text).
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[51, 254] where MS(300 K)=300 kA/m, A the exchange stiffness of LSMO [242]. Eq. 4.12
is derived for non-interacting cylindrical polycrystalline dots, after minimizing the total
energy consisting solely of the magnetostatic and exchange contributions (i.e. neglecting
the magnetocrystalline anisotropy). Note that the core distribution is independent of the
lateral size of the island. It is also assumed that the core shape does not depend on the z
coordinate. Fig. 4.19 (a) shows the 3D spatial distribution of the normalized Mz compo-
nent of the core, according to Eq. 4.12, for the particular case of our LSMO t=20 nm high
islands. We have plotted the projection of the 3D graph on the OXZ quadrant, for various
t values, in Fig. 4.19 (b). The vortex core lateral size is approximately the full width at half
maximum (FWHM) value [253], which leads to w�2�6.5=13 nm for the t=20 nm case. The
larger the nanoisland thickness t, the wider the core will be, and vice versa, in agreement
with the previously discussed reference [251]. Fig. 4.19 (c) shows the linear increase of
the core lateral size w with t, for the particular range of thicknesses displayed by LSMO
nanoislands. In the thin film limit, the linear fit gives w�10 nm, which is in very good
agreement with the vortex core size as calculated from Eq. 4.11. It follows from here that
the theoretical core width values lie well below our MFM experimental resolution

(6.5,0.5)

(b)(a)

(c)

Fig. 4.19: (a) 3D plot of the Mz spatial distribution within the vortex core, according to the Eq.
4.12 derived by Mejía-López et al. [253]. We took island thickness t = 20 nm. (b) Projection of the
graph in (a) on the OXZ quadrant. The Mz distribution is calculated for the different set of t values
shown by LSMO nanoislands. The vortex core width w is taken at the FWHM value. Variation of
Mz (c) Vortex core width w plotted against the nanoisland thickness t, extracted from graph (b). At

the thin film limit (t �0) w approaches 10 nm.

Integration of Eq. 4.12 over the whole island volume yields the total magnetization
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produced by the vortex core. This calculation provides an upper limit in our case, since
the expression from reference [253] assumes cylindrical shape. Fig. 4.20 (a) shows that the
magnetization within the core constitutes a sizable fraction of the total MS in the case of
nanoislands with small D, and rapidly decreases for larger diameters. Note that for thicker
islands the core magnetization is slightly larger. This latter tendency is illustrated in Fig.
4.20 (b) for different lateral sizes. We can deduce from there that the variation of Mz with
thickness is small for the particular thickness range we are interested in. Only for the case
of very small diameters (D=40-50 nm) does Mz show an appreciable increase.

(a) (b)

Fig. 4.20: (a) The total Mz produced by the vortex core within the island rapidly decreases for in-
creasing island lateral size. (b) Evolution of normalized hMziwith nanoisland thickness. hMzi/MS

varies very little with t except for the narrowest islands with D �60 nm.

4.3.3 Completing the magnetic structure landscape in sub-200-nm LSMO
nanoislands

In addition to the contrast-changing triangles and the vortex state, we may identify two
more magnetic structures in Sample 2: i) some very small islands with low-contrast and ii)
other high square-pyramid islands with an undefined contrast, exhibiting alternate bright
and dark areas that sometimes depend on the scanning direction. We can identify the latter
with a multidomain configuration. The different appearance with respect to the previously
discussed Sample 1 multidomain islands may stem from their slightly different morphol-
ogy: in Sample 2 they show larger thickness values and lower aspect ratios. A represen-
tative example of both i) and ii) islands is marked inside colored squares in Fig. 4.21 (a).
The graph in (b) shows the sample aspect ratio distribution as a function of the magnetic
configuration of more than a hundred islands. This graph is equivalent to the Fig. 4.12
(c) graph obtained from the statistical processing of Sample 1, except that the present addi-
tionally features (111)LSMO oriented nanoislands. Note also that the multidomain islands
appear in this case limited to low aspect ratio values [Fig. 4.12 (c)], which explains why
they exhibit a rather different contrast from the multidomain islands observed in Sample
1. In fact, the cubic magnetocrystalline anisotropy of the system, with the < 111 >LSMO

easy directions [82, 255], could be playing a key role here: since the trend towards in-plane
magnetization is weakened for low D=t values, the magnetocrystalline anisotropy contri-
bution, which pulls the magnetic moments parallel to the < 111 >LSMO directions, would
be favored, resulting in the magnetic configuration that we observe.

Vortex states are mainly observed in soft ferromagnetic polycrystalline nanoelements

123



4. Magnetic structure of LSMO nanoislands

(a) Topography MFM
forward backward

(b) (c)

Fig. 4.21: (a) 1.5�m � 1.5�m topography and MFM images of a LSMO nanoisland ensemble.
Examples of each a small low-contrast island (blue square) and a high changing-contrast island
(green square) are given. (b) The volume of the islands against the number of nanoislands, separated
in terms of their possible magnetic configurations as seen by MFM (triangles not included). The
large volume nanoislands (in red) we have named multidomain. (c) D=t aspect ratio distribution
of the nanoislands separated in terms of their magnetic structure. While the vortex configuration is
the most easily stabilized, those showing the largest volume (named multidomain) exhibit the lowest

D=t values.
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sometimes called platelets because of their high D/t values, often above 10 [256–258]. It
is worth noting that LSMO nanoislands display vortex configuration also at D/t values as
low as 4. A very recent work has proposed that a beveled geometry of the nanoislands, ob-
tained by cutting their edges away, promotes vortex nucleation in permalloy submicrome-
tre disks. This is explained in terms of a symmetry breaking introduced by the beveled
edges, which lowers the energy barrier for vortex nucleation within a saturated single do-
main state [258]. Fig. 4.22 (a) collects the results from the MFM analysis of the two types
of LSMO/YSZ samples measured. Full dots stand for Sample 1 and open dots for Sample
2. A symbol of the same color and shape represents the same magnetic configuration. The
plot illustrates the consistency of the observed magnetic structures, leading to a complete
magnetic phase diagram of the solution-derived LSMO nanostructures. Note that Sample
2 exhibits thinner and wider nanoislands in general, in addition to the (111)LSMO oriented
triangular nanoislands islands (in green). We have plotted the latter only to illustrate their
usual sizes, because they have different crystallographic orientation and hence they are not
expected to comply with the tendency shown by the rest of the nanoislands.

Low-contrast (111) TrianglesMultidomainVortex or 
multidomain

(b)

(a)
SAMPLE 1 
Vortex
Multidomain
Low-contrast

SAMPLE 2 
Vortex
Multidomain
Low-contrast
(111) Triangles

Fig. 4.22: (a) Magnetic phase diagram relating the nanoisland magnetic structure and its shape.
Both the contributions of nanostructures from Sample 1 and Sample 2 were taken into account.
Except for a certain ambiguity in large and high islands showing either vortex or multidomain
configuration, the magnetic structure of the vast majority of nanoislands is defined by its shape.
Triangles are included for the sake of completitude. (b) Sketched geometries of the nanoislands

displaying the different nanomagnetic behaviors.

In order to further investigate the effect of increasing island thickness on the mag-
netic structure of nanoislands, mentioned before, we discuss here one last example, where
nanoislands were grown onto a Zr-doped Cerium Oxide (CZO) buffer layer (∼20 nm thick-
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ness) on YSZ. The LSMO on CZO/YSZ system is equivalent to the LSMO on YSZ system,
in terms of LSMO island morphology and their crystallographic orientation, except that
they tend to display larger thickness values. Note that Cerium Oxide displays a fluorite
structure, the same as YSZ. The great majority of the LSMO islands grown on top of the
CZO buffer layer of Fig. 4.23 have heights above 50 nm and aspect ratios in the D=t�3-4
range. Both the MFM forward and backward scan images are shown, giving evidence that
the magnetic contrast does not vary too much with the scanning direction (except for the
(111) triangular island, where the contrast varies, as in the previous cases). The majority
of islands are, once more, square-base pyramids, but we observe no vortex states for these
specific geometries. Fig. 4.23 (c) is the same graph as in Fig. 4.22, but now including the
data from a few dozens of LSMO islands on a CZO buffer layer. From the MFM images
it is not straightforward to determine the magnetic configuration, although the different
shades within each island suggest a multidomain structure (not fully resolved due to the
limited resolution). Further micromagnetic simulations, taking into account the real shape
of the island, would be required to shed some light on the specific magnetic structure of
these islands.

(b)(a) Topography MFM

forward backward

500nm 500nm 490nm

(111) (111) (111)

500nm 500nm 490nm

(c)

Fig. 4.23: (a) Topography and (b) MFM images of LSMO nanoislands grown on CZO buffer layer.
(c) Graph from Fig. 4.22, included the D� t correlation of LSMO nanoislands grown on top of a

CZO buffer layer.
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4.4 System evolution under applied magnetic field

4.4.1 General considerations

Throughout the previous section we have described the rich variety of magnetic structures
adopted by solution-derived LSMO nanoislands. In particular, we showed that the vortex-
state is the preferred configuration for a broad range of LSMO nano-sized geometries. It is
now of great interest to study the field stability of these LSMO vortices and, more generally,
the behavior of LSMO nanoislands under applied magnetic field. The magnetization rever-
sal process in ferromagnetic nanoelements is very important, not only from a fundamental
perspective but also from a technological point of view. The implementation of magnetic
nanostructures in modern applications requires knowing, for instance, under what fields
the configuration is stable and when it switches magnetization. These processes are gov-
erned by the competing energies listed in Eq. 4.10, to which we must now add the Zeeman
contribution due to the presence of an external applied field:

Etotal = Eexchange + Eshape + Emagnetocrystalline + EZeeman (4.13)

We could deduce, from the imaging of our LSMO nanoislands, that the vortex configura-
tion is very stable, as proved by successive scans with a relatively high-moment magnetic
tip. In their 2002 paper, Shinjo and co-workers revealed the stability of magnetic vortices
subject to out-of-plane applied magnetic fields [259]: the application of 0.25 T in the direction
opposite to previously saturated vortex cores left the core magnetization of circular permal-
loy dots unaffected. Raising the field up to 0.35 T reversed the magnetization of only the
24% of the cores. Their measurements for constant thickness dots of different aspect ratios
(D=t=4, 8 and 20) showed that the necessary field to switch the vortex core, �0.4 T, did not
depend on the lateral size of the dot, further proving that the core is an independent entity
within the surrounding in-plane magnetic structure (recall what we commented regarding
the expression for its magnetization, Eq. 4.12).

By contrast, the evolution of the vortex state under in-plane magnetic field offers wider
possibilities with much smaller fields involved. It is well known that the magnetization
reversal in such a case proceeds via vortex nucleation, displacement, and annihilation [38,
260]. The new ground state is no longer the centered vortex state but a new state, now
stabilized by the Zeeman contribution (Eq. 4.13). Fig. 4.24 illustrates how the vortex state
evolves under in-plane magnetic field, both for a cylindrical (a) and a square (b) prism: the
domain with the magnetic moments parallel to the applied field grows at the expense of
the rest while trying to keep a flux-closure configuration. The core of the vortex is hence
gradually pushed to the edge of the element, where it is annihilated, and a saturated single
domain state is reached. The left panel of Fig. 4.24 (a) shows the canonical hysteresis cycle
of a vortex, adapted from [260], for a permalloy cylindrical nanodot with D=200 nm and
t=30 nm: the saturated state (A) is followed by the vortex nucleation (B), where a sudden
loss of magnetization occurs until the dot adopts the centered-vortex ground state at zero
applied field (C). Under increasing opposite field, the core moves in order to minimize
the Zeeman term (D) i.e., in the direction determined by its chirality. Finally, the vortex is
annihilated, under fields typically in the thousands of Oersted range [38, 260], yielding the
saturated single domain state (E).
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Fig. 4.24: (a) Typical hysteresis loop showing the vortex nucleation, displacement, and annihilation
process and the simulated magnetization reversal in a D=200 nm and t=30 nm isolated permalloy
dot (adapted from [260]). (b) Simulated vortex configuration for a LSMO square 3D dot, with
D=100 nm and t=15 nm (left panel). The vortex structure is simplified in terms of the four main
domains and the central core within the square geometry (right panel, left). Under in-plane applied
field, the vortex core displaces and finally disappears. These steps would correspond to stages (C),

(D) and (E) in the magnetization loop (a).
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4.4. System evolution under applied magnetic field

4.4.2 Experimental results

Fig. 4.25 (b) shows the MFM images of a group of LSMO nanoislands in remanence, and
under opposite in plane magnetic fields [(c) and (d)]. The amplitude image in Fig. 4.25 (a)
recalls the topography shape of the islands, and a black triangle on the left side of every
picture serves as reference, since successive scans cause the tip to shift from its original
position due to thermal drift. The remanence image was taken in the usual manner, i.e.
after saturating tip and sample ex-situ in opposite directions. We were able to apply a
maximum in-plane field of ∼450 Oe. Note that the general shift of the bright vortex cores is
in the direction of the applied field.

(a) (b) MFMAmplitude

0 Oe

(c) (d)
~-450 Oe ~450 Oe

MFM MFM

Fig. 4.25: (a) Amplitude image of Sample 2 LSMO nanoislands showing their faceted geometries.
(b) MFM image of the same region taken in remanence. Note the presence of different magnetic
structures, previously described, including a large number of vortices. (c)&(d) MFM images of the
same region under∼450 Oe external field applied parallel to the substrate edge. The sketches at each
side of the figure illustrate the direction of the in-plane magnetic field. A large triangular nanoisland

is marked in every image for reference.

A closer inspection of the magnetic behavior of nanoislands, displayed in Fig. 4.26 con-
firms the general tendency observed in the low-magnification images of Fig. 4.25. Three
regions, labeled 1, 2, and 3 are marked with white squares in the topography image at the
top of the figure. Zoomed-in magnetic contrast images of such regions are displayed below,
along with their topography and MFM line scans. A representative example of each of the
different magnetic behaviors found in the nanoislands has been analyzed: The vortex-state
(V) in Region 1 shows the leftwards and rightwards shift of its core under leftwards and
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4. Magnetic structure of LSMO nanoislands

rightwards applied magnetic field, respectively. The line scan reveals the presence of the
bright core at 0 Oe, and a seemingly dipolar bright-dark contrast under 450 Oe, character-
istic of a saturated single domain state [248, 257]. Note that the dipolar contrast appears
clearer at 450 Oe, whereas at -450 Oe it has a horse-shoe structure. This asymmetry is most
likely due to the presence of a remanent field at zero applied current, which causes the
effective field in both directions not to be identical. In other words, the values we give of
the fields are approximate, and -450 Oe is in practice less in magnitude than 450 Oe, so
the latter does not saturate the island. The small island in between the two medium-size
islands in Region 1 is an example of low-contrast island, which are at the limit of sensitiv-
ity of our equipment, and which we know from micromagnetic simulations to display a
single-domain (SD) structure. Indeed, its weak magnetic contrast, less than 1 Hz in mag-
nitude, shows no observable structure change when imaging at different magnetic fields.
Region 2 gathers a series of vortices and also a triangular (T) (111)LSMO island. The rema-
nence image of the triangle may resemble that of a vortex, but we cannot confirm it, since
the backward scan is different from the forward scan shown in the image; as we already
explained, the stray field of the tip sweeps the domain walls within the triangle back and
forth during the scan. In any case, it appears clear that the island reaches saturation for
both -450 Oe and 450 Oe, as indicated by the bright-dark dipolar contrast. The fact that
the two saturated states show a contrast of similar magnitude (opposite in sign) confirms
our belief that these are magnetically softer islands. Finally, the high square (SQ) islands
in Region 3, with the undefined multidomain structure, also show a tendency towards a
single domain saturated magnetic state under external in-plane field.

Field values below the �450 Oe yield slightly off-centered vortices, as shown in Fig.
4.27. The intermediate states between -450 Oe and 450 Oe reveal the gradual displace-
ment of the vortex core, from the aforementioned horse-shoe structure to that of the satu-
rated nanoisland. The change in the location of the core apex in the example from Region
1 changes imperceptibly for fields in between -200 Oe and 200 Oe. This is not unexpected,
since the lateral MFM resolution, around 50 nm, does not allow to resolve the exact location
of the �10 nm wide core. Notice, nevertheless, the presence of a dark spot near the bright
vortex core. This spot most likely indicates the attractive interaction between the tip and
the field distribution within the core. The fact that it shifts position with changing mag-
netic field is a clear signal that the structure of the core is rearranging under the influence
of the field, although we cannot resolve this movement. The island in Region 2 exhibits the
same magnetization reversal process as the island in Region 1, although it appears some-
what noisier and the dipolar contrast expected at 450 Oe appears less clear. Furthermore, it
would appear that the bright vortex core, although weak, can still be distinguished at 450
Oe. The island in Region 2 exhibits a lower aspect ratio than the previous Region 1 island
(�7.7 against �11), suggesting that, the lower the aspect ratio, the higher is the field re-
quired to annihilate the vortex. In the following we will see that this is in agreement with
theoretical predictions.

4.4.3 Theoretical analysis

We can compare our experimental observations with the theoretical prediction of vortex
evolution under applied field. Guslienko and co-workers have long treated this problem
for the case of cylindrical soft FM nanodots, reaching the analytical expressions for the
magnetic fields required to nucleate a vortex out of an in-plane saturated state (Bn, nu-
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Fig. 4.26: Topography and MFM analysis of LSMO nanoislands in remanence and under in-plane
magnetic field. Three white squares in the upper 1.5�m � 1.5�m topography image mark the
zoomed-in 1, 2, and 3 regions displayed below. Vortex (V) and single domain (SD) structures
are shown in Region 1, a triangle (T) appears in Region 2 and the high square multidomain island
(SQ) is shown in Region 3. Their corresponding topography and magnetic contrast line scans are

displayed on the sides of the MFM images.
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Fig. 4.27: Evolution of the magnetic contrast of LSMO nanoislands under in-plane magnetic field.
The MFM images are zooms from the Regions marked 1 and 2 in the above topography image. Note
how the dipolar contrast, characteristic of a saturated island, appears clearly in the island with aspect
ratio�11 whereas the island in Region 2, with lower aspect ratio, does not exhibit a saturated state.
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4.4. System evolution under applied magnetic field

cleation field) and for the magnetic fields required to expel the vortex from the dot (Ban,
annihilation field) [39, 260]. Starting from the remanence state where the vortex core sits
at the center of the disk, Bn and Ban are calculated by minimizing the total energy of the
shifted vortex state with respect to the relative vortex core displacement s = 2l=D, with
l the displacement of the core and D the dot diameter. The sum of magnetostatic, ex-
change and Zeeman energy contributions for a given vortex core displacement s then leads
to the following analytical expressions of the nucleation and annihilation fields (in Gauss)
[39, 260]:

Ban = 2MS
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where � = 2t=D and Fn(�) =
R1
0

dx
x

�
1� 1�e−βx

βx

�
J2
n(x), with n = 1; 2. J1(x) and J2(x)

stand for the Bessel function of the first kind and order 1 and 2, respectively. We evaluated
the above equations in the t and D range of our LSMO nanoislands and taking the values
MS(300K)=300 kA/m and lex(300K)=5.5 nm. The result is plotted in Fig. 4.28, which
shows the dependency of annihilation and nucleation field values with respect to the island
aspect ratio. According to these graphs, around 120 mT would be required to expel a vortex
from a cylindrical polycrystalline LSMO nanodot. This value could go down to 40 mT for
the case of an aspect ratio of 10. On the other hand, 40 mT is the greatest value necessary
to nucleate a vortex starting from a saturated island, however nucleation values decrease
fast when reducing the island thickness t. Both the annihilation and nucleation fields show
a similar behavior against D=t, with a sharp increase at very small values and a slower
decrease for the great majority of higher D=t-s. For the larger t-s the curve maxima fall
below D=t = 1 but in the plot only those D=t � 1 are shown, since in our islands the aspect
ratio is always above one. In fact, more realistic expressions for our system would be the
ones shown in Fig. 4.29. In the latter, plots from Fig. 4.28 have been confined according to
the possible aspect ratio values every island with thickness t can exhibit. This is obtained
considering the real D values measured from our AFM studies, i.e., between 40 nm and 180
nm. Tab. 4.2 collects theD=t ranges for each t. The dashed line in Fig. 4.29 (a) represents the
maximum field value of 45 mT (450 Oe) we applied in the experiments. This line intersects
the set of graphs at a D=t�7.8, meaning that we should be able to expel the vortex and
saturate those islands with aspect ratio above �7.8.

Tab. 4.2: Range of D=t values found for a given island thickness t, considering that the island
lateral size D varies between 40 and 180 nm.

t (nm) 10 15 20 30 40

D/t
min 4 2.7 2 1.33 1
max 18 12 9 6 4.5

The above theoretical analysis is useful to understand the evolution of the vortex state
under in-plane magnetic field. We must recall, however, that such analysis oversimpli-
fies our system; the real beveled-edge pyramids are approximated as a parallelepiped, and
the influence of magnetocrystalline anisotropy is neglected. Hence, its results should be
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Fig. 4.28: (a) Vortex annihilation Ban and (b) nucleation Bn fields for varying island aspect ratios.
The larger D=t, the lower the fields required to expel and nucleate a vortex.
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Fig. 4.29: (a) Vortex annihilation Ban and (b) nucleation Bn fields for varying island aspect ratios,
restricting the D=t range to the possible values exhibited by the nanoislands, in accordance with
Tab. 4.2. The dashed line in (a) represents a field value of 45 mT, which intersects the curves in (a)

at D=t�7.8. Hence, vortex state is to be annihilated in nanoislands with D=t values above 7.8.
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considered qualitatively. Furthermore, these neglected factors could also be influencing
the movement of the vortex core, which appears to have a motion parallel to the applied
external field, instead of perpendicular to it, as we explained in section 4.4.1 that is the
common rule. Indeed, in Figs. 4.25, 4.26, and 4.27 all the observed vortex cores shift par-
allel to the applied magnetic field. The resolution of the MFM does not permit to resolve
with enough accuracy whether the core displacement is perfectly parallel or it exhibits a
slightly diagonal shift. However, it is clear that the movement is not perpendicular to the
applied field, as it would be expected from the theory (see Fig. 4.24 and related text). The
expected behavior of the vortex core described there, however, does not consider the role
of magnetocrystalline anisotropy. The < 111 >LSMO easy axis of our LSMO nanoislands,
responsible for out-of-plane magnetic moment components in our simulated vortex-state
configuration, will certainly affect the domain wall movement, although the way it does so
is unclear. The influence of the magnetocrystalline anisotropy could be further reinforced
by a small out-of-plane component of the external magnetic field: although the experiment
is set up to apply in-plane field, a misalignment, either in the sample position (pasted to
the sample-holder) or due to some spatial inhomogeneity in the field, cannot be completely
ruled out. Nevertheless, it is unclear how these contributions, other than reducing the effi-
ciency of the parallel field, could produce a 90� orientation change in the core motion.

In addition to the magnetocrystalline anisotropy and to the beveled edges of our nanois-
lands there are other factors that could be influencing the domain wall motion and hence
the core displacement. In our analysis we have always neglected the role of magnetoe-
lastic anisotropy, since the islands appear strain-relaxed. Nevertheless, the presence of
strain fields due to misfit dislocations at the island-substrate interface could be affecting
the movement of domain walls. Moreover, the likely presence of twin planes due to the
fact that the LSMO is not truly a cubic but a rhombohedral structure, could also modify the
wall motion z.

Very few of the effects listed here, not to say all of them simultaneously, are consid-
ered in the vast majority of the reported works on ferromagnetic nanomagnets. As we
mentioned in the Introduction of this thesis, the traditionally studied nanomagnets, both
experimentally and through simulations, typically refer to regularly spaced polycrystalline
prisms. All of the previous factors, unique to our system, plus other possible effects that
go beyond our control, make it delicate to derive conclusions on the magnetic behavior of
our system. As a consequence, simulations that take into account all of the necessary in-
gredients are highly desirable in order to get insight into the physical mechanisms leading
to our experimental observations.

4.5 Conclusions and outlook

A detailed study of the nanoscale magnetic structure of solution-derived self-assembled
LSMO nanoislands has been carried out by means of MFM imaging at room temperature
and ambient atmosphere. We have shown that the successful imaging of the system relies
on the adequate tuning of the experimental conditions, and, specifically, on the appropri-
ate choice of the magnetic tip. A commercial CoCr coated tip (40 nm thick coating) was
found to be the best compromise between sensitivity and sample modification, revealing

z{100} and {110} type twins have been observed in solution-derived LSMO thin films using diffraction con-
trast TEM [160], p.125.
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4. Magnetic structure of LSMO nanoislands

a clear correlation between the magnetic structure of LSMO nanoislands and their geo-
metrical characteristics. These LSMO nanostructures, featuring lateral sizes D �40-180
nm and thicknesses t �10-40 nm, exhibit three main magnetic structures, namely, single
domain islands, multidomain islands, and islands with a vortex configuration. These con-
figurations are consistent with micromagnetic simulations. From the analysis of more than
two hundred islands we have built an experimental magnetic phase diagram showing the
geometric stability of each of the magnetic states in remanence. A remarkable tendency
towards the vortex-state has been identified in islands with a wide range of aspect ratios
D=t 2 5-15, provided that the island thickness was sufficiently small (below �20 nm).

In the magnetic vortex state magnetic moments curl in-plane, parallel to the nano-
object edges, in a flux-closure configuration. At the center of the structure, the singularity
in the exchange energy is avoided by pulling the magnetization out-of-plane, forming the
vortex core. In fact, the observation of the out-of-plane core, represented in most cases by a
bright spot at the center of our islands, has been crucial in identifying the vortex state. The
small lateral size of the nanoislands (D<200 nm) together with the low resolution (�50 nm)
and the tip-sample interaction issues of the MFM, prevented us from resolving the in-plane
domain structure of the vortex. We have further studied the vortex core as a function of the
nanoisland D and t, comparing our observations to analytical expressions derived for the
expected core width. These give a theoretical value below 15 nm, well below our experi-
mental resolution. Finally, we have analyzed the evolution of our LSMO nanoislands un-
der an in-plane applied magnetic field, reaching values up to �45 mT. These have shown
the parallel motion of the vortex core with respect to the applied field, in contrast to the
expected perpendicular movement. Using analytical expressions derived for polycrystalline
soft cylinders, we have argued that the fields required to nucleate (Bn) and annihilate (Ban)
a vortex rapidly decrease with increasing aspect ratios. However, application of the exist-
ing models must be regarded with caution. First, the vast majority of them are derived
for isotropic prism geometries, whereas our LSMO nanoislands exhibit a beveled pyramid
shape and a < 111 >LSMO easy magnetization axis. Second, it is reasonabe to expect that
the specific relaxation mechanisms present in our islands (e.g. misfit dislocations, twin
planes...) may also influence the domain wall displacement within our nanoislands. These
factors could possibly account for the observed parallel vortex movement, although fur-
ther evidence is required. A way to accomplish this objective is through more exhaustive
micromagnetic simulations that consider all the unique ingredients of our system. These
are currently underway, through a collaboration with Prof. A. Sánchez and Dr. C. Navau
from the Universitat Autònoma de Barcelona (UAB).

In addition to simulations, there are a number of accessible experiments that could, in
the near future, help unveil the nature of the vortex state in our solution-derived LSMO
nanoislands. It would be very interesting, on one hand, to be able to apply higher in-plane
magnetic fields. By reaching values of 500 mTx, we would be sure of having saturated
the islands in both directions. Although our calculations show that the applied 45 mT are
enough to annihilate a vortex, we also mentioned that the numbers are a rough approxima-
tion and that should be regarded with caution. No doubts on reaching the saturation state
would exist by applying a field as high as 500 mT. After having saturated the islands, de-
creasing the field towards the remanence state we would see whether the nucleation of the
vortices happens similarly to what we have observed after reaching �45 mT, i.e. whether

xWe know from SQUID measurements at 300 K that at such field values the whole nanoisland ensemble is fully
saturated.
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the core of the vortices shows only bright or, conversely, both bright and dark contrasts.
Theory predicts that after saturating a nanomagnet the out-of-plane vortex core nucleates
randomly either outwards or inwards. In our experiments up to date we have always re-
covered the initial bright core, as shown in the chapter. This is probably another property
that is specific to our system, where the beveled-edge geometry breaks the symmetry of the
geometry and somehow influences vortex nucleation. By applying very high field values
this could be unambiguously ascertained.

Another experiment that would be interesting to perform is to carry out the same study
as we did in here but from different starting conditions: we have mainly analyzed our sys-
tem in remanence, after saturating tip and sample in opposite directions. Another option
would be to investigate what is the relaxed magnetic structure achieved after having sat-
urated the sample in-plane. In this case the exchange energy would favor in-plane mag-
netic moments, with the help of the flat nanoisland shape, while the magnetocrystalline
anisotropy would pull the magnetization along the easy < 111 >LSMO directions, and the
demagnetizing field would tend to produce a flux-closure configuration. Although we
know from micromagnetic simulations that the ground state of certain islands is the vortex
state, a different, although metastable magnetic structure can also be achieved. Indeed, the
magnetic structure dependency upon the magnetic history has already been reported for
(0001) flat Co dots with a strong perpendicular anisotropy [257]: they have shown to dis-
play a vortex state in remanence after out-of-plane saturation (the ground state), and, by
contrast, a single domain state (a local minimum), also in remanence, after in-plane satura-
tion. Observing the behavior in our LSMO islands could help further unveiling the precise
role of each of the energy terms. Furthermore, the broad range of aspect ratios found in our
islands would allow us to observe the cross-over between different behaviors. For instance,
regaining the vortex state after such in-plane saturation would underline the significance
of the magnetocrystalline anisotropy in our system.
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Chapter 5

Advanced local characterization of
LSMO nanoislands: PEEM and
KPFM

The present chapter is devoted to the investigation of self-assembled ferromagnetic
La0.7Sr0.3MnO3 (LSMO) nanoislands by means of two cutting-edge nanoscale characteri-
zation techniques. Photoemission electron microscopy (PEEM) combines the high spatial
resolution provided by electron imaging with the chemical, electronic and magnetic in-
formation attainable from X-ray-matter interaction. Meanwhile, Kelvin Probe Microscopy
(KPFM) is based on the contact potential measurement between materials brought into
electrical contact, as originally first achieved by Lord Kelvin back in 1898 [261]. Developed
30 years ago, KPFM is a powerful scanning probe technique, capable now of lateral atomic
resolution in the mapping of local contact potential differences [262, 263]. These two dis-
tinct techniques have in common their rapid and continuous development, caused by the
need to characterize increasingly small objects as well as new and complex materials sys-
tems. In this regard, both PEEM and KPFM characterization of solution-derived LSMO
self-assembled nanoislands constitute a notable challenge, principally due to the insulat-
ing character of the substrates where the nanoislands lie. This makes KPFM measurement
and its interpretation non-straightforward. On the other hand, feasible PEEM experiments
require the a priori metal capping of the insulating samples, greatly reducing the intensity
of the signal coming from the sub-200 nm size LSMO nanoisland. Under this experimental
conditions, we will see, we are close to the resolution limit of the technique. To the best
of our knowledge there are no attempts in the literature concerning the study by PEEM
and KPFM of systems of these particular characteristics. This chapter presents the efforts
in pushing the potential of these techniques towards the characterization of self-assembled
nanoscale magnetic systems.
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5.1 Photoemission Electron Microscopy measurements of self-
-assembled LSMO nanoislands

PEEM offers simultaneous imaging and spectroscopic characterization of material surfaces
with high spatial resolution. Being able to probe the local chemical composition of the
sample, it allows one to independently study the surface of the nanoislands in the case of
self-assembled nanostructured templates, or even to chemically map individual nanoscale
objects. In addition to elemental selectivity, PEEM also enables the study of the magnetic
domain structure of surfaces of films and nanostructures. The recent technological interest
and advances in the fabrication of novel and miniaturized magnetic devices, and the cor-
responding necessity for their fundamental understanding, makes PEEM a very valuable
nanoscale magnetic characterization technique.

5.1.1 Basics on PEEM

In photoemission electron microscopy an intense light such as X-ray radiation, is directed
into a sample triggering the excitation of core-level electrons into unoccupied states. The
holes in the corelevels are subsequently filled by electrons from higher energy states, either
radiatively i.e. with the emission of fluorescence rays, or by Auger electrons that can suffer
multiple scattering and yield a cascade of secondary electrons. The core-level photoemitted
electrons (photolectrons) and the cascade of elastically and inelastically scattered secondary
electrons escaping the sample surface, are then accelerated under high voltages (typically
20 kV). Then, these electrons are carried along an electron-optical system which generates,
transfers, and magnifies the image, finally formed onto a phosphor screen. The electron im-
age is converted there into a visible image by means of a CCD camera (see Fig. 5.1 below).
The energy spectra of the PEEM-transmitted electrons is considerably broad, ranging from
directly emitted photoelectrons to low-energy secondary electrons. This is one of the main
factors that limit the resolution (known as chromatic aberration). Other lens aberrations
include astigmatism or spherical aberration, in which rays at different angles are focused
at different distance from the focal plane. Increasing the acceleration voltage or decreas-
ing the contrast apertures are some of the strategies used to enhance the lateral resolution,
presently at around �30 nm, and further improving [264].
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Fig. 5.1: Electron-optics layout within the PEEM chamber. Adapted from [265].
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X-ray PEEM (X-PEEM) experiments are performed in synchrotron-radiation facilities,
which provide intense, naturally polarized light, with wavelengths ranging from microm-
eters (infrared) up to Angstroms (hard X-rays). X-PEEM is typically operated in the soft
X-ray regime, i.e. with radiation energies in the 100-2000 eV range, where many of the
most important magnetic transition metals like Fe, Co, Mn, and Ni have their L-absorption
edges (the 2p ! 3d transition). The K-edge of light elements (O, C, Si...) and the M -edge
of rare-earth metals also fall in this energy range. Fig. 5.2 shows a schematic drawing of
the fundamental instrumental parts constituting a X-PEEM experiment. X-rays, generated
by the deflection of relativistic electrons within the synchrotron storage ring, are directed
into the specific PEEM beamline, after choosing their polarization (either linear, circular
or elliptical). The monochromator in the line selects the energy of the beam, in minimum
steps of 0.1 eV, and a mirror system brings the light onto the sample surface. After the
X-ray interacts with matter, the escaping electrons enter the PEEM electron-optical system
depicted in Fig. 5.1.

Sample

PEEM

CCD detector

Polarization selecting 
aperture

Refocusing mirror
Beamline

Synchrotron
Monochromator

aperture
Exit slit

Fig. 5.2: Schematic drawing of the PEEM integration in a synchrotron facility. Reproduced from
[266].

Chemical and Magnetic contrast in X-PEEM

The fundamental characteristic of X-PEEM is that it provides spatially-resolved chemical
and magnetic contrast in the nm range. This is done by simultaneously recording the emit-
ted electrons, at a certain energy, for every point of the imaged sample. By changing the
energy (in steps as small as 0.1-0.5 eV), the changes in e� emission are monitored in the
form of a darker or brighter contrast. The usual working mode consists in collecting all
of the electrons (directly photoemitted and secondary) that escape from the sample due to
the de-excitation process initiated by the X-ray absorption. This mode is known as Total
Electron Yield (TEY) mode. When the energy of the arriving photons meets that of a certain
electronic transition in a particular element, the absorption is greatly enhanced and this, in
turn, augments the cascade of electrons emitted from that particular spot of the sample (the
spot is seen with bright contrast). It can be demonstrated that if the penetration depth of
the X-rays is larger than the escaping depth of the electrons, ∆, the absorption is directly
proportional to the electron yield signal [265, 267, 268]. The escaping depth is determined
by the average depth from which low energy secondary electrons (the great majority) leave
the sample. This distance is measured experimentally, taking values from 1.5 nm to 2.5 nm

141



5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

in ferromagnetic metals (for instance, ∆�21 Å and 17 (�2) Å have been measured for Fe
[268, 269]). Therefore, X-PEEM is essentially a surface-sensitive technique. By recording
the intensity maps (which constitute the PEEM images) at several energies, and integrating
the stack of images within the area of interest, we obtain the X-ray Absorption Spectrum
(XAS) of that specific sample region. By tuning the energy range and the energy resolution
adequately, not only the general aspects of the XAS spectra but also their fine structure can
be studied. The latter, known as X-ray Absorption Near Edge Structure (XANES) allow
one to discern different valence states of the studied element, as well as to learn about the
chemical environment of the analyzed atoms, since their characteristic spectra depend on
it.

The other major characteristic of X-PEEM is the possibility of imaging the magnetic do-
mains of ferromagnetic surfaces using X-ray magnetic circular dichroism (XMCD). XMCD
is based on the distinct absorption of left- and right-handed circular polarized light by the
electrons of a ferromagnet. The interaction with the illuminating X-rays causes the spin of
photoelectrons to change polarization. This change depends on the helicity of the light and
on the spin state of the excited core-electron and may be expressed in the following way
[265]:

~P (~φ+) = �~P (~φ�) (5.1)
~P (2p3/2) = �k � ~P (2p1/2) (5.2)

Here ~P stands for polarization and φ+ (φ�) for the left-handed (right-handed) circularly-
polarized light. Eq. 5.1 indicates the change in polarization direction when the helicity of
the incident light is opposite. As regards Eq. 5.2, it expresses the dependency of polariza-
tion with the core-electron spin. The splitting of the 2p level due to spin-orbit interaction
gives rise to the L3 and L2-edges in transition metals, which correspond to 2p3/2! 3d and
2p1/2!3d transitions, respectively. According to Eq. 5.2, the polarization changes sign and
magnitude from one 2p level to the other. Besides, in the case of a ferromagnetic material,
the probability for an electron to be excited into an unoccupied state depends precisely on
its polarization, i.e. on whether it is a minority spin with a large available unoccupied Den-
sity of States (DOS) above the Fermi level (EF ), or, conversely, a majority spin with a low
DOS above EF . As the polarization depends on the helicity of the light (Eq. 5.1) and, from
what we have just said, the transition probability of electrons in a ferromagnet depends on
the polarization of the photoelectrons, it follows that the intensity I of the absorption edge
will be different for opposite light helicities:

I(~φ+) 6= I(~φ�) (5.3)

Fig. 5.3 shows the XAS for the Mn L3 and L2 edges in a La0.7Sr0.3MnO3 thin film at
100 K, measured with the light helicity either parallel or antiparallel to the magnetization.
The XMCD spectrum below, also known as the dichroic spectrum, is then calculated from the
difference between I(~φ+) and I(~φ�) [270]. The integration of intensities and the application
of the so-called sum rules can be further used to calculate the magnetic orbital and spin
moments of the specific elements measured [271, 272].

Regarding magnetic domain imaging, the usual procedure is to collect PEEM images
at fixed photon energies where the magnetic contrast is maximum, i.e. at the L3 or L2

absorption edges for the case of ferromagnetic (FM) transition metals. Contrary to FM ma-
terials, for non-magnetic materials there is no absorption change with circular polarization,

142



5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands
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Fig. 5.3: XAS for Mn L3,2-edges in a La0.7Sr0.3MnO3 thin film for light helicity aligned either
parallel or antiparallel to the magnetization vector. The difference between the two spectra yields the

XMCD signal below. The measurement was done at 100 K. Adapted from [270].

i.e. I(~φ+) = I(~φ�). Consequently, the common way of enhancing the magnetic contrast
in PEEM images is by getting rid of the non-magnetic contrast by subtracting two images
taken at the same energy but with opposite helicities:

Aσ(x; y) =
Iσ+(x; y)� Iσ−(x; y)

Iσ+(x; y) + Iσ−(x; y)
(5.4)

where Aσ(x,y) is known as the asymmetry image [265]. Equivalently to Eq. 5.4, the XMCD
image can be obtained by subtracting two images taken with the same helicity but opposite
magnetization directions. A clear example of such contrast enhancement is illustrated on
the left panel of Fig. 5.4 (a) and (b), in which the nickel rectangular structures (12 µm
equivalent diameter) of Fig. 5.4 (b) (the asymmetry image) display purely FM contrast,
after eliminating non-magnetic contributions (chemical, topographical...etc.) exhibited in
Fig. 5.4 (a) [265]. The black and white contrast and the gray shades in between account
for the relative orientation of the magnetization vector with respect to the light helicity.
Indeed, the intensity of the contrast may be expressed as I � ~M �~φ � I0 cos(�) with ~M the
magnetization vector of the sample and � the angle between the helicity vector and ~M . Fig.
5.4 (c) on the right shows the magnetic domain pattern of a (001)-Fe (001) surface obtained
at the iron L2,3 edge [265]. The arrows display the in-plane magnetization direction within
each domain. In addition to FM samples, X-PEEM can also probe technologically important
antiferromagnetic materials such as Ni and Co oxides or complex oxides like LaFeO3 [273],
taking here advantage of X-ray Linear Magnetic Dichroism.

5.1.2 Experimental procedure: on the metal capping of insulating sub-
strates

We conducted the PEEM measurements at the UE49-PGM-1-SPEEM Beamline at the syn-
chrotron light source BESSY II (Berlin), in the context of the scientific collaboration with
Dr. S. Valencia (BESSY) and with the technical support and supervision of Dr. J. Herrero-
Albillos and the Beamline scientist Dr. F. Kronast. A beam time of 3 weeks in total, sepa-
rated in three periods, was devoted to our samples. We measured self-assembled ferro-
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I(x,y)I(x,y)(a)

(c)

I(x,y)- I(x,y)

I (x,y)+ I (x,y)(b)

(c)

I(x,y)  I(x,y)(b)

Fig. 5.4: (a)&(b) Example of the ferromagnetic contrast PEEM image obtained from the subtrac-
tion of two consecutive images taken at the same photon energy but with opposite helicities. The
subsequent normalization further enhances the FM contrast. The sample consists of rectangular Ni
structures, with�12 �m equivalent diameter [265]. (c) (001)-Fe thin film PEEM magnetic contrast
image. The various shades of gray are caused by the relative angle between magnetization and the

incident light propagation vector [265].

magnetic LSMO nanoislands on YSZ substrates, grown from 0.03 M precursor solutions,
and heat-treated at 900�C for 1 h to 3 h. These nanoislands are small, near the PEEM res-
olution, with thickness t�10-60 nm and lateral sizes D�40-200 nm, and a variety of aspect
ratios. Among the two possible nanoisland morphologies, we selected the regular-square
nanoislands, described in Chapter 3, mainly because they are larger and appear separa-
ted at larger distances than the rotated-square nanoislands. Recall that samples exhibiting
the (001)LSMO-oriented regular-square nanoislands also display a minority population of
(111)LSMO-oriented triangle-base nanoislands.

With PEEM we can explore both the absorption edges of individual nanoislands and
averaged signals of nanoisland collections. As shown in previous chapters, these ferromag-
netic islands have a TC�350 K and display various possible nanoscale magnetic configura-
tions, revealed by MFM. As compared to MFM, PEEM offers complementary information
regarding the ferromagnetic structure of nanoislands: it is sensitive to the in-plane mag-
netization direction rather than to the out-of-plane stray field sensed by MFM (recall the
intensity dependence I� ~M �~φ). Furthermore, in PEEM we avoid the influence of the tip on
the magnetic contrast of the sample, and we may thus observe the unperturbed magnetic
structure. Nevertheless, the small island size makes it difficult to resolve their magnetic
domains.

In�uence of the capping on photoemission experiments

Before going through the chemical and magnetic investigation of the nanoislands our first
objective is to overcome the most important experimental factor limiting the measure-
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ments: the insulating nature of the single crystal YSZ substrates. To bring the electrons
emitted from the sample into the microscope, we mentioned earlier that a high voltage
(20 kV) is applied between the sample surface (the cathode) and the first part of the objec-
tive lens, called the extractor electrode (the anode). Consequently, the sample surface, in
contact with the grounded sample-holder, must be conducting. To circumvent this issue
we explored the coating of our LSMO/YSZ nanostructured samples using different non-
ferromagnetic metals: platinum, copper, and aluminum. In the following we explain the
details of this strategy and some of the difficulties it introduces.

First of all, X-rays must get across the metal capping layer into the LSMO nanoislands
without a significant intensity loss. Aluminum cappings are very common in electron emis-
sion microscopies precisely because they are highly transparent to X-rays, compared to
other denser metals like copper or platinum. The latter, in turn, offers a greater conduc-
tivity. Fig. 5.5 (a) shows the attenuation length of X-rays�, impinging at a 16� angle with
respect to the substrate horizontal, for Al, Cu and Pt, as a function of different photon ener-
gies in the 500 eV to 700 eV range [274]. We have chosen to plot this energy range because
it comprises the manganese absorption edge. Additionally, we have selected the 16� X-ray
incidence angle because it is the angle (�3�) used in the experimental set-up of our PEEM
measurementsy. The larger this angle, the farther the X-rays will penetrate [see Fig.5.5 (b),
plotted for the case of Pt]. From Fig. 5.5 (a) it is evident that X-rays penetrate long dis-
tances in Al, while for photons of 700 eV, Pt coatings larger than 15 nm produce a decrease
in X-ray intensity above 37%. .
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Fig. 5.5: X-ray attenuation lengths as a function of photon energy, for energies in the 500-700
eV range. (a) Comparison for Al, Cu, and Pt coatings. The X-ray incidence angle was taken 16�

with respect to the surface horizontal. (b) X-ray attenuation length notably increases with higher
incidence angles. The plot shows the case for Pt at �=16� and �=90�.

In order not to decrease the photon intensity substantially, therefore, we should keep
the Pt coating thickness below 15 nm, below 50 nm in the case of Cu, and around a few
hundreds of nm for Al. We knew from previous PEEM experiments in thin LSMO films
[140] that a resistance of the order of 10 kOhms, measured with a two-probe tester, was
sufficiently low to make the PEEM measurement feasible. For electron-beam sputtered
�X-ray attenuation length is defined as the depth into the material, measured along the surface normal, at

which the X-ray intensity has decayed 1/e (∼37%) with respect to its value at the material surface.
ySelecting an X-ray incidence angle of 16� is common procedure in PEEM experiments. It gives a compromise

between having a large signal for in-plane magnetization and being able to detect out-of-plane magnetization
components.
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Pt layers, for instance, we achieved such values with �2-5 nm thick coatings. Hence, re-
garding photon penetration, the metallic coating does not hamper the measurement. The
critical point, as we shall see next, relies in the great loss of collected electrons caused by
the capping.

We already mentioned that PEEM is mainly a surface-sensitive technique, since only
electrons ejected within a few nm from the sample surface will be able to leave the sample
and reach the detector. Such electron mean escape depth (∆), in turn, depends on the inelas-
tic mean free path (�i) of electrons (which is a material-dependent quantity), and of the
electron emission angle (�). This dependence is expressed as ∆ = �i cos�. The intensity
due to the surface-emitted electrons, in turn, decays with the increasing capping thickness
t according to the exponential law [275]

IS = I0Se
� t
λi cosα (5.5)

In reality, electrons also undergo elastic-scattering events that change their trajectories. To
take into account such effects one needs to replace �i with L, the effective attenuation length,
which varies with sample thickness and emission angle [275]. In Fig. 5.6 we plot the decay
of the electron intensity (in percents) as a function of the metal capping thickness for the
three metals used (Al, Cu, Pt), and for two different electron energies i.e., 200 eV [Fig. 5.6
(a)] and 1000 eV [Fig. 5.6 (b)]z. These energy values are far apart from each other and there-
fore set the boundaries for what the decay is like at intermediate energies.The detector, as
in our experiment, is considered parallel to the substrate surface. Note also that two differ-
ent emission angles, �=0� and 55�, were considered. Recall that the electron mean escape
depth varies with the emission angle, and that the majority of our nanoislands are square-
base pyramids faceted in the (111) planes, hence at 55� from the substrate horizontal (see
the schematic diagram at the top right corner of Fig. 5.6). The intensity decay is stronger
for electrons leaving the sample at inclined angles than for normal emission (�=0�). Alu-
minum is the metal showing the slowest decay, and Pt the most rapid, close to Cu in the
case of slow electrons. Anyhow, the thickness values necessary to prevent an excessive loss
of electron intensity are very low: for a Pt capping of t=2 nm the intensity falls to 10% in the
case of 1000 eV electrons, and a capping as thin as t�1 nm is required to achieve the same
signal in the case of slower electrons. The best situation is found for Al capping, which
allows the same intensity (10%) at twice the thicknesses (�5 nm for 1000 eV). In addition
to the loss due to the capping we should keep in mind that the electron intensity will first
decay within the LSMO sample before reaching the metal overlayer. Fortunately, this de-
cay is not as strong as in Pt; for the fastest electrons, an intensity loss of 90% corresponds
to values of 4 and 6 nm, for �=55� and 0�, respectively (not shown).

Capping selection experiments

Copper and aluminum capping were performed at the BESSY Synchrotron facility, using
the evaporator system and a separate chamber dedicated to sample sputtering and metal
deposition available in the PEEM. The main advantage is the possibility of starting with
very thin deposits, enter the sample in the PEEM, check whether it conducts, and, if not,
realize further depositions and checks. The disadvantage is that, when the sample does

zWe have calculated these plots through simulations available from the NIST Electron Effective Attenuation
Length Database [276]. These data are based on Eq. 5.5, revised as to take into account L values instead of λi.
They calculate the electron mean escape depth ∆ values for a given α, L and λi.
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Fig. 5.6: Relative decay of the emitted electron intensity as a function of the coating thickness for
200 eV (a) and 1000 eV (b) electron energies. Al, Cu and Pt capping and two possible emission
angles �=0� (solid lines) and �=55� (dashed lines) are considered. The sketched diagram at the top

right corner illustrates the geometry of such emission processes.

not conduct, we cannot know whether the thickness is insufficient, or whether the problem
stems from the lack of electrical contact between the sample-holder cap and the sample
surface. To verify this, we need to remove the sample from the chamber (thus first undo
the vacuum), check the contact, reposition the cap in the case cap and sample do not make
electrical contact, and re-insert the sample in the PEEM. These checks require successive
venting and pumping down of the load-lock chamber, and ensuring the ultra-high vacuum
(UHV) chamber does not lose its vacuum. On the other hand, Pt-coated samples were
electron-beam evaporated ex-situ (at the Scientific Services of the UAB, Barcelona). Thus,
the sample was known to make electrical contact before introducing it into the PEEM. In
turn, we could not a priori ascertain whether the capping was too thick to be able to detect
any signal until the PEEM measurement was performed.

Among the series of experiments we made to optimize the capping experiments for
enhanced PEEM signal, ex situ evaporated platinum yielded the best results. The next sec-
tions will in fact be based on Pt-coated samples. Copper capping, starting from t=1 nm up
to 5 nm layers did not work: the initial thin layers (1-1.5 nm) produced sparks in the PEEM,
indicative of sample charging, i.e., of insufficiently conducting capping. Moreover, these
sparks did not disappear with increasing coating thickness. This suggests that such sparks
removed part of the Cu layer producing a rough surface with possible bare substrate spots
that did not improve in quality upon further Cu deposition. Regarding aluminum, this was
a priori the best option, according to the X-ray attenuation length and the electron inten-
sity decay studies described above (Figs. 5.5 and 5.6). However, the strong tendency of
Al towards oxidation (its oxidation potential is the highest of all elemental metals except
K, Ca, Na and Mg) can trigger depletion of oxygen from the LSMO upper layers, with the
consequent loss of ferromagnetism [277].

To prevent the Al-triggered LSMO de-oxigenation, we deposited 1.5 nm of Cu prior
to the 5 nm Al capping. Fig. 5.7 (a) shows a PEEM 5 µm field of view (meaning 5 µm
diameter) image of a LSMO/YSZ nanostructured sample, taken at E=639.2 eV. The image
is normalized first by subtracting the detector background image, and second, with the
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subtraction of an image taken at the pre-edge of the Mn L-edge. The latter is often used
to enhance the signal from a particular element [266] and will be invariably applied in all
of the PEEM images shown hereafter. A bright contrast emerges from the island structures
as opposed to the dark YSZ substrate, indicating the presence of Mn within the islands.
Fig. 5.7 (b) displays the TEY XAS for the Mn L edge, obtained by integrating the intensities
within a certain area, selected from the image of Fig. 5.7 (a), for a stack of images running
from the Mn L pre-edge (635 eV) up to 660 eV in the present case. The XAS in the top row
of Fig. 5.7 (b), very noisy, corresponds to a single island, with area around (166� 120) nm2,
comprising �126 pixels. If we sum the contribution of a large number of spectra, which
is done by selecting simultaneously a large number of islands, the signal to noise ratio of
the resulting averaged spectrum increases substantially, revealing more detailed absorption
features. Note that the highest peak corresponds to E=639.2 eV, precisely the energy at
which the island contrast is brightest.
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Fig. 5.7: (a) PEEM image at E=639.2 eV of a LSMO on YSZ nanostructured template coated with
1.5 nm Cu (in contact with the sample surface) and 5 nm Al. Field of view FoV=5 �m. (b) XAS
of the Mn L2,3-edges obtained for a single nanoisland (top panel) and for a large number of them

(lower panel). The integration of many nanoislands largely increases the signal to noise ratio.

The difference between the XAS of Fig. 5.7 and that corresponding to stoichiometric
La0.7Sr0.3MnO3 (LSMO), in Fig. 5.3, is remarkable. Although we can recognize some fea-
tures from the ferromagnetic LSMO spectrum in Fig. 5.7 (b), such as the presence of the
double-step background, the general shape of the two spectra differ notably. Moreover, in
measurements on LSMO ferromagnetic thin films done the same day under identical ex-
perimental conditions, the Mn L3 edge was found at�641 eV, well above the energy shown
by the highest peak in Fig. 5.7 (b) (639.2 eV)x. Our results hence indicate a departure from
the Mn3+/Mn4+ valence composition expected for LSMO. A peak in the XAS at lower
energies than the main L3 peak has been identified in the literature as the fingerprint of
Mn2+ in the case of de-oxygenated LSMO and LCMO surfaces [278–281]. In these works,
the presence ofMn2+ appears superimposed to the originalMn3+/Mn4+ composition (i.e.
coexisting with the ferromagnetic manganite). Also, the Mn2+ is predominantly related to

xThe energy resolution was kept at 0.1-0.3 eV for the majority of the spectra.
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the film surface and grain boundaries, i.e. the places more likely to suffer the effect of atmo-
sphere exposure, defects...etc. The Mn2+ fingerprint of our spectra is even more evident,
suggesting that the de-oxidation of LSMO in our case is more pronounced; this, in turn,
would reduce the fraction ofMn3+/Mn4+ consequently destroying the ferromagnetism of
the compound. Effectively, no XMCD signal could be measured for this sample. In Fig. 5.8
we compare our data (bottom graph) with the XAS for the Mn L edge in two cases having
purelyMn2+. Our results agree much better with this latter spectra than with the spectrum
for LSMO in Fig. 5.3. We can therefore conclude that the copper coating does not prevent
the LSMO de-oxidation caused by the Al capping.

(a
.u

.)

0 5

1.0

MnO
Mitra et al.

(a)

T
E

Y
 (

Y
 (

a.
u

.)

0.5

1.0

 

0.0

0.5  

Mn2+

de Groot et al. 

(b)

0.5

1.0

T
E

Y
 (

a
.u

.)
T

E
Y

 

0.0

LSMO
+1.5 nm Cu + 5 nm Al

(c)

635 640 645 650 655

0.0

T

Photon Energy (eV)

Fig. 5.8: Mn L-edge XAS for (a) MnO compound [282], (b) Mn2+ in a cubic crystal field, with
field splitting of 0.6 eV [283], (c) LSMO on YSZ nanostructured sample with 1.5 nm Cu + 5 nm

Al capping.

Based on the above study we discarded the copper and aluminum cappings for further
measurements. Therefore, the following analyses are focused on platinum-coated samples,
with estimated thickness between 2 and 4 nm.
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5.1.3 Chemical analysis: probing the nanoscale chemical features

Surface and bulk composition of LSMO nanoislands

The images in Fig. 5.9 were taken at the Mn L3-edge (E=641.3 eV). The 5 µm field of view
PEEM image shown in Fig. 5.9 (a) reveals a dispersion of black spots on a gray background.
The digital zoom (below) shows that these dark dots have elongated shape in the direction
of the illuminating X-rays. Moreover, one can also notice that the black dot is accompanied
by a slightly brighter contrast. This image is the result of merging 10 images taken at the
same energy, and the only normalization done is against the detector. By further subtract-
ing the background image acquired at the Mn L pre-edge, we significantly enhance the
contrast, as evidenced by Fig. 5.9 (b). The dark spots are still there, but now the bright
contrast can also be clearly perceived.

(a) E=641.3 eV (b) E=641.3 eV

X-ray beam X-ray beam

Normalization to 
the pre-edge

FoV=5 m FoV=5 m

Fig. 5.9: PEEM images (5 �m field of view) of a Pt-coated LSMO nanostructured sample taken at
the Mn L-edge. They are the result of merging 10 images. (a) After subtracting the detector image.

(b) After further subtracting the Mn L- pre-edge image.

By illuminating our sample with X-rays at the Mn L-edge energy, we expect the Mn-
rich regions to give a bright contrast, indicative of the 2p ! 3d transition and of the sub-
sequent secondary electron emission (see section 5.1.1). In Fig. 5.9 we do, in fact, ob-
serve bright spots, but these appear linked to a black shadow, which is even easier to see
[Fig. 5.9 (a)]. The spatial distribution of the structures and their lateral sizes are in agree-
ment with what one expects from the topology of the self-assembled LSMO nanoislands,
which we checked with AFM beforehand. The presence of the island shadow, in turn, is
the consequence of the X-rays 16� grazing angle with respect to the sample surface. PEEM
investigations of nanoislands, although still very scarce and mostly involving semiconduc-
tor nanocrystals, have already identified the shadow effect, which is caused by low X-ray
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incident angles on nm size objects [284–286]. Beyond considering the impact of such ge-
ometrical effects on the intensity of XAS spectra [284], however, no further importance
was ascribed to the presence of the island shadow. Fig. 5.10 (a) shows the same PEEM
data as Fig. 5.9 (b), using a different color scale to better distinguish the island and island-
shadow features. Blue corresponds to the highest TEY values (island) and red to the lowest
(shadow), with white in between. In Fig. 5.10 (c) we plot the laterally resolved spectra ob-
tained from integrating the selected areas in (b) for a number of images running from the
Mn L pre-edge up to the post-edge. While the top graph in Fig. 5.10 (c) shows the expected
absorption spectrum, the bottom graph displays the reversed Mn L3,2 edges characteristic
of a transmission experiment. The origin of these two information sources, simultaneously
obtained in our case, relies on the experiment geometry, as we will discuss next.

0.5

1.0

T
E

Y
 (

a.
u.

)

 

 Mn L-edge

Island

Mn L3-edge 641.3 eV(a)

(b)

(c)
L3 L2

0.0

T
E

Y
 (

a.
u.

)

0 0

0.5

1.0

 

FoV=5 m

X-ray beam Shadow

Photon Energy (eV)
635 640 645 650 655 660

0.0FoV=5 m

Fig. 5.10: (a) PEEM image from Fig. 5.9 (b), displayed now with a blue-red color scale. Blue
corresponds to bright contrast (enhanced TEY signal) and vice versa. (b) Island and island-shadow
regions for a single nanostructure. (c) Laterally-resolved spectra corresponding to the island and

island-shadow regions marked in (b).

We plot the schematic diagram of our experimental configuration in Fig. 5.11 (a). The
light impinges on the island at a 16� angle, goes through the Pt coating (not drawn to scale)
and part of it passes through the whole nanoisland reaching the opposite side. The LSMO
nanostructure in the sketch exhibits the 55� inclined (111) facets, as in the real case, and
its proportion (lateral size D=3.5 times the island thickness) is also within the measured
nanoisland aspect ratio statistics. When the energy of the X-rays matches the Mn L-edge,
absorption processes occur throughout the entire island, triggering the cascade of electrons
that produce the TEY signal. Because of the small mean escape depth of electrons, es-
pecially in Pt, many of them won’t be able to leave the island; only very few, the most
superficial of the LSMO island, will escape and be collected to form the image. Meanwhile,
the X-rays will have traversed the entire island since the attenuation length of X-rays is
much larger than the electron escape depth. In the process, however, the Mn atoms located
deep within the bulk of the island will undergo the same absorption processes we just men-
tioned. The result of such a large number of photons being absorbed is that the light that
reaches the other end of the structure is less intense. And it is more or less intense depend-
ing on the degree of absorption suffered in the bulk, i.e. depending on the energy value.
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This is precisely what happens in a transmission experiment. Therefore, due to the grazing
incidence, we have the negative image of what happens in the island bulk. The secondary
electrons that do not come from the Mn-rich places form the grayish background, with
much smaller intensities. At the shadow places, however, the electrons that reach the de-
tector are less than those coming from the background, simply because the X-ray intensity
reaching that places is less.

In brief, thanks to the grazing angle of light, which permits some rays to reach the
substrate surface at the opposite end of nanoislands, we have access to the chemical in-
formation of the bulk of the nanostructure. The Pt capping, although greatly reducing the
incoming signal, further restricts the information depth of the TEY signal to the very surface
of the island. The latter, instead of a limitation, appears in the present case as an advantage,
because it gives us access to the information of the island surface, which is complementary
to the bulk characterization obtained by the transmission results. In Fig. 5.11 (b) we plot
the result of integrating both island and island-shadow areas, as we did in Fig. 5.10 (c),
but now for a total of �85 nanostructures in order to enhance the signal to noise ratio [we
have also reversed the transmission spectrum (bottom panel) to better compare its features
with the spectrum from the nanoisland surface (top panel)]. Let us once more underline
that we identify the island (bright and blue contrasts in Figs. 5.9 and 5.10, respectively)
with the surface information, and the shadow (dark and red contrasts in Figs. 5.9 and 5.10,
respectively) with the bulk information. The bulk spectrum in Fig. 5.11 (b) displays the
shape of the expected Mn L2,3 edges XAS for Mn3+/Mn4+ composition according to the
0.7:0.3 La-Sr ratio in La0.7Sr0.3MnO3. It is remarkable its good agreement with the XAS for
La0.7Sr0.3MnO3 reported by de Jong et al. [278]. In contrast, the surface spectrum displays
larger differences. In addition to being noisier (the intensity counts were �43% of the in-
tensity of the bulk spectrum) it also shows a new peak at around 639.5 eV, which does not
appear in the bulk spectrum.

In the previous section we discussed the peak at low energy of the Mn L-edge spec-
trum (�639.2 eV) in terms of Mn2+ formation due to the aluminum capping. At variance
with that sample, where theMn2+ signal was dominant, the results here show that the low
energy (�639.5 eV) peak is a secondary feature superimposed to the characteristic bulk
LSMO spectrum. Meanwhile, the nanoisland bulk shows no traces of such low-energy
peak, as confirmed by the transmission spectra. Hence it appears that, in agreement with
previous experiments [279, 280], if that peak is related to the Mn2+ ion, its presence is lim-
ited to the surface, where it coexists with the Mn3+/Mn4+ mixed valence composition.
Moreover, Mn2+ formation, which occurs at expenses of destroying the Mn3+/Mn4+ sto-
ichiometric ratio in La0.7Sr0.3MnO3, is expected to decrease the ferromagnetic signal of the
compound. Therefore, its presence can be related to the ferromagnetic dead layer concept
already introduced in Chapters 3 and 4. In other words, the loss of ferromagnetic signal ob-
served in manganite nanoislands on YSZ (with respect to bulk LSMO), which we argued in
terms of the generally accepted concept of a surface/interface dead magnetic layer, could
be rooted in the presence of Mn2+. It should be noted, nevertheless, that the subtraction
of the bulk spectrum from that associated to the surface did not yield as clear a Mn2+ fin-
gerprint as the ones reported in the literature [279, 280] (not shown). It turns out that the
signal from the surface is too weak and noisy with respect to the bulk signal to be able to
discern a clean signal.

The origin of Mn2+ ion was claimed to be related to oxygen vacancies found at the
surface [280]. In turn, the surface de-oxygenation was explained as a consequence of
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Fig. 5.11: (a) Schematic diagram of the X-rays impinging at 16� on a LSMO nanoisland. The yellow
circles illustrate absorption events from which electron cascades are generated. The X-rays that
manage to cross the entire island are less than those at the beginning. (b) The particular experiment
geometry enables discerning island surface and island bulk XAS for the Mn, averaged among �85
islands in these particular graphs. The reported XAS corresponding to the Mn3+/Mn4+ ratio in

La0.7Sr0.3MnO3 [278] has been plotted for comparison.

vacuum annealing [278, 280], or of reduction processes during ambient exposure to CO
[281]. Other origins of spectral variations in the Mn L-edge were ascribed to changes in
the Mn3+/Mn4+ ratio and in the crystal field strength [283]. Our results suggest that a
certain amount of Mn2+ is present at the surface of nanoislands, but a number of tests, left
for future work would be needed to ascertain such hypothesis. One could i) check whether
upon annealing under different oxygen partial pressures the low-energy peak changes, ii)
perform the PEEM experiment on different days and check for variations in the ambient-
sensitive Mn2+ peak (the present measurements were performed two months after the
sample synthesis), iii) check the low energy peak of the oxygen K-edge (�530 eV), which
is related to the hybridization of O 2p orbital with the Mn 3d orbitals. A hypothetical de-
crease in the intensity of such peak could be related to a higher 3d level occupancy due
to the presence of Mn2+. In fact, we did attempt this latter study but our oxygen spectra
did not yield any useful information, mainly due to the small intensities we were dealing
with. Also, note that mirrors (and other objects along the beam trajectory towards the sam-
ple), have oxygen contamination: the oxygen spectral features of our sample were thus not
clearly discernible from those caused by absorption processes before reaching the sample.

Comparison of (001)LSMO and (111)LSMO nanoislands

One of the strengths of PEEM regarding nanostructured samples is that, because of its space
resolution, it allows one to identify, select, and study distinct features. We exploited this
potential for the individual study of the spectral shapes corresponding either to (001)LSMO-
oriented and (111)LSMO-oriented nanoislands. The former constitute the majority of the
population, with square-base truncated pyramidal shape and (111)LSMO inclined facets [we
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referred to them in the description of the shadow origin in Fig. 5.11 (a)]. The (111)LSMO

nanoislands, by contrast, are the triangular-base nanoislands, which we have already in-
troduced in the previous chapters. As they are different both in morphology and crystal
structure, we aim now at verifying whether there is a sizable difference in their chemistry.
Fig. 5.12 (a) shows a PEEM image taken at the Mn L3-edge with circularly polarized light.
We show this image because it facilitates the identification of nanoislands in terms of square
or triangular. The XAS data displayed in Fig. 5.12 (c), however, are calculated from mea-
surements with linear polarized light, the same kind of measurements done to calculate the
XAS data shown in Figs. 5.10 and 5.11. Islands that could be distinguished unambiguously
are marked in red (square nanoislands) and blue circles (triangular nanoislands) in Fig. 5.12
(a), and are the ones used for building the laterally-resolved spectra on the right. The small
differences between squares and triangles we can observe in the spectra of Fig. 5.12 (c)
spectra are of the same order as the differences that arise from one individual island spec-
trum to another, regardless of its geometry. Thus, no measurable differences emerge from
the Mn spectra of these two types of nanostructures. Note that, although a little noisier, the
Mn island surface and bulk L-edges here presented show the same trends as depicted in
the previous XAS analysis.

0.5

1.0

 

 

T
E

Y
 (

a.
u.

)
Mn L3-edge(a) (c)

(b)
Surface

(111)LSMO-Triangles

(001)LSMO-Squares

I(+)

0.0

0.5

1.0

T
E

Y
 (

a.
u.

)

 

F V 5 

Bulk

635 640 645 650 655 660

0.0

Photon Energy (eV)

FoV=5 m

Fig. 5.12: PEEM analysis of (001)LSMO and (111)LSMO-oriented LSMO nanoislands reveals no
differences in their chemistry. (a) 5 �m field of view image taken at the Mn L3 edge with circularly
polarized light. A few recognizable square and triangular islands appear within red and blue circles,
respectively. (b) Enlarged image of the area marked with dashed lines in (a). (c) Mn L-edge XAS
corresponding to the square and triangular islands, further separated in terms of their surface and

bulk contributions.

La M -edge

Contrary to the Mn L-edge, the XAS features of the lanthanum M -edge, which involves
3d5/2; 3d3/2 ! 4f transitions, reveal little of the specific chemical composition of LSMO.
This is mainly because of the great valence stability of the lanthanum ion, which exhibits
a single oxidation state, La3+. Fig. 5.13 (a) shows the PEEM image, after normalization,
taken at the La M5-edge. As for Mn, this image is also the result of 10 merged images. The
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XAS at the right side show the surface (top panel) and bulk (bottom panel) contributions
obtained by selecting either island or shadow regions, respectively. We have also plotted
the TEY spectrum from the literature corresponding to lanthanum in LaAlO3, where La
displays the same 12-fold coordination as in LSMO [287]. One can notice that there is
a considerable difference between the intensities of the M5 and M4 peaks. Otherwise, the
main information we extract from the lanthanum XAS is the presence of La on the substrate
surface. This is consistent with the observation that the substrate exhibits residual material
in the form of small dots [see the AFM topography image in Fig. 5.13 (c)]. As we saw
in Chapter 3, such material diffuses towards the islands upon longer annealing times and
higher temperatures.
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Fig. 5.13: (a) PEEM 5 �m field of view image taken at the La M5-edge showing the bright and dark
contrasts characteristic of our experiments. (b) La M-edge XAS of the island surface (top panel)
and bulk (bottom panel). The absorption spectra show no significant differences. A La M-edge for
LaAlO3 is also plotted for comparison [287]. Analysis of sites without islands reveal the presence
of lanthanum on the substrate surface. This is in agreement with the AFM study of the sample (c),

which reveals residual material on the substrate surface.

In summary, throughout this section we have investigated the manganese L-edge XAS
of LSMO self-assembled nanoislands on YSZ. The small nanoisland sizes (t below �40 nm
and D below �200 nm), along with the X-ray 16� incidence angle, have made the nanois-
land surface and its bulk contribution separately accessible. Thanks to this fact we can
confirm that the majority of the island, corresponding to the bulk contribution, displays
the manganese XAS expected for bulk LSMO. Hence this result supports our assumption,
in the previous chapters, that the ferromagnetic signal obtained from SQUID and MFM
measurements effectively stems from the actual La0.7Sr0.3MnO3 compound. Meanwhile, a
certain de-oxigenation has been detected on the surface of the nanoislands, evidenced by
means of a slight peak at low energy values, which suggests Mn2+ formation. This could
be related to the loss of magnetic moment obtained from macroscopic SQUID magnetom-
etry, i.e. to the dead layer concept we introduced in previous chapters. The individual
chemical analysis of (001)LSMO and (111)LSMO-oriented nanoislands, has shown that no
detectable differences exist between the two populations. Finally, lanthanum M -edge XAS
has shown no remarkable features but for the detectable presence of La on the YSZ subs-
trate. The latter is in agreement with the presence of small particles between the LSMO
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nanoislands shown by AFM measurements.

5.1.4 Magnetic analysis: the limits of XMCD in nanoscale metal-coated
LSMO nanoislands

Now that we have investigated the absorption spectra for individual and LSMO nanois-
land ensembles, we move on to study their magnetism. As we explained in section 5.1.1,
we collect PEEM images at the Mn L-edge with circular-polarized light of opposite he-
licities. The result of subtracting two images taken with opposite helicities, the so-called
asymmetry image (Eq. 5.4), will reveal the ferromagnetic contrast present in our sample. One
should keep in mind that the intensity of such contrast goes like I � I0 cos�, with � the
angle between the sample magnetization vector and the light helicity vector. Hence, if the
magnetic moments, despite being in-plane, they are oriented 90� with respect to the X-rays,
the contrast will be null. In order to enhance the contrast as much as possible, we saturate
the samples in-plane, prior to inserting them in the PEEM chamber, using a 1 T permanent
magnet. Then, in remanence after retiring the magnet, we place the sample in the magnetic
sample-holder, making sure that the saturation direction is parallel to the in-plane projec-
tion of the 16� impinging light. Fig. 5.14 shows a schematic diagram of how the sample is
located with respect to the X-rays and to the coils of the magnetic sample-holder.

Fig. 5.14: Illustration of the sample placed with respect to the incident X-rays and to the magnetic
field H generated by the sample-holder coils.

XMCD at room temperature

Our LSMO/YSZ self-assembled nanoislands are ferromagnetic, as we have seen by SQUID
magnetometry and MFM. Fig. 5.15 shows the hysteresis loop, at 300 K, of the 0.03 M 900�C
heat-treated LSMO/YSZ nanostructured sample that we will study with PEEM. We place
it on the sample-holder with no applied field. Considering the magnetic volume derived
from the estimated thickness (teq�3.5 nm), the magnetization takes a value of �308 kA/m
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at saturation (�2.7�10�5 emu, see Chapter 3). At zero applied field, in contrast, the mag-
netic moment value falls a �80% from its saturation value, i.e. down to �57 kA/m. A
maximum field of�178 Gauss was applied for room temperature measurements. For these
field values, according to the macroscopic magnetization loops, the magnetic moment ex-
hibits a value of 1.9 (�0.1)�10�5 emu (�217 kA/m); the �0.1 error stems from whether
we are on the upper or lower branch of the loop. Hence, the drop from saturation is now
of �30%. Although notably improving with respect to the remanence regime, we do not
achieve complete saturation of the sample with these fields.
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Fig. 5.15: Magnetic moment vs. magnetic field hysteresis loop at 300 K for the LSMO/YSZ nanos-
tructured sample measured by PEEM (0.03 M, 900�C heat-treated). The field was applied in-plane.
The augmented view of the center region is displayed on the inset, in red. The signal decrease from
saturation is of�80% for remanence, and of�30% for the maximum 178 G applied field within the

PEEM.

The result of XMCD measurements in remanence are shown in Fig. 5.16. For each
XMCD image (1 stack), we recorded 60 images with one helicity and other 60 images with
the opposite helicity, with an exposure of ∆t=3 s per image. Fig. 5.16 (a) displays the PEEM
image at the Mn L3-edge taken with left-handed circular polarized light, after merging 7
different stacks collected in the above mentioned way. Thus, Fig. 5.16 (a) is the result of
averaging 420 images. To this image we subtract the opposite helicity image, identically
obtained, which yields the XMCD image of Fig. 5.16 (b). In the red-blue color scale, red
indicates magnetic moments ~m oriented antiparallel to the X-rays (negative contrast), and
blue means that ~m is parallel to the incident light direction (positive contrast). White indi-
cates no magnetic contrast.

Some of the nanoislands evidenced by small squares in Fig. 5.16 (a) appear in the
corresponding XMCD image as dark-blue spots, which is the evidence of the ferromagnetic
nature of islands. A careful inspection of the images allowed us to determine that the blue
contrast in Fig. 5.16 (b) stems from the shadows of Fig. 5.16 (a). Recall that the intensity
of the transmitted signal (the shadow) is twice as large as the intensity coming from the
island surface. Hence, it is reasonable to think that the signal we observe is in fact the
difference between the two more intense signals, i.e. those coming from the transmission.
Note that, since the transmission signal is identical but opposite in sign to the absorption
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signal, the XMCD will also be opposite in sign. In other words, if blue contrast means
magnetic moments parallel to the incident light, the islands we observe in Fig. 5.16 (b)
are magnetized antiparallel to the X-rays. The line scan across an individual nanoisland,
Fig. 5.16 (c), shows that the amplitude of the signal is only �3.3 times the noise peak-to-
peak amplitude, despite the large number of scans we have averaged. Regarding the XAS
measurements, the intensity signal we measured was barely a 5% of the total available
intensity, due to the Pt coating. The magnetic signal is now a �20% of that 5%, i.e., a �1%

of the total signal. We are therefore very close to the detection limit.

(a) (b)
X-rays

Int.
>0

0 Gauss

FoV=5m

<0H<0
H>0

FoV=5m

4

0

8

M
C

D
(x

10
-3

) (
C

ou
nt

s)

~10x10-3

(c)

 

nm
125 250 375 5000

0I X
M

Fig. 5.16: (a) 5 �m field of view PEEM image taken with left-handed circular polarized light. (b)
Remanence XMCD image of the region in (a), after ex-situ saturation of the sample. The islands
giving ferromagnetic contrast are marked inside black squares. Some examples of large islands
giving no XMCD signal are indicated with dashed-line squares. Within light-blue squares we have
marked a few islands showing simultaneous blue and red contrast (see text). (c) Line profile showing

the intensity of the signal at one of the blue-contrast islands (red dashed line in (b)).

We know from SQUID magnetometry that the magnetic signal in remanence is very
low, �57 kA/m. By XMCD too, it appears that few of the islands (in blue) are contributing
to the magnetic signal parallel to the initial saturation field. We cannot properly tell the
inner distribution of the magnetic domains in such islands, e.g. whether they are single
domain or multidomain, because of the limited resolution. This limit can be estimated
by the smallest lateral size of the observed contrasts, which is around �150 nm [see Fig.
5.16 (c)]. Considering the exceedingly small signal, and the loss of precision in the island
shapes caused by the Pt capping, even achieving such a resolution is quite remarkable.
Other islands give no contrast, presumably because their magnetic moments are oriented
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90� with respect to the incident light. Finally, a few islands displaying both blue and red
contrast have been marked inside light-blue squares in Fig. 5.16 (b). Note that this double
contrast is related to individual islands, i.e. from the correspondence between Fig. 5.16 (a)
and Fig. 5.16 (b) we can rule out the possibility that it might originate from two different
adjacent nanostructures with opposite magnetic moments. In fact, there are no isolated red
islands: in remanence, none of the islands have reversed magnetization. The red contrast
we observe appears next to the blue contrast of the same island. Such a contrast fits well
with an in-plane swirling magnetic configuration, i.e. with a vortex flux-closure state. We
shall come back to this point later on.

By applying in-plane magnetic field we expect to change the magnetic configuration
of the LSMO nanoislands. From the averaged SQUID data (Fig. 5.15) we expect a signifi-
cant increase in the magnetization signal with applied magnetic field; such increase should
be somehow reflected in the XMCD contrast. Fig. 5.17 (a) shows the XMCD image, at the
Mn L3-edge, that results under an in-plane applied field of 178 Gauss. Since the contrast
we observe is positive we know from I � I0 cos(�) that magnetic moments and incident
X-rays are parallel. As these magnetic signal comes from the island shadow, however, what
we have in reality is the magnetic field applied anti-parallel to the X-ray beam. Note that,
compared to Fig. 5.16, a greater number of dots appear with the blue contrast here: the
magnetic field enhances the alignment of the magnetic moments. However, the contrast is
quite weak and noisy. This is because the images in Fig. 5.17 are averages of two stacks of
images, instead of the seven stacks used for Fig. 5.16. When we switch the applied field
direction, Fig. 5.17 (b), we observe a reverse in the contrast: nanoislands are now seen as
red spots. This provides further evidence on the ferromagnetic origin of the contrast. The
line scans below each PEEM image display this reversal in terms of a change from positive
to negative signal, implying that the relative orientation of magnetic moments with respect
to the light has reversed.

It is also noteworthy that Fig. 5.17 (b) appears noisier than Fig. 5.17 (a) (the red spots
are harder to detect from the background). This loss of contrast is further evidenced in
the decrease of intensity (from 14�10�3 to 10�10�3) observed in the line scan. A possible
reason for this loss could be that the field we are applying is not really -178 Gauss but
somewhat less, caused by some remanent magnetic field at zero applied current. Another
source of contrast loss could be some kind of sample damage due to the prolonged exposure
of the region to continuous radiation. This particular region was exposed to no less than
1.5 h of X-ray irradiation, since the first image of Fig. 5.17 (a) until the last of Fig. 5.17 (b).
We shall discuss this point in the following.

In�uence of X-ray irradiation time on the XMCD signal

A potential loss of magnetic signal with increasing X-ray sample irradiation is not a minor
issue. We cannot expect to address physical changes in the magnetic signal of our LSMO
nanoislands with varying magnetic field, if such variations are, in part, due to the signal
degradation caused by X-rays.

Fig. 5.18 displays the lower left-corners of the images that comprise the XMCD image
of Fig. 5.16 (b) (recall that the latter is the result of merging 7 XMCD images collected in
sequence). Each of the 7 images of Fig. 5.18 have a line scan corresponding to one indivi-
dual island. We observe that there are fluctuations in the intensity of the magnetic signal of
the island investigated, but these are random fluctuations, i.e. there is no monotonic decay

159



5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

(b)(a) +178 Gauss -178 Gauss

H H

X-rays X-rays

C
D
(x

10
-3

) (
C

ou
nt

s)

4

8

12

0 C
D
(x

10
-3

) (
C

ou
nt

s)

-4

0

-8

~-10x10-3
~14x10-3

FoV=5mFoV=5m

I X
M

nm125 250 3750 nm

I X
M -8

125 250 3750 500 625

Fig. 5.17: (a)&(b) 5 �m field of view XMCD images taken with opposite applied fields of� 178
Gauss. The change of field direction is accompanied by a change in the magnetization direction of
nanoislands. This is evidenced by a blue to red contrast change and the associated sign reversal in

the line scan.

160



5.1. Photoemission Electron Microscopy measurements of self-assembled LSMO nanoislands

of the intensity that could suggest a gradual loss of the signal. We can thus conclude that,
throughout the �45 min of continuous irradiation from image 1 to image 7, the X-rays do
not affect the magnetism of the islands.
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Fig. 5.18: Left-bottom corner of each of the 7 images that conform Fig. 5.16 (b), numbered in chrono-
logical order. The set of accompanying line-scans express the intensity evolution of the XMCD

contrast with time, corresponding to a single island (marked within black squares).

If we now study what happens after longer exposure times, however, we find conclu-
sive evidence that the XMCD signal can completely fade away. On the left hand side of Fig.
5.19 we have the same XMCD image as shown in Fig. 5.16 (b), displaying the nanoisland
contrast at zero applied field. On the right, the same sample spot is imaged, at 178 Gauss,
after a large number of experiments were done in between. We have estimated that the
area was exposed to X-ray irradiation for a total of �15 h, with 2 breaks of a few hours in
between due to the synchrotron beam injection. The sample was therefore steadily illumi-
nated for about 7 h. The result of such exposure is the total loss of XMCD signal in the area,
even at an applied field of 178 Gauss. Besides, by moving the illuminated spot to other
sample regions, we regained the XMCD signal. Hence, the apparent sample damage after
such long exposure times is due to X-ray irradiation.

Next, we want to check whether upon X-ray irradiation there are sizable changes in
the chemical spectra of manganese. If we compare the Mn L-edge XAS features of a group
of nanoislands at a certain time and �45 min after continuously irradiating the same spot,
we observe no relevant differences [see Fig. 5.20 (a)]. This is in agreement with the fact that
no magnetic signal loss was observed after �45 min of steady irradiation. Fig. 5.20 (b), in
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Fig. 5.19: (a)&(b) 5 �m field of view XMCD images of the same sample spot showing the loss of
magnetic signal upon 7 h of continuous X-ray irradiation.

turn, compares the Mn L3-edge XAS for a nanoisland ensemble at a moment when XMCD
signal was measurable, with a XAS of the same group of nanoislands at an instant when the
signal was no longer detectable (after 7 h of irradiation).Although for fine-structure consid-
erations a better signal to noise ratio is required, it appears evident that the Mn L3-edge is
still present after having lost the magnetic signal. Furthermore, we do not find a decrease
in the signal intensity nor the low-energy peak, at�639.2 eV, characteristic ofMn2+ forma-
tion. Hence, apparently, the lack of magnetism is not caused by having chemically altered
the manganite.
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Fig. 5.20: (a) Mn L-edge XAS of a LSMO nanoisland ensemble after X-ray irradiation during�15
min (t1, black) and �60 min (t1+ 45, red). The spectra exhibit no appreciable variations. (b) Mn
L3-edge XAS of a LSMO nanoisland ensemble after X-ray irradiation during �15 min (black) and

for more than 7 h (blue).

After the previous results, we can now think of a different mechanism that could lead
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to the fading of the magnetic signal. Pt is a good thermal conductor, with thermal conduc-
tivity values of around �Pt(300 K)�71.6 W/m�K [288], and it is hence expected to easily
lead the X-ray power, in the form of heat, into the LSMO nanoislands, which have a poor
thermal conductivity of �LSMO(300 K)�2.4W/m�K [289]. The heat within the small LSMO
nanoisland cannot easily dissipate since islands stand on top of an extremely good thermal
insulator, YSZ{ [�Y SZ(300 K)�2.2-2.6 W/m�K [290]], and thus the nanoisland is expected
to rise its temperature a lot, which would not happen if it were epitaxially grown onto a
metallic substrate. Therefore, LSMO nanoislands under prolonged X-ray irradiation could
undergo the ferromagnetic to paramagnetic transition, by being heated above their Curie
temperature TC�350 K.

XMCD at 110 K

The interest of measuring our LSMO nanoisland system at low temperatures is two-fold:
on one hand, the magnetic signal is stronger below 300 K, so we expect to enhance the faint
magnetic contrast we obtain at room temperature (RT). On the other hand, this study will
clarify whether the magnetic signal loss observed at RT is effectively caused by heating the
LSMO above its Curie temperature. Our experimental set-up allows us to reach a minimum
temperature of 110 K. The magnetic hysteresis loop of the LSMO nanoisland ensemble (0.03
M) at 110 K, as measured with SQUID magnetometry before the PEEM experiments, is
plotted in Fig. 5.21. The saturation magnetic moment is �4.6�10�5 emu (�526 kA/m)
while, in remanence, the magnetization value drops a �50% from the saturation value.
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Fig. 5.21: Magnetic moment vs. magnetic field hysteresis loop at 110 K for the LSMO/YSZ nanos-
tructured sample measured by PEEM (0.03 M, 900�C heat-treated). The field was applied in-plane.
The augmented view of the center region is displayed on the inset, in red. The signal decrease from

saturation is of �50%.

Fig. 5.22 (a) displays a 5 µm field of view PEEM image taken at the Mn L3-edge. The
interesting thing about this image is that the Pt capping has worn out a little, in the form
of horizontal scratches; this results in a greatly increased brightness for nanoislands next to
{The low thermal conductivity of YSZ makes it the material of choice for thermal barrier coating applications,

where the ceramic is required to protect metallic parts of engines subject to very high operational temperatures of
around 1200�C.
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these scratches. One can notice, in the areas where the capping layer is intact, that the island
and shadow contrast is identical to that shown earlier in the chapter (a representative island
with its associated shadow is indicated in the figure). Conversely, near the thinned Pt, the
island surface signal is remarkably improved, confirming the critical role of the capping
in the collected electron intensity. Note also that the shadow can still be detected next to
the bright islands, as expected, since its origin is exclusively due to the grazing X-ray angle
and the nanoisland geometry. The direction of the incident light, as well as the two possible
application directions of the magnetic field, are depicted in Fig. 5.22 (a).

Fig. 5.22 (b) shows a 3 µm zoomed XMCD image, taken in remanence, of the region
marked within dashed white lines in Fig. 5.22 (a). We have numbered some of the large
islands in both images, to better see the image correspondence. With respect to our RT mea-
surements, the present low T XMCD image shows a considerable contrast enhancement.
Note that the most intense contrasts, those of the large triangular islands, coincide with the
scratched-capping sites. For the islands located below the numbered islands, the contrast
is notably weaker. Nevertheless, even at these sites we can easily discern many double
spots, aligned with the light direction, and with opposite colors. These double spots corre-
spond to a single island, in particular, to the island and the island-shadow. This confirms
our previous hypothesis that the contrast arising from island and island-shadow should be
opposite, with the difference (with respect to RT measurements) that we are now able to
see them both, thanks to the enhanced intensity conditions. Note that not all of the nanos-
tructures exhibit the same island and island-shadow sizes; this depends on the specific
nanoisland geometry and orientation. In fact, for the islands at the very thin Pt capping
sites (the scratches) the shadow loses relevance with respect to the bright island signal, and
we mostly observe a single large spot coming from the island [some of these single spots
have been marked with stars in Fig. 5.22 (b)]. In the following, we will refer exclusively to
the contrast arising from the island, not from the island-shadow.

Along with the double-spots we have just described, we find single islands giving ad-
jacent blue and red double spots, for instance the triangular nanostructure numbered 3.
Instead of one on top of the other, these spots are located one next to the other, perpendic-
ular to the X-ray incidence direction. Such contrast arrangement is in agreement with two
antiparallel magnetization vectors, next to each other, characteristic of a magnetic vortex.
The perpendicular magnetic moments necessary to achieve the flux-closure configuration,
being 90� oriented with respect to the X-rays, give no contrast. We have therefore the
evidence of magnetic vortices in some of these nanoislands, which we already suggested
in the RT results. Furthermore, we have the first confirmation that the magnetic config-
uration of triangles may also be that of a vortex. Remember that, by means of Magnetic
Force Microscopy, we could not resolve their magnetic structure due to the influence of the
tip, which wiped the magnetic domains within the triangles back and forth upon scanning
(Chapter 4). Some of the vortices (V) are indicated with red squares in Fig. 5.22 (b). The rest
of the nanoislands exhibit either a blue or a red contrast, characteristic of a single domain
(SD) state (some of them are also marked with squares). It is highly possible that these ap-
parently uniform contrasts might comprise a mixture of differently oriented domains (i.e.
a multidomain structure), considering the large size of some of those islands. However,
detecting these variations is beyond our experimental resolution.

In addition to an enhanced magnetic contrast, no critical magnetic contrast loss was
detected upon continuous X-ray irradiation of the same spot at low temperatures. We can
thus confirm our hypothesis that the X-rays are not intrinsically damaging the LSMO but
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Fig. 5.22: (a) 5 �m field of view PEEM image at the Mn L3-edge showing a large increase in the
intensity signal at the central part, i.e. where a thinning of the Pt capping occurred. (b) Remanence
XMCD image of the zoomed-in region, approximately indicated with dashed lines in (a). Numbered
nanostructures serve as reference with respect to (a). Vortex configurations (V) and single domain
configurations (SD) can be distinguished. Some representative examples are marked within red and

blue squares, respectively.

producing a temperature gradient that makes the system non-ferromagnetic when mea-
sured at RT. Therefore, we may now safely study the changes in the magnetic configu-
ration of individual nanostructures under applied field. This time, magnetic fields up to
�700 Gauss could be applied within the PEEM chamber. The maximum field applied in
the course of imaging was, nevertheless, �350 Gauss.

Fig. 5.23 exhibits a number of XMCD images of the same spot taken at different stages
throughout the magnetic history of the sample. The XMCD image in the top row, taken in
remanence, corresponds to the same region shown in Fig. 5.22 (b). Some representative vor-
tex and single domain configurations are marked with red and blue squares, respectively.
The sample was previously saturated with a negative field (H<0). This can be deduced
from the fact that the majority of the single domain islands we observe in remanence show
a blue (positive) contrast, which indicates magnetic moments aligned parallel to the inci-
dent X-rays [i.e. H<0, see Fig.5.22 (a)]. The three XMCD images of the bottom row were
taken at the same magnetic field,�260 Gauss, but at different times, i.e. following different
magnetic states. The sequence that was carried out is illustrated by A, B... letters on differ-
ent points of the 110 K macroscopic hysteresis loop of the sample, indicating the magnitude
of the field and the order in which it was applied.

By increasing the magnetic field from 0 to +260 Gauss, opposite to the incident light,
some of the nanoislands magnetic configurations undergo detectable variations. The same
islands within squares in the remanence A image, are also marked with squares in B. Those
showing detectable changes with respect to the previous image are marked with black
solid lines, while the rest are enclosed in gray dashed squares. Notice, for instance, how
the two islands named 1 and 2 in image B lose the blue contrast shown in A, under the
influence of a +260 Gauss field opposite to their magnetizationk. This lack of contrast, even
more evident in image D, could indicate that a coherent rotation demagnetization process
is taking place, with the magnetic moments aligning close to perpendicular to the X-rays

kRecall that we refer only to the island (not island-shadow) contrast.
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at that particular stage. Even clearer is the vanishing contrast in island 3 of image B with
respect to its blue contrast in A. Applying a considerably larger field, i.e. �450 Gauss (point
C in the hysteresis cycle), we achieve the total reversal of that island, which, going back to
260 Gauss (image D), does not regain the faint contrast of image B.

Regarding islands 4, 5, and 6 in image B, these were all vortices in the remanence image
A. In the case of 5 and 6 they were already non-centered vortices, with non-compensated
parallel and antiparallel domains. The domain parallel to the applied field (red) spreads
to the whole nanoisland in B, until reaching a single-domain state. The vortex evolution
is more clearly seen in nanoisland 4, where the applied field makes the red domain grow
at expenses of the blue, but the vortex is not yet annihilated. In fact, this suggests that the
vortex core movement (the middle part between blue and red), moves perpendicular to
the applied field, as generally expected. The evolution of nanoisland 4 towards a single
domain configuration is further evidenced in D. Other significant transformations one can
observe include the total reversal, in image D, of the large triangular island 7: in the in-
crease from 260 Gauss up to 450 Gauss and back to 260 gauss the nanostructure undergoes
a 180� change in magnetization. Identical behavior, although only after reaching higher
fields (�700 Gauss), is exhibited by island 11 in image F.
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Fig. 5.23: XMCD study of the magnetic configuration evolution of LSMO nanoislands with applied
magnetic field. Images are labeled A, B...etc. in chronological order and in correspondence with the
applied fields pointed in the 110 K hysteresis loop. Black solid squares mark nanoislands that have
undergone a transformation in their magnetic configuration with respect to the previous image, and

gray-dashed squares mark those which remain the same.

Fig. 5.24 displays another set of XMCD images at various magnetic fields, as illustrated
by the different points marked on the hysteresis cycle. The 5 µm field of view XMCD im-
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Fig. 5.24: Similar XMCD study as the one presented in Fig. 5.23, although now the fields do not
surpass 350 Gauss and hence their corresponding XMCD image is measurable. Islands labeled 1, 2,
and 3 are large triangles which exhibit easily detectable changes in their magnetic configuration. By
contrast, islands 4 and 5 exemplify other smaller islands which show no appreciable change in their

magnetic structure within the range of applied magnetic fields.
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ages show the same PEEM image of Fig. 5.22 (a). Again, the islands that have changed
their magnetic configuration with respect to the previous image are marked with solid
black squares, and gray dashed-line squares denote those that remain unaltered. From the
study of this set of XMCD images one can see that large triangular nanoislands, in the mid-
dle of the image, easily change their magnetic configuration upon application of a magnetic
field. Take, for instance, nanoislands 1, 2, and 3. Nearly at every registered magnetic field
variation we see a change in their magnetic configuration: from single domain to vortex,
vortex evolution, reversed single domain etc. This behavior suggests a magnetically soft
nanostructure, whose magnetic configuration is easily perturbed. During MFM imaging of
triangles in Chapter 4, in fact, we also observed such “softness”, manifested in the influ-
ence of the magnetic tip on the nanoisland original magnetic configuration. At the other
extreme we find examples like those of islands 4 and 5: they exhibit an initial red single-
domain contrast, which, upon multiple changes in magnetic field direction and magnitude,
does not suffer any detectable alteration.

In conclusion, the XMCD studies presented here highlight once more the rich variety
of nanoscale magnetic behaviors exhibited by the solution-derived self-assembled LSMO
nanoislands. This landscape can only be revealed from a nanoscale spatially-resolved tech-
nique that allows one to individually characterize each nanostructure, and identify details
that appear hidden in the averaged macroscopic magnetometry measurements. This sce-
nario was already extensively described in the previous chapter, devoted to the investiga-
tion of the nanoisland magnetic structure by Magnetic Force Microscopy. We there could
correlate the nanoisland size and aspect-ratio to its preferential magnetic ground state. The
present PEEM investigation, in turn, has allowed us to answer some of the questions that
raised during the MFM study: for example, we have seen that triangular nanoislands can
display a magnetic vortex configuration, and, additionally, the evolution of the contrast
under an applied magnetic field is consistent with the expected behavior of a vortex core,
i.e. is perpendicular to the field. Regarding the vortices in the square-shape nanoislands,
which we saw in Chapter 4 to move parallel to the external field, we could not determine
their behavior by PEEM. On one hand, it is not straightforward to characterize square is-
lands displaying a vortex state (they tend to be smaller islands). On the other hand, a
motion parallel to the field implies subtle contrast changes difficult to resolve. Once more,
one should rely on micromagnetic simulations that take into account the real shape of the
nanoislands. These, as already commented in Chapter 4, are currently in progress.

5.1.5 Conclusions

Along the previous pages we have explained and discussed the PEEM experiments and
their results on the system of ferromagnetic self-assembled LSMO nanoislands on YSZ.
Special emphasis was given to the metallic capping required to accomplish the measure-
ments, since samples must be electrically conducting (YSZ is a good insulator) and be-
cause, as we showed here, a successful capping is crucial and not straightforward. After
demonstrating the suitability of platinum against copper and aluminum, we have moved
on to the XAS study of the manganite nanoislands. We have taken advantage of the ge-
ometrical shadow-effect caused by the 16� X-ray incidence angle impinging on the small
nanoislands (D.200 nm and t.40 nm), to simultaneously and separately analyze their
surface and bulk composition. We have thus seen that the Mn XAS within the nanoisland
(the bulk part) exhibits the spectral features expected for stoichiometric La0.7Sr0.3MnO3. In
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contrast, there is evidence of a certain Mn2+ formation at the island surface, which sup-
ports the hypothesis of a superficial ferromagnetic dead layer on the LSMO nanoislands,
discussed in previous chapters. It was also proved that, within experimental accuracy, the
chemistry of the nanoislands does not depend on its crystallographic orientation. Magnetic
measurements by means of XMCD have shown that the islands are indeed ferromagnetic.
Nevertheless, we have seen that the Pt capping in such small nanostructures substantially
reduces the intensity signal in the XMCD experiments, especially at high temperatures,
where the magnetization value of manganite is small. The exposure to X-rays, for as long
as seven hours and at room T , has been proved to heat the irradiated spot above the man-
ganite TC , with the corresponding loss of magnetic signal. In order to avoid the heating
and to enhance the signal to noise ratio, we have performed experiments also at 110 K. The
greater intensities, especially at places where the capping appears to have slightly worn
out, has evidenced the presence of magnetic vortices in the (111)LSMO-oriented triangular-
shaped nanoislands, which magnetic state was not accessible in the MFM experiments of
Chapter 4 (recall that the tip stray field modified its magnetic configuration). Moreover,
these vortices move, as theoretically predicted, perpendicular to the applied field. We have
finally studied the magnetization processes of individual islands subject to different exter-
nal magnetic field values. Our observations reveal that the variety of island shapes and
sizes comprising the system of self-assembled LSMO nanoislands implies a correspond-
ingly varied landscape of magnetization processes. It is also worth remarking that in the
evolution of nanoislands with applied field there is no evidence that the magnetic state of
an island should influence that of its neighbour islands. This agrees well with our hypoth-
esis of Chapter 4 that the magnetic interaction between nanoislands is negligible. A more
detailed study considering XMCD imaging at many different field values, given an island
large enough to resolve its structure can, in a future work, provide full hysteresis cycles of
individual LSMO nanoislands.

5.2 Kelvin Probe Force Microscopy study of self-assembled
LSMO nanoislands

KPFM is the scanning force microscopy tool used for measuring the work functions of
different metals with nanometer spatial resolution [291, 292]. The work function values
of a metal are known to sensibly vary with contaminants, adsorbed layers, different recon-
structions and defect structures on the surface, and such variations can be locally addressed
with KPFM [293]. Increasingly during the past decade, the use of KPFM has been extended
to other materials, being applied in the characterization of semiconductor nanostructures
and devices [294–296] as well as to measure charge-related phenomena on insulating sur-
faces [297–300]. The precise mechanisms acting between the tip and the sample are of-
ten complex and difficult to understand, and hence the interpretation of KPFM results is
not trivial and straightforward [301, 302]. In this section we focus on the KPFM study of
self-assembled LSMO nanoislands on insulating YSZ substrates, detailing the experimental
procedure and, from a critical perspective, analyzing the obtained results.
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5.2.1 Basics on KPFM

KPFM measures the contact potential difference (CPD) between the sample and a sharp
metallic tip placed a few nm above its surface. CPD (or VCPD) is defined as the electric
potential difference between two points in vacuum, each of them close to the surface of
a different metal, while these metals are uncharged and electrically contacted. KPFM is
a Scanning Probe Microscopy technique which relies on the Kelvin method [261]: when
two metals, arranged in a parallel plate capacitor geometry as illustrated in Fig. 5.25, are
contacted, electrons will flow from the material with lowest to the material with highest
work-function, until the Fermi level of the two equilibrate [Fig. 5.25 (b)]. At that point,
an electrostatic field develops between the two conductors. We can nullify this field by
applying a certain voltage, VCPD, which equals the work-function difference between the
two materials, i.e. eVCPD =∆θ =θtip � θsample [Fig. 5.25 (c)], with e the electron charge.
Strictly speaking, this expression only holds for the case of metals [261, 291, 303]. For
insulating samples, the VCPD does not equal the difference in work functions between the
tip and the sample, since the electrically contacted conductors in that case are the tip and
the sample-holder, not the sample. Moreover, the voltage applied to nullify the electric
field will counteract, in addition to the VCPD, any potential difference that may build-up
as a consequence of the bulk insulator in-between the tip and the sample-holder [297].

As a type of Scanning Probe Microscopy (SPM), KPFM senses the interaction, in par-
ticular the electrostatic interaction, of the nm lateral-size tip with the sample underneath
[293]. As we also commented for magnetic force microscopy (MFM) in Chapter 4, the criti-
cal point in SPM is to be able to separate the specific interaction we want to measure, in this
case electrostatic, from the number of short and long-range forces that are present between
the tip and the sample. These interactions include short-range repulsive forces due to the
overlapping electron wave functions, Van der Waals attractive forces, adhesion and friction
forces...etc. In order to separately measure the electrostatic force with the Kelvin method,
the vibrating capacitor method is used [304], first implemented into a Force Microscopy by
Nonnenmacher and co-workers [291]: either the tip or the sample are biased by applying
an alternating voltage Vac at a frequency !, along with a continuous voltage Vdc. The en-
ergy in a parallel plate capacitor is given by U = 1

2C(∆V )2, whereC is the local capacitance
between the tip and the sample and ∆V is the potential difference between them. Because
of the existence of the CPD, the potential difference is given by: ∆V =(Vdc-VCPD)+Vacsin!t.
The electrostatic force is the gradient of the energy:

Fel = �1

2

@C

@z
(∆V )2 (5.6)

where the z-axis is the direction perpendicular to the sample surface. Substituting the ex-
plicit expression of ∆V in Eq. 5.6, developing it, and rearranging the result in terms of the
dependency with !, three different terms arise: Fel=Fdc+Fω+F2ω , where

Fdc = �1

2

@C

@z

�
(Vdc � VCPD)2 +

V 2
ac

2

�
(5.7)

Fω = �@C
@z

Vac(Vdc � VCPD) sin!t (5.8)

F2ω =
V 2
ac

4

@C

@z
cos 2!t (5.9)

The first term, Fdc, contributes to the topography signal by the static deflection of the tip,
and the time-dependent Fω and F2ω , can be separately measured by lock-in techniques.
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Fig. 5.25: Schematic illustration of the Kelvin method for CPD measurement. (a) Two conductors,
sample and probe, are arranged as a parallel plate capacitor separated a distance d. (b) Upon elec-
trical contact, electrons flow from the material with lowest work-function to the material with the
highest work-function until the Fermi levels of the two equilibrate, leaving both conductors charged
which yields an electrostatic field to develop between them. (c) Such electrostatic force can be nul-
lified by application of the Contact Potential Difference, which equals the difference between the

work-function of the two metals.
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The term ∂C
∂z depends on the probe-sample geometry and on the dielectric characteristics

of the sample, so it will change with varying sample topography, tip-sample distance, and
with the dielectric properties. The term F2ω , which exclusively depends on this derivative
(Vac is an externally set constant), can be used for capacitance microscopy [305, 306]. Fω
causes the cantilever to vibrate and is the signal used in KPFM measurements: the voltage
value Vdc we need to apply to make Fω=0 is, precisely, the CPD value between the tip and
the sample, Vdc=VCPD. Therefore, by monitoring the voltages that make Fω=0 at each (x,y)
point of the sample, we obtain a CPD map of the scanned area.

Simultaneously to the CPD image, during KPFM operation we obtain the topography
image of the studied surface. In fact, one of the uses of KPFM is the imaging of real topo-
graphical features, free from electrostatic artifacts that may cause errors in the estimation
of the lateral and vertical dimensions. To be able to measure topography and KPFM si-
multaneously we need to disentangle the influence due to Van-der-Waals attractive forces
(responsible for topography) and the long-range electrostatic interactions. Generally, the
cantilever first resonance frequency (f0) is used for topography imaging while the alternat-
ing voltage Vac is set at a frequency fac =!=2� well separated from f0: some experiments
use small frequencies in the 1-10 kHz range [307–309] while others enhance the resolution
of the measurement by tuning ! to the second cantilever resonance frequency (f2�6f0)
[310–312]. In either case we have two feedback loops, one for the height control which
gives us the topography signal, the other for detecting and subsequently enforcing Fω=0.

The same concepts related to the Dynamic mode operation explained in section 4.1 of
Chapter 4 are applied in KPFM measurements. In brief, the interactions between the tip
and the sample are measured by detecting the variations in the characteristic parameters of
the oscillating cantilever: its amplitude, its phase, and its frequency. The shift in frequency,
for instance, is given by: ∆f � � f

2k
∂F
∂z , with k the cantilever spring constant. The Scanning

Probe Microscope then works by utilizing these parameters as feedback parameters so that
any deviation from the set-point value is followed by a response to restore such set-point.
Such response is recorded at every (x,y) point during the scanning of the sample, and hence,
we obtain the spatially-resolved image of the desired physical property.

5.2.2 Experimental procedure

The KPFM measurements described here were done in the context of a short three month
stay at Prof. M. Salmeron’s group at the Materials Science Division of Lawrence Berke-
ley National Laboratory (LBNL), under the supervision of Dr. A. J. Katan. A UHV AFM
instrument (model 350AFM/STM) equipped with a SPM100 control electronics (RHK Tech-
nology) was used, operated at room temperature and with a base pressure of around
p�10�8 Torr. We worked in the Dynamic Non-Contact mode using the resonance fre-
quency of the cantilever as the feedback parameter for topography measurements (Fre-
quency modulated-AFM). An independent demodulator was employed for such purpose
(EasyPLL from Nanosurf). For Kelvin operation we used a Lock-in Amplifier (Perkin
Elmer) and a PID feedback controller (SIM960, Stanford Research Systems). Fig. 5.26 dis-
plays the main parts of the experimental set-up we employed. The sample, a 0.5 mm thick
YSZ insulating substrate, was pasted with Ag paint to the grounded sample-holder, and
the voltages were applied to the conducting tip.

Frequency modulated operation mode is the usual working mode for topography
feedback in UHV, after the pioneering work by Albrecht et al. [313]. In the general Dy-
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Fig. 5.26: Experimental set-up for simultaneous Frequency modulated-AFM and KPFM measure-
ments using the UHV AFM/STM (RHK Technology) from Prof. Salmeron’s group at LBNL.

namic AFM, a cantilever far from the sample surface, which oscillates at its free resonance
frequency f0, is set to oscillate slightly off-resonance (at its set-point value f ). The tip will
then approach the sample until it reaches that precise oscillation frequency (set-point). To-
pography variations of the sample surface will cause the oscillation amplitude to change
and the frequency value to deviate from the set-point value f . In the Frequency modulated-
AFM mode the feedback loop will then adjust the tip to sample distance in order to restore
the set-point frequency f . In other words, the feedback reacts to keep the frequency shift
∆f = f � f0 value constant and thus topography images are constant frequency-shift im-
ages. One could also work in Amplitude-Modulated AFM or ‘slope detection’ mode, in
which the feedback parameter is the amplitude of the oscillation. However, the time nec-
essary for the amplitude to reach, after its change, a steady state (necessary for feedback
purpose) is χ=2Q/!0, where Q is the cantilever quality factor and !0 its resonance fre-
quency [222]. Such value results unsuitably large in UHV systems, where Q is �104-105 In
Frequency modulated-AFM, by contrast, this problem is avoided because the immediate
change in frequencies is detected.

All of the images reproduced in the following were done using Si tips from Budget Sen-
sors with an electrically conducting chromium/platinum coating (5 nm Cr + 25 nm Pt, with
Pt the outward layer) [314]. Their resonance frequency is found in the f0�68-75 kHz range
and the spring constant k is around 2.5-3 N/m. The nominal radius is R �25 nm. Typ-
ical peak-to-peak oscillation amplitudes, measured through the register of the cantilever
thermal spectrum and the oscillation amplitude in the oscilloscope, were in the range of
Ap�p�2-10 nm.

Fig. 5.28 displays the main channels, significant for the Kelvin Probe signal analy-
sis, that we recorded on a LSMO/YSZ self-assembled nanoisland system. As explained
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Fig. 5.27: The resonance curve for a cantilever shifts its resonance frequency value from !0 to !00
due to the tip-sample interaction (∆! / ∂F

∂z
). Such variation causes a variation in the amplitude,

∆A, as measured in the set-point value !d. Reproduced from [313].

above, the topography signal registers the piezo changes in order to keep the frequency-
shift constant. The frequency shift map to its right, hence, records the error due to the
feedback, which is always more evident at the edges of abrupt structures. The CPD chan-
nel corresponds to the DC voltage (applied to the tip in our case) necessary to make the
Fω component equal to zero, i.e. this is the CPD or Kelvin signal. We measured the Kelvin
signal in the Amplitude Modulated-KPFM mode, which means that we measured and nul-
lified the amplitude of the Fω component. In analogy to the aforementioned Amplitude
modulated-AFM and Frequency modulated-AFM, Amplitude modulated-KPFM and Fre-
quency modulated-KPFM use the amplitude of Fω component and its gradient for feedback
in Kelvin operation, respectively (see for instance reference [293]). To the right of the CPD
image we show the Kelvin Error image, which registers the feedback error in nullifying
Fω , and hence will be accentuated where large CPD changes are present. When the Kelvin
feedback is OFF, this channels gives the measure of the electrostatic force between the tip
and the sample. For every image we recorded both forward and reverse scans to be able
to separate true contrasts from scanning artifacts (only the forward scan is shown in Fig.
5.28.) The resolution of the images was typically 256�256 pixels.

Before performing the Kelvin measurement, an important step is the tuning of the
feedback parameters (Proportional, Integral, and Derivative gains of the PID controller)
to make sure that the feedback is working fast enough with respect to the scanning speed.
For this reason also the scanning speed was generally kept notably low, at values �0.15-
0.2 Hz (�5-6.5 s/line). Fig. 5.29 shows the time-dependent oscilloscope behaviors of the
CPD, Kelvin Error, and Topography signals, at the moment of turning the Kelvin feedback
on, and off again. The abrupt change of the CPD and of its error signal indicates that
the PID parameters are working fast enough (otherwise the change with time would be
progressive). The values of the Kelvin error axis, both absolute and relative, depend on
the sensitivity of the lock-in at the time of scanning, as well as on its output voltage (2.5
V), and hence are not meaningful. In contrast, although the absolute values in the CPD
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TOPO Frequency-shift CPD Kelvin Error

(-0.62 V,-0.57 V) (0.31 V,0.63 V) (-2.7 V,2.7V)z:28 nm

Fig. 5.28: Principal channels to be recorded throughout KPFM measurements. In addition to the
simultaneous topography and CPD images, their corresponding error signals are also displayed. The

images are 1 �m� 1 �m.

signal varied notably in both magnitude and sign (sometimes during the course of the same
image), the relative island to substrate CPD variations remained roughly constant. These
variations in the absolute value of the voltage to be nullified, however, made it necessary
to constantly check and re-tune the feedback operation, which at times was difficult. We
believe that these variations could arise from trapped charges on our insulating substrate,
which may be inhomogeneously distributed at defect sites or kinks of the YSZ surface. The
electric field generated by such charges in the tip ‘image’ charges varies with the tip-sample
distance, and so does the voltage required to nullify such field [300]��.

The optimal set-points for our measurements of LSMO nanoislands on YSZ substrates
ranged from ∆f�-35 Hz to ∆f�-60 Hz, corresponding to typical tip to sample distances
ranging from less than 5 nm to slightly above 8 nm, as measured from Force-Distance
curves. We routinely adjusted the set-point, so we expect different tip to sample distances
for different measurements. Note that none of these PID tuning difficulties arose when we
performed preliminary KPFM measurements on LSMO thin conducting films (not shown
in this work). The stability of these samples during the KPFM was ideal, the CPD absolute
voltages were identical, before and after tip-withdrawal, experiment after experiment etc.
This observation supports our ascribing the former voltage variations to trapped charges
on the insulating YSZ sample. Regarding the topography signal, it is worth commenting
on the �1 nm height change produced by the ON-OFF turning of the Kelvin feedback.
This is precisely the evidence of an electrostatic force, in this case repulsive, between the
tip and the sample, which is present when there is no Kelvin feedback. At the moment the
electrostatic force is made zero, with the turning ON of the feedback, the tip increases its
distance from the sample (by�1 nm) so that the ∆f is kept constant (otherwise ∆f would
fall to lower values due to the absence of repulsion).

5.2.3 Origin and evidence of the KPFM contrast in LSMO on YSZ nanos-
tructured samples

The following sections are devoted to the results concerning the KPFM measurements on
self-assembled LSMO nanoislands on insulating YSZ substrates, with particular emphasis
on the experimental concerns related to their physical interpretation. A small 240 nm� 240
��In their KPFM study of alkali halide surfaces Barth and Henry ascribe the observed potential contrasts, which

are typically observed at kink sites of steps of the sample surface, to negative net charges, caused by impurities
within the crystal [300].

175



5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

C
PD

 (m
V)

Kelvin OFF Kelvin ON
Kelvin 
OFF

VCPD~20 mV

C
Ke

lv
in

 E
rro

r (
V)

O

Time (s)

To
po

gr
ap

hy
va

ria
tio

n 
(n

m
)

Fig. 5.29: Kelvin feedback testing through the time response signal analysis. Tip and sample are
at the set-point distance, and the topography feedback is kept ON, i.e ∆f=constant, the whole time.
The abrupt changes in time evidence that the PID controller is doing well. The change registered in

topography reveals the presence of the electrostatic force.

nm area, containing a single LSMO nanoisland, is imaged in Fig. 5.30. The top row shows
the topography-related information of a well-defined LSMO nanoisland with a thickness
t�22 nm and a lateral size D�100 nm. Note that the island displays a rotated-square mor-
phology, one among the two main morphologies observed in LSMO/YSZ nanostructured
samples (see Chapter 3).The simultaneous Kelvin measurement of the island is shown at
the bottom row of Fig. 5.30. A clear bright contrast, as compared to the dark YSZ substrate,
emerges from the island in the potential image Vdc. Meanwhile, the Kelvin error signal ex-
hibits very low contrast, featuring the expected changes where abrupt contrast variations
occur, i.e. at the edges of the island in this case. A line scan across the Vdc image shows
that the potential difference between substrate and island is �120 mV. Statistical analysis
of a large number of pixels at substrate and island spots give also a very similar potential
jump of ∆V =110�10 mV. Note that we have named the Kelvin image Vdc, instead of CPD,
as we did in Fig. 5.28, despite being exactly the same channels, identically measured. Vdc
is the bare continuous potential applied to the tip in order to make Fω=0. On the other
hand, CPD entails a physical meaning, the Contact Potential Difference between the tip
and the sample electrode. According to Eqs. 5.7 to 5.9, routinely used to explain the bases
of KPFM, Vdc equals the CPD. This, however, is not strictly true for our case, as we will
explain shortly. In the following, we will refer to Vdc images as potential images.

We plot a schematic diagram of the system under study in Fig. 5.31. Tip and sam-
ple, separated a distance z, are there the capacitor plates. At variance with the canonical
KPFM operation example where the sample surface is metallic, in our system the capacitor
architecture is formed by the tip and the sample-holder, which is grounded. On top of the
sample-holder lays a massive 0.5 mm thick insulator, the YSZ substrate, which supports a
dispersion of comparatively tiny LSMO nanoislands on its surface. Hence in the expres-
sion for the electrostatic force between the capacitor plates (Eq. 5.6) the capacitance C and
the potential V will include the combined effect of the two dielectric media in between:
vacuum (or air) and the YSZ substrate. In other words, the voltage we apply in order to
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Fig. 5.30: Simultaneous topography (top row, (a)) and KPFM measurements (bottom row, (b)) of an
individual LSMO nanoisland on YSZ. The surface potential variation between island and substrate

is �110 mV.

make Fω=0 depends not only on the CPD due to the tip and the sample-holder surfaces
but also on the dipoles or charges, that may develop at the LSMO/dielectric, vacuum/YSZ
interfaces [297].

If we consider the simplified picture of the parallel plate capacitor and disregard bor-
der effects, we may write the potential drop along the two dielectrics in between, vacuum
and YSZ, in the following way:

∆Vdielect. = E1z + E2l (5.10)

whereE1 andE2 are the electric fields in the vacuum (between the tip and the YSZ surface)
and within the YSZ, respectively, both of them perpendicular to the vacuum-YSZ interface.
z and l are the corresponding dielectric thicknesses (see Fig. 5.31). As there is no free electric
charge on the insulator surface, the boundary conditions for the displacement vector at the
vacuum-YSZ interface require that �0�rE2��0E1 = 0, where �r is the relative permittivity of
YSZ (which takes values around �25 [315] and �29 [316]). If we now insert a conductor of
thickness t in between the two plates at a distance (z�t) from the tip, the voltage difference
will vary accordingly:

∆Vdielect.′ = E01(z � t) + E02l (5.11)

where nowE01 andE02 are defined by the condition of no electric field within the conductor,
i.e. E01 = �σ

ε0
andE02 = σ′

ε0εr
for the fields in vacuum and within the YSZ, respectively. φ and

φ0 refer to the free surface charge density on the top and bottom plates of the conductor,
respectively. Adding the potential drops in Eq. 5.10 and 5.11 to the expression ∆V =(Vdc-
VCPD)+Vacsin!t, and substituting the new potential difference in the expression for the
electrostatic force (Eq. 5.6), we may derive the expressions for the ! component of the
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Fig. 5.31: Schematic diagram of the experimental set-up for the KPFM measurement of LSMO on
YSZ nanostructured system.

force, Fω , both for the tip positioned on top of the bare YSZ substrate and on top of the
LSMO nanoisland:

FY SZω = �@C
@z

Vac

�
Vdc � VCPD � E1z �

E1l

�r

�
sin!t (5.12)

FLSMO
ω = �@C

0

@z
Vac

�
Vdc � VCPD +

φ(z � t)
�0

� φ0l

�0�r

�
sin!t (5.13)

where C and C 0 correspond to the capacitances of each of the two architectures (dielectric
and dielectric+ conductor). The voltages required to make that component equal to zero
over the YSZ substrate or the LSMO island will hence be:

V Y SZdc = VCPD + E1

�
z +

l

�r

�
(5.14)

V LSMO
dc = VCPD � φ

z � t
�0

+
φ0l

�0�r
(5.15)

And the difference between the two leads to

∆V LSMO�Y SZ
dc = �φ z � t

�0
+

φ0l

�0�r
� E1

�
z +

l

�r

�
(5.16)

Note that the VCPD voltage term due to difference in work function between the tip and the
sample-holder is canceled, i.e. we do not have a dependence with respect to the sample-
holder. In contrast, we obtain an expression which is dependent upon the distinct charge
distributions at the LSMO surfaces. Note that this picture is a rude oversimplification of
the real experimental set-up, as we have considered that the LSMO conductor in-between
the two dielectrics consists of two infinite parallel plates. In reality, the LSMO nanoislands
are finite solids, with well-defined crystal planes that connect the upper and lower paral-
lel surfaces. Instead of charge distributions, in a faceted finite size metal in equilibrium
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such as these nanoislands it is generally talked of the surface dipole of a specific surface,
which is the origin of its work function and thus it is directly related to the geometric and,
in consequence, the electronic structure of that specific surface [317, 318]. This issue will
be discussed later in the chapter. The above oversimplified view, however, is useful to
illustrate the role of the bulk insulator, while it highlights that the relative potential differ-
ences between the substrate and the LSMO islands do not depend on the sample-holder
electrode.

In addition to a remarkable contrast difference between the LSMO nanoislands and
the YSZ surface of Fig. 5.30, careful measurements of some islands, which generally im-
ply very low scanning speeds (�5-6.5 s/line), enable the observation of contrast variations
within one island. The potential images of Fig. 5.32, for instance, evidence a brighter con-
trast at the lower half of the island. This potential variation is quantitatively shown in the
line-scans of Fig. 5.32 (c): we have plotted the nanoisland topography (top row) and po-
tential (bottom row) profiles, corresponding to the white dashed lines in the images. A
potential jump of around �80 mV is measured within the island, in agreement with the
statistical Vdc distribution study of the regions marked in blue squares and numbered 1, 2,
and 3. After verifying that the Kelvin feedback is working correctly, a number of tests are
available to assess whether this is a physical effect or an artifact: we can repeatedly scan the
island, combining different directions, e.g. back and forth downwards [Fig. 5.32 (b), top
row] or upwards, changing the angle of the tip with respect to the sample [from 0� in Fig.
5.32 (b) top to 90� in Fig. 5.32 (b) bottom row: : :etc. Other tests include slight variations
of the tip to sample distance, or playing with the scanning speed. After taking such pre-
cautions we can thus conclude that there is a real difference in the potential between those
two island halves. According to what we saw earlier this could be linked to a difference
in the charge distribution within the upper facet. In turn, such charge inhomogeneities
could have multiple origins: different surface reconstructions of the facet yielding distinct
charge distributions or the presence of defects on the surface promoting the adsorption of
contaminants, are only some of the possible scenarios.

Fig. 5.33 shows the KPFM measurement of three different LSMO nanoislands from
the same sample as above. The top panel displays the topographical information of the
nanostructures, i.e. the topography and its corresponding error image, plus a line scan
along the dotted white line drawn in the topography image. The line profile displays a
t�20 nm thick island next to a small t�10 nm island. The simultaneous potential and its
error measurements are shown in the lower panel [Fig. 5.33 (b)]. The two largest islands
are now characterized by a bright halo at their edges, surrounding a darker contrast in the
middle; the latter is still �60 mV above the substrate contrast [see the line profile in Fig.
5.33 (b’)]. The potential we measure at the edges is around �60 mV above the value at the
center of the island (i.e. 120 mV above the substrate surface). If we perform a statistical
analysis of the potential difference between the substrate and the whole island (including
both edges and center), we obtain the distribution plotted in Fig. 5.33 (b”), where two
clear peaks are separated �100 mV; this is roughly the value expected from averaging the
potential values of the island edge and center. All these observations point at possible
differences in the electrical nature of the lateral and top facets of some of the islands. The
fact that the bright halo at the island edges does not appear always (we do not see it, for
instance, in the island of Fig. 5.32, although it has a similar thickness) suggests that it is
not a measurement artifact. Indeed, the small nanoisland of Fig. 5.33 does not exhibit the
edge feature. Instead, it shows a homogeneous �60 mV potential difference with respect to
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Fig. 5.32: 260nm�260nm images of a LSMO nanoisland on YSZ. (a) Topography and frequency-
shift images. (b) Potential images acquired with the tip scanning in the X (0�, usual way) and Y
(90�) directions. (c) Line profiles of the topography and Vdc images, corresponding to the white
dotted lines across the island. The values below are the potential differences of the two distinct
halves of the island with respect to the substrate, calculated from statistic evaluation of the squares

numbered 1, 2, and 3 in the Vdc image.

the YSZ substrate. In the Vdc image it appears that the tip, with a radius of around R�25
nm rapidly widening away from the apex, cannot fully resolve the small lateral separation
between the large and the small island. A hypothetical effect of the lateral edges is thus
not discernible. The small height of the island, however, implies very small lateral facets
which suggest that the contrast we observe is mainly caused by the planar top facet. Note
that this island, half the thickness of the previous discussed, exhibits the same �60 mV
potential difference, which can be taken as a further indication that the signal we measure
does not come from the topography.

As a matter of fact, the ‘leakage’ of topographical information into the potential chan-
nel is a major issue of concern, since it can lead to physical interpretation of measurement
artifacts. It is especially challenging to disentangle the topography influence from purely
electrostatic signals in cases like the present one, where the abrupt changes in the topogra-
phy are accompanied by a change of material. The problem of the tip-sample convolution,
common to all scanning force microscopies and already mentioned for MFM in Chapter
4, is indeed also present in KPFM. For the case of the electrostatic interaction, not only
the tip apex contributes to the contrast observed at a certain (x,y) position, but other parts
of the tip, further separated from the sample surface, will also contribute, since the elec-
trostatic force is long ranged and the whole tip is conducting. Consequently, the contrast
exhibited by a particular (x,y) spot will display a certain proportion of contrast belonging
to other spots in the sample, which is one of the reasons why achieving lateral resolution
in KPFM is harder than in topography measures, and why long tips with small opening
angles are ideally required. In addition to lowering the resolution of the potential image,
it was demonstrated that the convolution due to the tip-sample geometry may result in a
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Fig. 5.33: 260nm�260nm images of LSMO nanoislands on YSZ. (a) Topography and frequency-
shift images. (a’) Line scan corresponding to the dotted white line in the topography image (a). (b)
Potential and Kelvin error images. (b’) Potential profile along the line marked in the Vdc image in (b),
revealing a higher potential at the island edges with respect to the center. No such feature is observed
in the contrast belonging to the lowest (t�10 nm) island, which exhibits a potential difference of�60
mV, analogously to the large island center. (b”) Potential distributions of the island and substrate
regions within the dotted square area marked in (b). The mean difference between substrate and

island (edges and center) is around �100 mV.
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certain cross-talk of the potential signal with the topography signal; this was named the ‘to-
pography artifact’ by Morita and co-workers [319]. Such effects are mainly observed in the
case of granular films with grain sizes of the order of or smaller than the radius of the tip
[320]. In the case of our nanoislands (D�100-250 nm), although we cannot fully rule out a
partial contribution from the topography, it will emerge clearly from the analysis through-
out this chapter that this is a secondary effect compared to the main signal. In line with
this issue, Fig. 5.34 shows the topography and potential images of a LSMO nanoisland on
top of a CeO2 buffer layer. The topography image shows an ill-defined amount of material
protruding from the darker substrate. By comparison with other islands in this sample (not
shown) we are able to distinguish the squared shape of an island as the brightest contrast
in topography, at the far edge of the protruding material (precisely on the position that
says c). The material to the left of the island, in the spot b, is probably dirt attached to the
island. The important fact here is that, although such unidentified material protrudes from
the sample at least 30 nm, the potential contrast it shows is darker than that of both the real
island contrast (the brighter spot, c) and of the substrate background. In brief, a protruding
object does not necessarily lead to a bright contrast, which confirms that in the potential
image we are not measuring topography but electrostatic interaction.
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Fig. 5.34: Topography (a) and potential (b) analysis of a LSMO nanoisland on a CeO2 buffer layer.
The line profiles at the right hand side correspond to the dashed white lines drawn in the images. a,

b and c along the profile indicate positions on the buffer layer and on the protruding material.

It is also pertinent at this point to mention the presence of topography-related artifacts
in the potential images which result from feedback failures. The failure of the topography
feedback will give erroneous normal force (FN ) values, which are the values that feed both
the topography and the Kelvin feedback. This will thus be reflected in the ! component
of the force Fω , responsible for the Kelvin feedback. Such feedback failures are of course
more likely to occur at sudden height changes, as those taking place at the island-substrate
boundaries. An example is evidenced with blue arrows in the images of Fig. 5.33. That
kind of feature indicates a feedback failure, and one can find its fingerprint not only in
the topography channels, but also in the potential images. Moreover, we may also note
that it produces a bright yellow contrast in the Vdc channel, which actually enhances the
bright appearance of the island edges. Still, we may look at other places of the same island
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edges where the substrate to island transition (most easily observed in the frequency-shift
channel) is smooth, and is still accompanied by bright contrast in the Vdc image. Conse-
quently, although present, the feedback failures do not account for the great majority of the
measured potential variations.

5.2.4 Analysis of the facet contrast in large LSMO nanoislands

The contrast variations between the insulating YSZ substrate and the LSMO nanoislands il-
lustrated in the previous examples appear notably enhanced when looking at substantially
larger LSMO islands, with thickness t that go up to 80 nm and lateral sizes D of around
200 nm. Fig. 5.35 exhibits the topography and potential images of three LSMO nanoislands
of this type. The potential image in Fig. 5.35 (b) features a clear bright-dark double con-
trast within each island. We can also note that the dark contrast of the substrate surface is
not uniform, but exhibits a certain ‘color roughness’, as if it were mixed with some kind of
bright contribution. In fact, topography images of the substrate surface as the one shown in
gray shades in the inset of Fig. 5.35 (a), give evidence of small islands on the YSZ substrate
surface. These are very likely related to the presence of La and Mn on the YSZ surface, as
we already pointed out in our discussion of the PEEM results (section 5.1.3). Consequently,
comparison with samples characterized by a clean YSZ surface (e.g. the case discussed in
the previous section) must be done with some caution.

40

20

80

60

nm

2

3

1

2 3

(a) (b) VdcTOPO

~90 nm

~35 nm ~200 nm

0.80.60.40.20 1.0 1.41.2 1.6
[m]

0

1

2

Fig. 5.35: 1�m�1�m topography (a) and potential (b) images of ‘large’ LSMO nanoislands on
YSZ. The topography profile of the three islands, along the light-blue line in (a), shows the typical
island sizes. The inset in gray shades, with saturated intensities, evidences the presence of material

on the substrate surface in the form of little islands.

A closer look at the nanostructures of Fig. 5.35 reveals the details of the contrast vari-
ation within them. Fig. 5.36 shows the topography and potential images of the island
numbered 2 in Fig. 5.35 (a). This is a regular-square type of LSMO nanoisland (see Chapter
3) that exhibits (001)LSMO top and lateral (111)LSMO facets. The potential image in Fig. 5.36
(b) shows that these two inequivalent planes yield different potential values with respect to
the bottom reference line: �50 mV for (111)LSMO and�10 mV for the (001)LSMO. Statistical
analyses of a large number of pixels within substrate, the top (001)LSMO facets, and the
lateral (111)LSMO facets, give V subst.dc �-9�10 mV, V topdc �-11�10 mV, and V lat.dc �35�10 mV,
respectively. The voltage distributions for each are plotted in 5.36 (b”). From these values
we can deduce that the substrate and the island top facets yield similar potential values
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(within the error bars), while the potential necessary to nullify the Fel on the (111)LSMO

facets is �45-50 mV larger.
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Fig. 5.36: 400nm�400nm topography (a) and potential (b) images corresponding to the ‘large’
nanoisland named 2 in Fig. 5.35. The dark to bright contrast variation, in the order of �40 mV,
appears linked to the nature of the LSMO facet. The line scans in (a’) and (b’) are simultaneous
topography and potential profiles, i.e. they correspond to the same spatial region, marked in dotted
lines on the topography and Vdc images (a) and (b). The graphs in (b”) belong to the statistical

potential distributions on the (111)LSMO facet, the (001)LSMO facet, and on the substrate.

Fig. 5.37 shows the measurements of the island numbered 1 in Fig. 5.35. It is one of the
low islands found in the present sample, with thickness t�35 nm and a lateral size D�225
nm. As in the island from Fig. 5.36, the top (001)LSMO and the lateral (111)LSMO facets
yield different potential values. These contrast variations are quantitatively analyzed in
the line-scan below the image, and also by comparing statistical analysis of the potential
distributions within the regions with the same contrast; the resulting absolute values along
with their standard deviation are shown in the potential images. Note, for instance, that
the potential value of the (111)LSMO facet is V lat.dc �35�10 mV, i.e. �45 mV (V subst.dc �-10�10
mV) with respect to the substrate potential. This is in excellent agreement with the contrast
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variation observed in the island of Fig. 5.36, even if these two structures are remarkably
different: t�80 nm vs. t�35 nm, which means that the (111)LSMO facets have very different
extension. These observations are in line with the assumption that the topography signal
is not responsible for the observed contrast variations.

In addition to the orientation-dependent facet potential, we can also distinguish differ-
ent types of contrasts within the top (001)LSMO facet: the upper part shows a slightly darker
contrast as compared to the lower part. Such contrast variation is identically observed in
the backward scan (not shown) and in the 170 nm�170 nm potential image shown in Fig.
5.37 (b’). The latter scan was measured �1 h after the scan of Fig. 5.37 (b) and entirely
reproduces the contrast variations there observed. In fact, by restricting the scan to the
island center (plus a bit of the lateral facets) we avoid the abrupt transition of the tip from
the substrate surface to the nanoisland. Consequently, the measurement is free of topo-
graphy feedback failures, and, being identical to that of Fig. 5.37 (b), further supports our
claim that the observed potential variations, exemplified in the previous images, have a
real physical origin.

Although its thickness is not far from the values displayed by the islands of the previ-
ous sample [e.g. t�22 nm in Fig. 5.33], the island of Fig. 5.37 features a notably larger lateral
size. Such a difference in lateral size could explain why here the lateral facets can be clearly
discerned from the top flat facet, while in the case of Fig. 5.33, the tip-nanoisland convo-
lution precludes resolving these features. It is well likely, in fact, that a facet-dependent
contact potential occurs in both samples, even if it’s not well-resolved in Fig. 5.33 due to
the smaller island sizes of that sample. We should note, nevertheless, that the lateral facets
of the rotated-square morphology islands are not (111)LSMO planes as in the present case
(see Chapter 3). Therefore, such difference in the crystal nature of the facets, along with
the fact that our reference substrate is also different in both samples (recall the presence
of small islands in the second sample), should be noted before attempting to compare the
magnitude of both contrast variations.

The facet-dependent contrast discussed above raises the natural question of what con-
trast yield the triangular LSMO nanostructures, which top facet and long lateral facets be-
long to the f111gLSMO family of planes. Fig. 5.38 shows the simultaneous measurement of
two interpenetrating square islands and a triangular LSMO nanostructure. The potential
image of Fig. 5.38 (b) shows the average potential values inferred from the statistical analy-
sis of the potential distributions within each blue square. Note that this latter measurement
was performed on a different day, and that these values are at first sight very different from
those of Figs. 5.36 and 5.37. However, the absolute numbers are not meaningful, as we have
emphasized earlier in this KPFM section. Only the differences are important. We observe
that, indeed, the tendency of ‘dark top facet’ and ‘bright lateral facets’ is reproduced for the
square islands. In particular, the mean potential value of the top facets of the two merged
square islands is V topdc � �35�20 mV [note that this is an average value, since there is a
graduation of contrast from the upper (darker) to the bottom (brighter) part of the facets].
Taking this value as a rough estimate, the difference with respect to the brighter lateral
(111)LSMO facets (V latdc � �85 mV, see the line scan) is of �50 mV, which is in good agree-
ment with the variations between lateral (111)LSMO and top (001)LSMO facets measured in
the square islands from the previous examples.

Moving now to the triangle, the contrast of the top facet appears fairly bright and uni-
form, and we do not see the clear change in contrast between the lateral and the top facets
characteristic of square islands. Both the line scan and the statistical analysis show values
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for the triangle (111)LSMO top facet that differ by �80 mV with respect to the substrate sur-
face. This value is much larger than that of the (001)LSMO top facet of the square islands,
both in the present image and in the previous examples. Conversely, it is in remarkable
agreement with the value we obtain for the (111)LSMO lateral facets of the square islands
in Fig. 5.38, which is around �85 mV. Fig. 5.39 displays the topography line scans corre-
sponding to the triangle and square islands in Fig. 5.38 [Fig. 5.39 (a) and (b), respectively]
and the profile of the square island of Fig. 5.37. Note that the angle of the facets inferred
from the line scans (�exp) is the result of the tip-radius/nanoisland-facet convolution: the
angle of �71� between the f111gLSMO facets of the triangle is reduced to around �56�,
while the (111)LSMO lateral facets in the (b) and (c) square islands, at a theoretical angle of
�54.7� from the substrate horizontal, differ from one another. We have already commented
that the experimentally measured angles with this kind of tips and measurements does not
provide for the real values. Nevertheless, the fact that the three islands in Fig. 5.39 ex-
hibit very similar heights, lateral sizes, and experimental angles, supports the fact that the
brighter contrast obtained for the triangular top-facet is due to its crystallographic nature.
In other words, would the effect be topographical, we would expect, since the geometry of
the islands and the resolved experimental angle are very similar, that the triangular island
exhibited a depressed potential value in its central region, as in the case of the square is-
lands. Instead, such central value, corresponding to the (111)LSMO facet, remains higher,
by around �50 mV, with respect to the potential exhibited by the (001)LSMO facets.
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Fig. 5.39: Topography line-scans comparing the geometrical features of: (a) the triangular island in
Fig. 5.38, (b) the square islands in Fig. 5.38, and (c) the square island of Fig. 5.37. The lateral and

top facets are labeled, as well as the experimentally measured facet angle.

5.2.5 On the origin of the facet contrast: work function anisotropy

The results discussed until now reveal that there is a difference in potential of �50 mV be-
tween the (111)LSMO and the (001)LSMO crystal planes. We will see next that such potential
difference can be related to the so-called work function anisotropy, i.e. the dependence of the
work function W of metal single crystals on the crystallographic orientation of the surface.

The work functionW of a finite-size metal is defined as the energy necessary to remove
an electron from its Fermi energy level EF to a point in the vacuum just outside the solid.
By the term ‘just outside’ we refer to a distance far larger than the interatomic distances but
small with respect to the sample size [321]. The vacuum level just outside a solid Vvac(s),
depends on the chemical, atomic, and electronic structure of its surface layers through the
so-called electronic surface dipole of the specific surface. Conversely, the vacuum level at in-
finity Vvac(1) is invariant, and describes the energy of an electron at rest at infinite distance

187



5. Advanced local characterization of LSMO nanoislands: PEEM and KPFM

from the solid [322]. This Vvac(1) is not experimentally accessible [322, 323] and thus it is
not relevant in real measurements, and in the following we shall therefore exclusively refer
to Vvac(s). The energy difference between these two levels is caused precisely by the pres-
ence of the surface dipole layeryy, which, in general, causes the vacuum level of the solid to
raise from that at infinity.

The surface dipole has its origin on the spreading of the electronic charge density to-
wards the vacuum, which occurs at the surface of a solid [324] [see Fig. 5.40 (a)]. In a nearly-
free electron metal (which is not the case of LSMO), this is typically explained through the
simple jellium model. Within the bulk of the crystal there is no dipole since the constant
background positive charge, modeling the ion cores, is neutralized by an equal and oppo-
site electronic charge. At the surface, however, due to their quantum-mechanical nature,
electrons prefer to penetrate slightly into the vacuum region to lower their kinetic energy.
A surface dipole thus forms. This ‘spilling out’ of the electron cloud causes a negative pole
to stick out of the surface, inducing a potential step or dipole barrier Ve [see Fig. 5.40 (b)]
[317]. In order to escape from the metal, the electron must overcome such barrier. For the
electrons in the last occupied energy level, EF , the barrier they must surmount is precisely
the work function of the metal W=Ve-EF . Notice that in Fig. 5.40 (b) we have written
explicitly Vvac(s) in relation to the electrostatic potential just outside the solid. According
to what we said above, for distances far away from the solid such level will converge into
the Vvac(1) [323]. The reference energy in the diagram is < V >, the average electrostatic
potential within the bulk of the metal [325], i.e. Ve=Vvac(s)-< V >.

Fig. 5.40: (a) Electronic density distribution at the surface of a metal. The spreading of the electron
cloud gives rise to the surface dipole. The ‘thickness’ of the dipole layer is in the order of some
angstroms [324, 326].(b) Energy levels at the metal/vacuum interface. The work function of the

metal, W, is directly related to its surface dipole (W=Ve-EF ).

Nevertheless, this simple model is not sufficient to explain the work function anisotropy:
a jellium surface is a flat and structureless plane. An elegant solution to this problem was
given in 1941 by Smoluchowski [327]. The idea is quite intuitive: one just needs to consider,
instead of a flat jellium surface, a corrugated one. The conduction electrons will slightly pen-
etrate in the vacuum, as before, giving rise to the surface dipole. In addition to this surface

yyAnd, in insulating materials, also by extra charges on the sample surface [322].

188



5.2. Kelvin Probe Force Microscopy study of self-assembled LSMO nanoislands

dipole, which sticks out of the surface normal to the surface and increases W , however,
electrons will also redistribute laterally (a corrugated electron cloud costs energy, i.e. bet-
ter to ‘smooth it out’). This means that some negative electron charge will ‘drip inwards’,
leaving the positively charged ions of the jellium surface ‘uncovered’. In other words, the
so-called Smoluchowski smoothening [325] causes a reverse dipole which tends to lower the
work function. The more corrugated the surface (i.e. less close-packed), the lower the work
function, as a result of this effect. Therefore, for SC, BCC, and FCC Bravais lattices it is ex-
pected that the work functions W of (100), (110), and (111) facets, respectively, to be the
largest. These predictions were theoretically [324] and experimentally [328] confirmedzz.

In the case of KPFM on LSMO nanoislands, work function variations from one crys-
tal facet to another should be probed, provided that the tip to sample distance z is short
compared to the lateral size of the facet, but large enough that the image potential effects
are negligible there. Under such conditions we can detect the corrugation of the electro-
static potential related to the work function anisotropy discussed above. We talk in this
case of local work function measurements (see references [325, 326] for in-depth treatments
of this issue). In contrast, when the probe is drawn far from the sample (or, analogously,
the sample is very small with respect to tip-sample distance) the local potential becomes
isotropic, i.e. at sufficient distance from the metal the sample has only one well-defined
work function [318, 323, 326]. Fig. 5.41 shows a sketch drawn at scale of the KPFM mea-
surement of a LSMO nanoisland. Note that our parameters meet the criteria for local work
function measurements, and thus we expect our data to give reliable indications about the
work function anisotropy in LSMO.

The general concepts outlined above to explain the nature of the surface dipole and of
work function anisotropy are best suited for nearly-free electron metallic systems. Complex
oxide metals such as LSMO are, however, very different metals. Note that LSMO surfaces
have remained vastly unexplored until now, and the microscopic mechanisms leading to
the formation of a surface dipole in LSMO are still unknown. For example, it is likely
that the electron spill out, or even the Smoluchowski effect might not be relevant at all
in this system, given the nature of the metallic state in LSMO (definitely not free-electron
like). Conversely, there are other effects here that are absent in elemental metals, e.g. lattice
distortions, and the possibility of having many different terminations or reconstructions
for a given surface orientation. Also, the fact that we are dealing with a multicomponent
compound raises concerns about the possibility of surface segregations, or yet other phe-
nomena related to structural and/or chemical defects, added to a possible surface contam-
ination (like water or carbon). All these effects are likely to be essential for determining the
final surface dipole. Addressing this subject, therefore, would require further experimental
and, very importantly, substantial theoretical efforts.

Also, concerning our specific experimental setup, we cannot be sure that the island
remains at a fixed potential during the scan; indeed (see Fig. 5.41) the sample-holder is
grounded, but the island lies electrically isolated, separated by the YSZ substrate. This
means that one should use some care when interpreting the contact potential differences.
On the other hand, the degree of repeatability of our measurements and the sharp contrast
between facets suggest that the above (i.e. that the island remains at a constant potential)
might be a reasonable assumption. If this is the case, our data indicate a difference in
local work function of �50 meV between the (111)LSMO and (001)LSMO facets of the LSMO

zzExceptions to this are found, for instance, in Al and Pb, FCC metals, in which the (100) plane exhibits the
largest W [324].
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Fig. 5.41: Schematic diagram, drawn at scale, of the KPFM measurement of a LSMO square-base
pyramid nanoisland. We have selected the island thickness t and lateral size D to be those of the
nanoisland of Fig. 5.36, since its potential image shows a clear contrast between the (111)LSMO

and the (001)LSMO facets. The tip to sample distance z and the tip radiusR are also drawn at scale.
Note how the extension of the LSMO facet is large enough to contain the whole probe width. On the
other hand, z is small enough to probe Vvac(s), i.e. the electrostatic potential ‘just outside’ the facet.

nanoislands. The contact potential was higher at the (111)LSMO facet, which implies a larger
work function at the (001)LSMO facet (taking into account the negative sign of the electron
charge).

5.2.6 Conclusions

Throughout this section we have studied the KPFM measurements on self-assembled LSMO
nanoislands grown on YSZ substrates. After a general overview of the technique, we have
described the experimental set-up used for sample imaging. Particular emphasis was given
to the fact that the LSMO nanoislands lie on an insulating massive substrate. This makes
the measurement especially challenging, both from a practical point of view (concerning
the stability of the imaging process) and from a conceptual perspective. Regarding the lat-
ter, we have shown that the measured potential difference between the YSZ substrate and
the LSMO nanoisland is independent from the contact potential difference between the tip
and the sample holder, as deduced from considering the metallic tip and sample-holder
as a parallel-plate capacitor system, with the YSZ/LSMO system sandwiched in between.
Careful measurements of individual islands have revealed a contrast difference of �50 mV
among the (111)LSMO and (001)LSMO crystallographic planes. This contrast is especially
clear in the largest nanoislands, where the tip can better resolve the potential variations
due to a smaller tip-island convolution. The difference in work function between the dif-
ferent crystal facets of a metal is a well known issue, which has been widely investigated
in simple metals but very little in complex oxides. Differences in the electric surface dipole,
caused by variations in the spreading of the electronic density towards vacuum, lie at the
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base of such work function anisotropy. According to our results, the (001)LSMO facet ex-
hibits a higher work function than the (111)LSMO by around�50 mV. LSMO is a multicom-
ponent oxide and thus its facets can display different terminations [e.g. either (La,Sr)-O or
Mn-O2, or a mixture of the two in the case of the (001)LSMO plane]. The specific character-
istics of the LSMO nanoisland facets are unknown at this stage. To ascribe the measured
potential differences to a particular combination of terminations and to further assess the
implications of our findings require for joint experimental and theoretical efforts.
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In this work we have explored nanoscale La0.7Sr0.3MnO3 heteroepitaxial systems grown
by a solution-based methodology onto different oxide single crystal substrates, including
STO, LAO, YSZ, and MgO. The main results of this study are summarized in the following:

First, we have demonstrated that chemical solution deposition (CSD) is a successful
approach for the fabrication of high quality epitaxial ferromagnetic LSMO ultra-thin films
and 3D nanostructures. We have seen that, following identical growth procedures based on
ultradiluted LSMO precursor solutions, the final system configuration relies on the choice
of the substrate. In particular, ultra-thin LSMO films with thickness below �10 nm are
obtained on STO and LAO perovskite substrates, whereas onto YSZ fluorite and MgO
rock-salt substrates, homogeneous dispersions of self-assembled nanoislands are achieved.
These results are the experimental evidence of the key parameters ruling heteroepitaxial
growth: elastic strain energy, and surface and interface energies. In the heteroepitaxy
formed by two perovskite structure crystals, where the interface energy is expected to be
low and the lattice mismatches are below 2%, LSMO grows in a thin-film configuration
(onto STO and LAO). Conversely, the structural dissimilarity between LSMO and YSZ and
MgO, along with the high lattice mismatches, brings the manganite to build into a 3D form.

Ultra-thin LSMO films on STO and LAO exhibit remarkably flat surface morphologies,
with the tendency to reproduce the underlying substrate’s step-terrace architecture. This
trend is more pronounced for STO substrates, which display a very low ��0.9% lattice mis-
match against LSMO (��-2% for LAO). As a matter of fact, the role of elastic energy is uni-
vocally manifested in that LSMO grows fully strained onto STO, while the larger mismatch
with respect to LAO triggers LSMO to partially relax through misfit dislocations. The latter
result contrasts with fully strained LSMO on LAO thin films, grown by vapor deposition
techniques, reported in the literature. Furthermore, it highlights how the crystallization
pathways and, consequently, the film microstructure, deeply depend on the processing
route. Solution-derived LSMO ultra-thin films are found to be highly crystalline and epi-
taxial, and show no secondary phases. The versatility of CSD, in turn, is evidenced in the
ability to tune the system of self-assembled nanoislands (i.e. the island size and density)
by acting upon the solution concentration, the annealing times, and temperatures. Optimal
precursor solution concentrations in the 0.015 M to 0.03 M (in Mn) range, and typical heat
treatments at 900�C for 1 h to 3 h, yield highly uniform nanoisland ensembles. The amount
of material in the nanostructured templates is given in terms of the equivalent thickness
parameter, which varies from 1.5 to 3.5 (�0.5) nm for the above concentrations. In general,
dense nanoisland dispersions are formed on MgO, featuring islands with mean thickness
t�7 nm and lateral sizes D�50 nm. Nanostructures on YSZ typically exhibit larger thick-
ness values of t�20 nm and lateral sizesD of around 100 nm. Anyhow, for these processing
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conditions, nanoislands do not surpass the 200 nm of lateral size, which is already below
the sizes commonly reached by lithography methods.

XRD pole-figure analyses have shown that LSMO nanoislands on YSZ exhibit a major-
ity population of (001)LSMO out-of-plane oriented nanoislands, which exhibit two possible
morphologies, regular-square and rotated-square, suggesting that distinct manganite crys-
tal planes have similar surface energies. A minority triangle-shaped population was seen to
display the (111)LSMO out-of-plane orientation. Meanwhile, LSMO on MgO shows a single
population of cube-on-cube grown (001)LSMO nanoislands, with an in-plane rotated-square
morphology displaying edges parallel to the <110>MgO substrate step edges. TEM investi-
gations have demonstrated that LSMO nanoislands on YSZ and MgO are highly relaxed.

Concerning the magnetic properties of the solution-derived LSMO ultra-thin films and
nanoislands, we have shown evidence of Curie temperature values around �350 K, i.e.
close to reported bulk LSMO values, whether fully strained LSMO on STO, partially re-
laxed LSMO on LAO, or LSMO sub-200 nm lateral size nanoislands on YSZ. These are
remarkable results considering the well documented tendency of vapor-deposited LSMO
thin films to show depressed TC values at very low film thicknesses, as well as taking into
account the sub-200 nm lateral size of the nanoislands. Transport measurements in ultra-
thin LSMO/STO and LSMO/LAO systems have shown that above average thicknesses of
�5.5 nm such films exhibit a metal-insulator transition which occurs at TMI values well
below their ferromagnetic-paramagnetic transition (measured at TC�350 K). Increased MR
values have also been measured. An Anderson type of 2D localization in this very thin
films, and the presence of structural or chemical disorder may be at the basis of these find-
ings. To be able to shed more light into the physical mechanisms responsible for these
results a deeper study is, however, in order.

The saturation magnetization in both ultra-thin LSMO films and LSMO nanoislands
on YSZ was seen to be in the order of the reported values. For the LSMO on YSZ nanois-
land system, however, we have found a trend towards lower magnetization with decreas-
ing solution concentrations, i.e. with decreasing nanoisland size. The latter was explained
in terms of a ferromagnetic dead-layer on the surface/interface of the nanoislands, which
effect is enhanced for smaller islands (larger surface to volume ratios). We have also calcu-
lated the role of the different anisotropy contributions on the LSMO/YSZ nanoisland sys-
tem, which features a biaxial in-plane anisotropy with the [110]LSMO in-plane easy axis,
and a magnetocrystalline anisotropy constant value K1(150 K)=-(5�1) kJ/m3, measured
for the first time in LSMO nanoislands. The exception to the good magnetic properties
of these heteroepitaxial systems was found in the LSMO on MgO nanoislands. Their de-
pressed magnetic behavior was discussed in terms of the strain state around dislocation
cores, of the presence of a dead layer, and of the chemical interdiffusion between Mn and
Mg. The latter mechanism is suggested by recent STEM-EELS evidence of Mn in the MgO
substrate, and is currently under study.

The system of self-assembled ferromagnetic sub-200 nm lateral size LSMO nanoislands
grown onto YSZ comprises a novel and challenging system. Moreover, it features many of
the characteristics that are required from building blocks of potential devices, as discussed
in the introduction of this work. These include room temperature ferromagnetism, high
spin polarization, and sub-200 nm lateral size. Unveiling the functional nanoscale prop-
erties of these nanoislands was thus found of utmost interest, and has lead us to investi-
gate them using MFM, PEEM and KPFM . These are all advanced techniques, in the sense
that they are continuously evolving, they implement cutting-edge technologies, and in that
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their characterization potential is at the frontier of knowledge, thus yielding both new dis-
coveries and insight into them. We have given a general overview of these techniques,
as well as emphasized the optimization of the experimental procedure. This has implied
tuning the MFM operation through the choice of the appropriate magnetic tip, optimizing
the necessary metal capping for PEEM experiments, and dealing with the challenge of an
insulating substrate and its implications in KPFM measurements.

The MFM study of self-assembled LSMO nanoislands on YSZ has shown that different
magnetic configurations arise from the interplay between nanoisland lateral size and thick-
ness. This information is not accessible from macroscopic magnetometry measurements. In
particular, we have identified single domain, multidomain, and vortex state configurations,
in agreement with micromagnetic simulations. The vortex state appears in platelet-like
nanoislands, when the competition between exchange energy and magnetostatic energy
results in the in-plane curling of the magnetic moments, with an out-of-plane singularity
at the center, known as the vortex core. The limited resolution of the MFM (around �50
nm) and the small size of the nanoislands prevent from discerning their internal domain
structure. However, the presence of the vortex core is well defined, as we conclude from
the series of analyses done for a large number of nanoislands. We have also investigated
the evolution of the ferromagnetic nanoislands under in-plane magnetic field. The vortex
core appears to move parallel to the applied field, instead of perpendicular, as expected
from a canonical vortex state. Further experiments and simulations are underway to give
insight into these observations, which could be triggered by the specific characteristics of
the nanoislands (their magnetocrystalline anisotropy, the truncated pyramid shape...etc.).

With respect to PEEM, by means of XAS studies we have concluded that LSMO on YSZ
nanoislands exhibit theMn3+=Mn4+ ratio expected from the stoichiometric La0.7Sr0.3MnO3

compound. We have also shown experimental evidence suggesting the presence of Mn2+

on the topmost surface layers, which can be related to the ferromagnetic dead layer re-
sponsible for the overall magnetization decrease measured by SQUID. XMCD experiments
at room temperature and at 110 K have demonstrated that (111)LSMO out-of-plane oriented
triangular nanoislands exhibit a vortex configuration, which we could not address by MFM
because of the tip stray field. Furthermore, these vortices were seen to evolve towards a
single domain state under in-plane external field, and to do so showing the expected vortex
movement (core displacement perpendicular to the applied field).

Finally, KPFM measurements on LSMO nanoislands have opened the path to the lo-
cal electrostatic characterization of nanoscale complex oxides, bringing interesting results
and a number of questions regarding the underlying physical phenomena. In particu-
lar, we have observed that distinct crystallographic LSMO planes, namely (001)LSMO and
(111)LSMO, yield different electrostatic interaction with the conducting microscope probe.
This is manifested in a relative potential variation of around �50 mV between the two
facets, suggesting that (001)LSMO crystallographic planes have a �50 meV larger work
function than (111)LSMO planes. The difference in work function among different crystal
facets of simple metals is a well established issue, known as the work function anisotropy.
This phenomenon, however, is best understood in the context of nearly-free electron metal
systems. Hence, its implications in the complex multicomponent LSMO oxide are not
straightforward and will require joint experimental and theoretical efforts.

In conclusion, this work has described the growth of nanoscale ferromagnetic man-
ganite systems and their comprehensive characterization. On one hand, the scalability and
cost-effectiveness of the solution-based approach, together with the nanometric dimension
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and the magnetic properties of the manganite, meet the demands of the ever progress-
ing nanotechnology field. On the other hand, the insight into the local properties of these
systems opens new perspectives towards the exploration and understanding of nanoscale
phenomena.
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Appendix A

Experimental Techniques

In this section we briefly describe the main characteristics of the techniques that have been
routinely used to characterize the La0.7Sr0.3MnO3 (LSMO) nanoscale systems object of this
work. These include: surface topography characterization by means of Atomic Force Mi-
croscopy (AFM), structural study using X-ray Diffraction (XRD) and Transmission Elec-
tron Microscopy (TEM), and magnetic and electrical characterization using Superconduct-
ing Quantum Interference Device (SQUID), Ferromagnetic Resonance (FMR), and trans-
port measurements. Each of these techniques involves scientific and operating principles,
as well as technical details that could lead to extensive descriptions. The aim of this ap-
pendix, however, is to provide the reader with a general idea of the working principles of
these techniques and with the information of the specific measurements performed with
them and of the instruments used.

A.1 Atomic Force Microscopy

Atomic Force Microscopy, AFM, was created in 1986 [329] as a further development of Bin-
nig and Rohrer’s first scanning probe microscope (SPM), i.e. the Scanning Tunneling Mi-
croscope, in 1982 [330]. As part of the SPM family, AFM measures the interactions between
a sharp probe (the tip) and the studied sample with nanometric or even atomic lateral res-
olution. The nm range distance between the tip and the sample enables sensing very small
forces in the 10�13-10�5 N range [221]. The specific property being measured depends on
the nature of the force sensed by the tip (repulsive, attractive Van der Waals, magnetic,
electrostatic...). This thesis widely treats the operation principle of SPM in its Magnetic
Force Microscopy (MFM, Chapter 4) and Kelvin Probe Force Microscopy (KPFM, Chapter
5) variants, i.e. SPM techniques related to the measurement of magnetic and electrostatic
properties, respectively. In turn, for the topography studies of LSMO ultra-thin films and
3D nanostructures described in Chapter 3 we have used systematically AFM, sensing the
attractive Van der Waals forces between the tip and the sample in the Dynamic mode.

Sharp AFM tips typically have apex radii below the�20 nm, and are fabricated on Si or
Si3N4. Their sharpness and the fact of approaching the tips at distances below the �30 nm
from the sample enables lateral and vertical resolutions of around �0.1-0.2 nm and �1 nm,
respectively [221, 230]. Tips sit at the end of a soft spring called the cantilever, also known
as the force detector. The sensitivity of the cantilever to the interactions is determined by
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its geometry and its mechanical stiffness. The force constant k of the cantilever is therefore
given by k = Ew3t/4l, where E is Young’s modulus, w is the lateral width (with typical
values ∼10-30 µ m), t is the thickness (∼3-5 µ m), and l is the length (∼100-300 µ m). Can-
tilevers are also made of silicon or silicon nitride, by means of standard microfabrication
techniques [331].

The forces between the tip and the sample are detected by measuring the bending
and the torsion suffered by the cantilever due to the specific interactions at play. In the
optical detection mode, a laser beam is focused on the rear side of the cantilever, at the
end of which sits the tip, and its reflection is detected by a Position Sensitive Photo Diode
(PSPD) (see Fig. A.1) The PSPD senses the shifts in position of the laser spot while the
tip is scanning the sample. Upon comparing the signal measured with a user-specified
set-point, an electronic feedback system sends the signal to the piezoelectric tubes under
the sample to retract or expand in order to re-establish the value of the set-point. Such
contractions/expansions are registered and form the topography images, which is hence a
constant-deflection image. The piezoelectric tubes under the sample control not only the z
movement, but also the xy scanning. Typical x − y scan areas range from 0.5 µ m × 0.5 µ m
up to 20 µ m × 20 µ m.

Detector 
Laser Beam 

xyz scanner 

Feedback  
Electronics 

Cantilever 

Sample 

Image 

Probe 

Fig. A.1: Schematic diagram of a AFM set up featuring the optical laser-reflection detection mode.
Adapted from [332].

The AFM can operate in a variety of modes mainly depending on the environmental
conditions and on the goal of the measurement [333]. In the static or contact mode, the
tip is in mechanical contact with the sample surface and the forces are sensed through
the bending and torsion of the cantilever mentioned above. The vertical deflection of the
cantilever provides topography information while lateral deflection or torsion can be used
to measure friction and wear properties of the sample. Electrical conduction measurements
also require that tip and sample are in contact. Typical cantilever force constants for contact
mode operation are very low, in the 0.01-1 N/m range. In the dynamic mode operation,
which includes intermittent and non-contact modes, the cantilever is set to oscillate near
its resonance frequency, at distances typically below the ∼30 nm from the sample surface.
The forces between tip and sample are thus sensed by measuring the changes produced
in the cantilever’s oscillation amplitude, frequency, and phase, when the tip gets close to
the sample [222]. Stiffer cantilevers are used, with force constants typically between 10-80
N/m and resonant frequencies in the 100-500 kHz range. Dynamic operation prevents tips
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from wearing off so quickly and also damaging soft samples. It is used in ambient, liquid,
and vacuum environment, and, besides providing topographical information, it can be
used for the magnetic and electrostatic imaging of the sample with nanometric resolution
(as explained in Chapters 4 and 5 of this thesis). Fig. A.2 shows the dependence of the
tip-sample force with their separation, as well as the typical ranges where Contact and
Non-Contact modes operate. Interleave refers to large distances usually used in lift-mode
operation, where each line is scanned twice, one scan near the surface, the other scan away
from it. At distances between �1 nm to �500 nm the interaction is attractive (<0) and
below 1 nm it becomes repulsive due to the overlap of electronic orbitals upon decreasing
the distance [334].

Fig. A.2: Schematic diagram of the force dependence with sample-tip separation. The range of
distances at which different modes operate are indicated: Contact (C), Intermittent contact (IC), and

Non-Contact (NC). Reproduced from [334].

Surface topography characterization of the nanoscale LSMO heteroepitaxys was per-
formed in air, at room temperature, and, typically, in the intermittent contact mode. Three
AFM equipments, located at ICMAB, were used for such purpose: an Agilent 5100, an Agi-
lent 5500 LS (both from Molecular Imaging), and a Cervantes AFM (from Nanotec). Prior to
imaging, samples were systematically cleaned with acetone and methanol in an ultrasonic
bath. We used Si tips from Nanosensors, mounted onto rectangular Si cantilevers with force
constants k around 40 N/m, and resonance frequencies in the 300-400 kHz range. The
suppliers give tip radius values below �10 nm [335]. Image processing was done using
MountainsMap 5.1 (Digital Surf) and WSXM 5.0 [336] (Nanotec Electrónica) commercial
softwares.

A.2 X-Ray Diffraction

X-ray diffraction (XRD) is based on the scattering of incident X-ray waves by the electronic
density surrounding each atom in a crystal. X-rays are electromagnetic waves with wave-
length � in the 0.1-100 Å range. The atomic periodicity within crystals is also in the Å
range. Diffraction phenomena occur when the spacing between the object (the crystal in
this case) is in the order of the wavelength of the incident radiation, and, consequently,
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X-ray diffraction is a powerful tool to characterize crystals. The scattered X-rays will de-
stroy themselves except for the case in which the difference between the incident and the
scattered wave vectors is a vector belonging to the reciprocal lattice. Or, more simply, ac-
cording to Bragg’s law, if the scattered rays are in-phase so that their difference in path is
equal to an integer number n of wavelengths [see Fig. A.3 (a)]

n� = 2dhkl sin � (A.1)

where � is the wavelength of the incident X-ray, n is the reflection order (an integer num-
ber), � is the angle of incidence between the X-ray and the sample plane, and dhkl is the in-
terplanar spacing between the (hkl) family of planes. When Bragg’s law is fulfilled we have
a constructive interference, i.e. the so-called diffraction peak or the Bragg reflection. The
diffraction pattern is then composed by such Bragg reflections and their intensity and spa-
tial distributions conform the fingerprint of the specific sample. XRD is thus routinely used
for determining crystal structures, phase identification, crystalline quality, cell parameters,
or the study of crystal texture and orientation of epitaxial thin films and nanostructures,
among others.

X-ray tube
Detector(a) (b)

Sample

Fig. A.3: (a) Sketch of the constructive interference (Bragg’s law) between two incident X-rays on
a crystal surface. (b) Geometry of the � � 2� configuration.

The rotation of the sample with respect to the incident angle and to the detector pro-
duces different XRD configurations from where different information can be obtained. In a
� � 2� scan [Bragg-Brentano geometry, Fig. A.3 (b)], the sample moves by the angle � and
the detector simultaneously moves by the angle 2� while the X-ray tube remains station-
ary. Only the atomic planes parallel to the surface plane will diffract in this configuration,
i.e. we obtain information of the out-of-plane orientation of the crystal. Polycrystalline
samples consist of randomly oriented crystallites in all possible orientations so for every
crystal plane that fulfills the Bragg condition at a certain � value there will be a diffraction
peak. Conversely, in single crystals, the family of planes parallel to the sample surface is
the only one giving a reflection peak. Information on the out-of-plane texture of crystallites
can be obtained by ! scans, also known as rocking curves. A ! scan is a � scan at a fixed 2�
angle and provides information on the mosaic spread of the specific reflection being ana-
lyzed: the width of the peak obtained is proportional to the misorientation of the coherent
domain being measured.

The ��2� and ! scans performed in this thesis were done using either a Siemens D5000
or a Rigaku Rotaflex RU-200BV diffractometer located at ICMAB, using Cu Kα radiation
[�(KCu

α1 ) = 1:5406 Å and �(KCu
α2 ) = 1:5444 Å]. Data acquisition was typically performed
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with a 0.02� step size. The lattice parameters of the (001)-single crystal substrates used in
this thesis (see Chapter 2) were obtained by the combination of � � 2� and ! scans at two
different (00l) reflections (which enables getting rid of the instrumental uncertainty �0). We
used �� 2� scans to identify the (001)LSMO-oriented LSMO nanoislands on YSZ and MgO,
and rocking curve measurements that gave information on the out-of-plane misorientation
of the nanoisland ensemble. On the other hand, the proximity to the substrate 2� values
prevented from resolving the LSMO reflection of ultra-thin LSMO films (concentrations
�0.03 M, thickness �4 nm) grown onto STO and LAO.

The other XRD measurement routinely performed in the characterization of the LSMO
nanoislands were pole �gure measurements (also called phi-scans). In a Pole Figure we
select a particular hkl reflection which is put in Bragg condition. In order to do so, if the
(hkl) planes are not parallel to the substrate, the sample has to be tilted a certain angle γ
and rotated an angle θ. The rotation angles are displayed in Fig. A.4 (a). For instance, for
epitaxial LSMO nanoislands growing (001)LSMO-oriented with respect to a (001)-oriented
single crystal substrate, to detect the (011)LSMO reflection the sample must be tilted 45�

and rotated some degrees in θ in order to catch one of the 90� separated four poles (the
multiplicity of the (001) out-of-plane orientation is m=4). Hence, the 360� rotation of the
sample around the (001) sample plane results in the (011)LSMO pole figure of Fig. A.4 (b).
Moreover, by comparing the relative orientation in θ of the poles of the substrate and of the
islands (or film) on top we can deduce the in-plane orientation of the epitaxy. In summary,
the γ value indicates the out-of-plane orientation of the crystal, i.e. (001)LSMOjj(001)YSZ

while the position of the poles in θ points out that, in-plane, LSMO grows 45� rotated with
respect to the YSZ substrate, i.e. [110]YSZjj[010]YSZ.

(001)YSZ,LSMO

[010]

=45º =45º

(a) (b) (c)

sample

[100]YSZ

[010]YSZ

[100]LSMO

[010]LSMO

(011) LSMO




(022) YSZ




Fig. A.4: (a) Sketch of the goniometer showing the different rotation angles. X, Y, and Z are the sam-
ple reference system. Reproduced from [337]. (b) Pole figure measurement of a LSMO nanoisland
ensemble on YSZ showing the (001)LSMO[110]jj(001)YSZ[010] epitaxial orientation. (c) Sketch of

the LSMO orientation relative to YSZ.

We performed pole figure measurements using a 2D X-Ray Diffraction (XRD2) system
located at ICMAB, the GADDS D8 Advance System (Bruker), where GADDS stands for
General Area Detector System. The sketched diagram of the GADDS mains components is
shown in Fig. A.5 (a). In addition to the goniometer sketched in Fig. A.4, the most salient
feature in the GADDS system is the 2D detector, which permits simultaneously measuring
large 2� (�30�) and γ (�70�) ranges. In consequence, in a single fast measurement we
obtain not only the information relative to the 2� and γ values in which we center the
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sample, but also detect reflections at different 2� and γ values that give information on the
out-of-plane texture of the sample [337].

(110) LSMO
=45º 2=32.7º

(a) (b)

(111) YSZ



2i=15º2f=50º

Fig. A.5: (a) Main components of a XRD2 GADDS system. Reproduced from [337]. (b) 2�-γ frame
obtained from a GADDS measurement on a LSMO thin film (thickness �25 nm) on a (001)-YSZ

substrate.

An example of a 2D XRD diffraction pattern obtained with the GADDS is displayed
in Fig. A.5 (b). The sample was a thin LSMO film (thickness �25 nm) grown onto a (001)-
YSZ substrate. The horizontal direction covers the 2� values and the vertical direction
represents γ values. The 2�-γ frame shown in Fig. A.5 (b) was obtained by centering the
sample at the (011)LSMO reflection (falling at 2�=32.7�) and tilting it at a γ=45�. The bright
reflection falling precisely at such γ and 2� values indicates that the LSMO film grows with
the (001)LSMO out-of-plane orientation. To have the complete phi-scan we must rotate the
sample about its normal axis (while tilted at 45�) and collect each of the frames. Integration
in γ for the whole set of frames then produces a pole figure such as the one in Fig. A.4
(b). The low intensities coming from our LSMO nanoislands required long exposition times
(each frame would take 120 s). In order to better resolve the out-of-plane misorientations in
some of the nanoislands we also played with the θ step sizes, reducing it from the standard
∆θ=2� to ∆=θ1� and even ∆θ=0.5�.

A.3 Transmission Electron Microscopy and Scanning Trans-
mission Electron Microscopy

The following lines are based on a complete description of Transmission Electron Mi-
croscopy (TEM) given in the thesis by P. Abellán [160]. The reader is directed to this piece
of work and to the references therein for further details on the technique.

Transmission Electron Microscopy (TEM) and Scanning Transmission Electron Mi-
croscopy (STEM) are powerful tools for characterizing the internal structure of materials
with sub-nanometer resolution [338]. In TEM a parallel beam of accelerated electrons (ac-
celeration voltages�100-300 kV) is directed towards a thin specimen, giving rise to scatter-
ing events and diffracted beams. The electrons traversing the specimen contain the infor-
mation of the sample’s atomic structure (known as the projected crystal potential, f(x; y)),
and pass through an objective lens and a series of other lenses that focus and enlarge the
information to finally build a magnified image of our sample. We can visualize the TEM
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as a visible light microscope where the electron beam plays the role of light, and instead of
glass lenses we have electromagnetic lenses which act upon the trajectories of the electrons.
Fig. A.6 (a) shows a sketch of an ideal electron microscope. The analogy with the optical
microscope is highlighted by illustrating the objective lens as a fictitious glass lens. The
small wavelength of highly accelerated electrons permits very high lateral resolutions in
the order of �1.5 Å-2.5 Å. Aberration-corrected microscopes can nowadays achieve reso-
lution values of �0.5 Å. STEM is based on the same principles as TEM, with the difference
that the specimen is hit by a convergent electron beam which scans the sample (instead of
a parallel static beam). This is achieved by placing the objective lens before the specimen,
as sketched in Fig. A.6 (b).

(a) (b)

Fig. A.6: (a) Main components of an ideal TEM microscope, showing the mathematical evolution
of the projected crystal potential f(x,y). (b) Sketch of image formation within a STEM microscope.

Illustrations reproduced from [160].

In addition to imaging the sample, TEM provides for structural and chemical informa-
tion by means of Electron Diffraction (ED) and spectroscopic techniques such as Electron
Energy Loss spectroscopy (EELS). Whether the ED pattern or the image of the sample is the
information projected and thus visualized, is selected by adjusting the strength of one of the
electromagnetic lenses (the intermediate lens). In both ED and imaging modes the infor-
mation comes from coherently scattered elastic electrons, i.e. electrons that after interacting
with the specimen keep a certain phase relationship and do not loose energy. Conversely,
for High Annular Dark Field (HAADF) STEM imaging high angle inelastically scattered
electrons are used. These are generally incoherent electrons, and it can be demonstrated
that their intensity is proportional to Z2, where Z is the atomic number [339]. During
STEM operation the direct (non-scattered) beam can also be selected. In that case STEM
imaging is similar to TEM Bright Field imaging. The Z2 dependency in HAADF-STEM
mode implies that heavy atoms will be seen brighter than light atoms. A consequence of
this dependence is that in HAADF-STEM the interpretation of the contrast is straightfor-
ward. This is an advantage with respect to High Resolution TEM (HRTEM) imaging, which
despite yielding atomic resolution images, their interpretation is not direct: in HRTEM the
contrast arises from differences in the phase of the beams scattered through the specimen,
i.e. HRTEM images are interference images which strongly depend on the sample thickness
and the microscope defocus. HRTEM image interpretation thus often requires a posteriori
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simulations to unambiguously determine the origin of the observed contrasts.

TEM and STEM imaging is limited in practice by lens aberrations (astigmatism, chro-
matic and spherical aberrations) and, very importantly, by the quality of the sample, which
mainly refers to its thickness. Specimens must be ‘electron-transparent’, which requires
thicknesses below the 200 nm. For high resolution imaging the optimal thickness goes
down to a few tens of nm. The samples imaged by TEM and STEM in this thesis were
all cross-section samples prepared by the tripod mechanical preparation technique. The
sample is cut into different slices, two slices are glued face to face, and the tripod polishing
is applied to one of the two faces parallel to the substrate/film interface, until a thickness
of �20 µm is achieved. Further thinning down to electron transparency is obtained by
Ar+ ion bombardment on a Precision Ion Polishing System (PIPS), with low voltages in
the 2-5 kV range (to minimize ion milling damage of the sample). The single crystal ox-
ide substrates used in this thesis are very brittle and difficult to prepare. This process was
principally carried out by Dr. P. Abellán in the context of her thesis, and also by F. Belarre
and Dr. J. Gázquez.

A number of microscopes were used for the TEM and STEM images present in this
thesis. LSMO thin films on STO and LAO substrates were imaged using two different aber-
ration corrected STEMs: A VG Microscopes HB501UX and a Nion UltraSTEM at Oak Ridge
National Laboratory (USA). Both of them were operated at 100 kV, equipped with NION
aberration correctors (3rd order for the VG501and 5th order for the NION UltraSTEM).
Low magnification and ED patterns for LSMO nanoislands on YSZ were acquired with a
Jeol JEM-2011 (200 kV) microscope at UAB (Barcelona) and a Philips CM30 (300 kV) mi-
croscope at Serveis Cientifico Tècnics of the UB (Barcelona). High resolution TEM images
of LSMO nanoislands on YSZ were obtained using a Jeol 2010 FEG (200 kV) at Serveis Ci-
entifico Tècnics of the UB (Barcelona). An aberration (CS) corrected F20-SACTEM Tecnai
microscope at CEMES (Toulouse) was used for high resolution imaging of MgO on LSMO
nanoislands. Image acquisition and interpretation was carried out by Dr. P. Abellán, Dr. J.
Gázquez, and Dr. M. Roldán.

A.4 Superconducting quantum interference device

Field and temperature dependent magnetization curves of LSMO ultra-thin films and self-
assembled nanoislands were measured at ICMAB (B. Bozzo, Dr. C. Montón and J. Zabaleta)
using a commercial SQUID DC-magnetometer (Quantum Design) equipped with a 7 T
superconducting and a helium cryostat allowing temperature control between 1.8 K and
400 K. The isothermal magnetization curves showed a strong negative slope due to the
diamagnetic contribution of the single crystal substrates. Data treatment involved getting
rid of that contribution by linear fitting of the diamagnetic signal.

A SQUID consists of a superconducting loop with one or two non superconducting
links inserted (the so-called Josephson junction). These devices give rise to an output volt-
age signal, which is a periodic function of the flux threading the superconducting loop.
This geometry is known as DC-SQUID (constant bias current). The magnetometer includes
a SQUID detection system and a precision temperature control unit in the bore of a high-
field superconducting coil. The sample locates inside a set of pick-up coils, which in turn
are placed inside the superconducting coil which provides a uniform dc-magnetic field at
the sample location. The magnetized sample is then displaced inside the set of pick-up
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coils inducing a current proportional to the variation of the magnetic flux. The signal is
detected and amplified by means of the SQUID sensor (the superconducting loop with the
weak link) in form of voltage. The magnetic moment of the sample is thus proportional to
the voltage variations that the SQUID detects, which can resolve magnetic moments in the
order of 10�6 emu. All the system is placed inside a helium cryostat which refrigerates the
superconducting coil and allows precise temperature control.

A.5 Transport measurements

The electric transport measurements in the ultra-thin LSMO films on LAO and STO were
performed by Dr. A. Palau using a Physical Properties Measurement System (PPMS) from
Quantum Design located at the ICMAB. The system has a 9 T superconducting magnet
and a helium cryostat which allows a precise temperature control between 1.8 K and 400 K.
During the magnetotransport measurements, the magnetic field was applied out-of-plane
of the LSMO film. Silver metal contacts where evaporated on the films and post-annealed,
ensuring resistance values below 10 µΩ. The resistivity of the LSMO films was measured in
a four-point configuration with an applied current of 5 nA. Vacuum grease was used when
mounting the sample to ensure good thermal coupling during the measurement.
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