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1

Introduction

This thesis presents a search for new phenomena in proton-proton collisions at
√
s =

7 TeV and 8 TeV recorded with the ATLAS experiment at the LHC collider. The

final state under investigation is defined by the presence of one energetic jet and large

missing transverse momentum. Events with such a final state constitute a clean and

distinctive signature at colliders, and are studied to test various scenarios for physics

beyond the Standard Model (SM), such as Large Extra Dimensions, Supersymmetry,

and the production of Weakly Interacting Massive Particles, among others. In order

to achieve the highest sensitivity to new physics signals, data-driven techniques are

employed to estimate the background contributions.

This thesis is organized as follows. Chapter 2 gives an introduction to the SM

theory, the QCD phenomenology at hadron colliders, and to several scenarios for physics

beyond the SM. The LHC collider and the ATLAS experiment are described in Chapter

3. Chapter 4 details the search for new physics in mono-jet events based on 4.7 fb−1 of

7 TeV collisions collected in 2011. Chapter 5 describes the results based on 10.5 fb−1

of 8 TeV collisions recorded in 2012. Finally, chapter 6 is devoted to conclusions.

The document is complemented with several appendices. Performance studies on

the Tile hadronic calorimeter, and the luminosity measurement with its data, are de-

scribed in appendices A and B, respectively. Previous results on mono-jets based on

33 pb−1 and 1 fb−1 of 7 TeV collisions are presented in appendices C and D. Ap-

pendix E includes additional information on the analysis at 7 TeV. Finally, the main

results on a mono-photon search are collected in appendix F, and are regarded as a

complementary study to the mono-jet analysis.
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2

Theory and phenomenology

This chapter describes the theoretical and phenomenological aspects relevant for this

thesis. In section 2.1, a brief introduction to the SM theory and to Quantum Cromo-

Dynamics (QCD) is given. Sections 2.2 and 2.3 deal with QCD phenomenology and

Monte Carlo (MC) simulation at hadron colliders. The final part of the chapter is

devoted to the physics beyond the SM. Three scenarios for new physics are presented,

and their theoretical motivation and their final state signatures at hadron colliders are

described.

2.1 Introduction to the Standard Model

The Standard Model (SM) of particle physics [1, 2, 3] is a renormalizable quantum field

theory that describes the properties of all known fundamental particles (listed in table

2.1) and their interactions through the electromagnetic, weak and strong forces.

The SM lagrangian is invariant under the gauge transformations of the symmetry

group SU(3)C×SU(2)L×U(1)Y . This invariance results in the existence of elementary

interactions mediated by the following vector bosons: the photon (for the electromag-

netic interaction), the Z0 and the W± (for the weak interaction), and eight types of the

gluons (for the strong interaction). The SM classifies the twelve elementary fermions

into two categories, the leptons and the quarks, each of them divided into three gener-

ations. Both quarks and leptons interact weakly, while only quarks interact strongly.

Each particle has an antiparticle which differs by the sign of the quantum numbers.

5



2. THEORY AND PHENOMENOLOGY

List of known fundamental particles

Family name charge [e] spin [!] mass [MeV]

Quarks

up (u) +2/3 1/2 2.3+0.7
−0.5

down (d) -1/3 1/2 4.8+0.7
−0.3

strange (s) +2/3 1/2 95±5

charm (c) -1/3 1/2 1275±25

bottom (b) +2/3 1/2 4180±30

top (t) -1/3 1/2 (173.5±1.0) × 103

Leptons

electron (e) -1 1/2 0.510998928±0.000000011

electron neutrino (νe) 0 1/2 < 2 × 10−6

muon (µ) -1 1/2 105.6583715±0.0000035

muon neutrino (νµ) 0 1/2 < 0.19

tau (τ) -1 1/2 1776.82±0.16

tau neutrino (ντ ) 0 1/2 < 18.2

Gauge bosons

photon (γ) 0 1 0

Z 0 1 (91.1876±0.0021) × 103

W± ±1 1 (80.385±0.015) × 103

gluon (g) 0 1 0

Higgs boson (H) 0 0 (125.5+0.5
−0.6) × 103

Table 2.1: List of known fundamental particles with corresponding electrical charge, spin,

and mass. The lepton, quarks and gauge bosons masses are taken from the fitted average

given by the Particle Data Group[4]. In the last row the new particle discovered by ATLAS

[5] and CMS [6] is assumed to be the SM Higgs boson, with the mass measured by ATLAS

[7].
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2.1 Introduction to the Standard Model

In the SM, the only elementary particle with spin zero is the Higgs boson. The

interaction of the Higgs field with quarks, charged leptons, and with the Z and W

bosons, results in lagrangian mass terms for all massive particles. The ATLAS and

CMS experiments at CERN discovered a new particle; first measurements of its prop-

erties (spin, mass, parity and charge conjugation, production cross section, and decay

branching fractions1) favor the interpretation in terms of the SM Higgs boson.

Quantum Chromodynamics (QCD) [8] is the renormalizable gauge field theory that

describes the strong interactions between quarks. The QCD lagrangian reads:

LQCD =
∑

flavor

q̄(iγµDµ −mq)q −
1

4
Fαβ
A FA

αβ , (2.1)

where mq are the masses of the six types of quarks, and q are the quark fields. The

covariant derivative Dµ is defined as:

Dµ = ∂µ + igsG
α
µt

α (2.2)

The field tensor FA
αβ is derived from the gluon field GA

α :

FA
αβ = ∂αG

A
β − ∂βG

A
α − gfABCGB

αG
C
β , (2.3)

where fABC are the structure constants of the SU(3) group, and A, B, and C are

indices of the eight degrees of freedom of the gluon field. The third term of the tensor

is responsible for the characteristic non-abelian nature of the QCD, and it describes the

gluon self-interaction. This leads to a particular phenomenology driven by the strength

of the strong coupling, αs = g/4π, that is large at low energies (large distances), and

small at high energies (short distances), as it is shown in figure 2.1.

As a consequence, when two quarks separate the field energy increase, and this

leads to the quark confinement in hadrons. If two quarks separate far enough, the

field energy increases so much that new quarks are created from the vacuum forming

colorless hadrons. For this reason quarks cannot be observed as free particles. At small

distances, instead, the strength of the QCD coupling is so low, that quarks and gluons

can be described essentially as free particles, with αs << 1. This phenomenon is named

asymptotic freedom, and allows to use the perturbative approach in this regime.

1Assuming no branching fraction for Higgs decays to exotic particles.

7



2. THEORY AND PHENOMENOLOGY

Figure 2.1: Running of the strong coupling αs with the energy scale Q, proven from

different measurements. The plot is taken from reference [9].
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2.2 QCD phenomenology at hadron colliders

2.2 QCD phenomenology at hadron colliders

The QCD theory and its phenomenological implications have a crucial role in hadron

collider physics, since it involves both the initial and final states in the collisions. In

this section, few relevant aspects of the QCD phenomenology are introduced.

2.2.1 The proton structure and the parton density functions

The proton is described as a bound state of three quarks, called “valence quarks”, each

carrying a fraction of the proton momentum x. Being fi(x)dx the probability of finding

a parton of type i carrying a fraction of the proton’s momentum between x and x+dx,

the following equation has to be satisfied:

∫ 1

0
x
∑

i

fi(x)dx = 1 , (2.4)

where the functions fi(x) are called Parton Density Functions (PDFs). The functional

form of the PDFs cannot be predicted in QCD, and is measured in hadron-hadron, and

deep inelastic e, µ, and ν scattering. Experimentally it is found that the quarks carry

about half of the proton momentum, while the rest is carried by virtual gluons, that

are exchanged between the quarks. Gluons, on their side, produce virtual qq̄ pairs that

are called “sea quarks”. PDFs are parametrized with specific functional forms with a

set of free parameters that are tuned to the data.

The PDF evolution with Q2 can be predicted by perturbative QCD (pQCD) using

the DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-Parisi) equation, which at LO reads:

dfi(x,Q2)

dQ2
=

∑

j

αs(Q2)

2π

∫ 1

x

dz

z
Pj→i(z)fj(x/z,Q

2) . (2.5)

Pj→i(z) are called splitting functions and represent the probability that a parton j

radiates a parton i , carrying a fraction z of its longitudinal momentum.

Figure 2.2 shows the PDFs of the valence quarks of the proton, the gluon, and

the sea quarks for two values of the transferred momentum Q2, at which the proton is

probed. As can be seen in the figure, the valence quarks dominate at large x, while the

gluon dominates at low x.

9



2. THEORY AND PHENOMENOLOGY

Figure 2.2: Proton PDF functions at transfer momentum Q2=10 GeV, on the left-hand

side, and Q2=10000 GeV, on the right-end side. In the figure µ2 ≡ Q2.

10

2/figures/pdfs.eps


2.3 Monte Carlo simulation

2.2.2 Factorization theorem

The QCD factorization theorem is a crucial concept of QCD. It states that cross sec-

tions of inclusive processes can be separated into a hard partonic cross section (short-

distance) component and a long-distance component:

σ(P1, P2) =
∑

i,j

∫

dx1dx2fi(x1, µ
2
F )fj(x2, µ

2
F )× σij(x1, x2,αs(µ2

F , µ
2
R), Q

2/µ2
F ) ,

(2.6)

where P1, P2 are the momenta of the interacting hadrons, the sum runs over all

parton types, and σij is the partonic cross section of the incoming partons with hadron

momenta fraction x1, x2. µ2
R is the scale at which the renormalization is performed,

and µ2
F is called the “factorization scale”, and is a parameter that separates the hard

from the soft component. Both scales are typically chosen to be of the order of Q2.

The strong coupling and the PDFs are universal, and they can be measured in a wide

variety of processes, in different experiments, and for different Q2. Only σij is process

dependent and can be expanded in powers of αs in pQCD.

2.3 Monte Carlo simulation

MC simulation is an essential tool to mimic the complexity of hadron-hadron colli-

sions. Even if the processes under study involve electromagnetic or weak interactions,

the most challenging aspects of the MC simulation at hadron colliders are related to

the description of the QCD phenomenology. MC generators provide cross section cal-

culations in pQCD at a fixed order in αs. Those are available at Leading Order (LO),

and for some processes also at Next-to-LO (NLO). Some generators instead describe

“multi-leg” processes (with multiple final state partons) with LO matrix elements for

each parton multiplicity (see below). In order to take into account higher order cor-

rections, MC simulations use the pQCD predictions at a given order supplemented by

parton shower. In addition, the MC simulation include non-perturbative effects such

as hadronization (formation of hadrons from partons) and underlying event (soft in-

teraction between the remnant partons of the colliding hadrons). Figure 2.3 shows a

sketch of a proton-proton collision as it is described in MC simulations.

11



2. THEORY AND PHENOMENOLOGY

Figure 2.3: Sketch MC description of a hadron-hadron collision. HP=hard process,

UE=underlying event, and H=factorization scale. The figure is taken from reference [10].

The rest of this section introduces some key aspects of the MC simulation, and it

presents the main features of the MC generators that are used in the various physics

analyses in this manuscript.

2.3.1 Parton shower

Parton shower is the successive emission of quarks and gluons from the partons in the

final (or initial) state. The emission is described by the DGLAP splitting functions

calculated at LO, and in the limit of small angle emission. Sudakov form factors are

used to describe the probability that a parton evolves from an initial scale t0 to a final

scale t without radiating or splitting. A parton emitted in the final state is highly

virtual, and “loses” virtuality at each radiation or branching. Subsequent branching

takes place respecting the color connections (see figure 2.4). The procedure continues

until the virtual mass of the parton reaches a cutoff scaleΛ QCD. On the initial-state

radiation the algorithm is applied backwards in time. The initial parton decreases its

virtuality and increases the carried fraction of momentum until it matches the PDFs x

fraction. The outcome of successive branching is that the parton emitted in the hard

scattering gives place to several partons that are typically collimated in a cone around

the direction of the original parton.

12
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2.3 Monte Carlo simulation

Figure 2.4: Sketch of parton shower evolution.

2.3.2 Hadronization

After parton shower, colored partons recombine into final state color-neutral hadrons

in a process called hadronization. The parton-hadron duality hypothesis assumes that

the hadronization does not involve high momentum transfer, since partons combine

with other partons close in phase space. This hypothesis is based on the observation

that perturbation theory works properly down to a low scale Q ∼ 1 GeV. Therefore,

hadronization does not change the original parton kinematics and flavor information,

and the fundamental energy flow of the event is maintained. After parton shower and

hadronization, jets can be defined from the final hadrons aiming to reproduce the kine-

matics of the original hard parton. Jets defined with particles after the hadronization

are called “particle level” jets.

Parton-hadron duality is an observed property of QCD but it provides no details

on how the hadronization takes place. Several phenomenological models are proposed,

among which the string model and the cluster model are the most used (see figure 2.5).

The string model uses string dynamics to describe the color flux between quarks. It

assumes that the string between two quarks produces a linear confinement potential.

If the quarks separate from each other, when the string energy exceeds the mass of a

quark pair, the quark pair is created and the string is broken into two “shorter” strings

of color-singlet states. The cluster model is based on the color pre-confinement of the

13
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2. THEORY AND PHENOMENOLOGY

Figure 2.5: Parton shower with hadronization from the string (left) or cluster (right)

models.

branching processes. Gluons that remain after parton shower are split into quark-

antiquark pairs. Neighboring quarks and antiquarks (not from the same gluon) are

grouped in color-singlet clusters which typically decay into two hadrons. During the

last decades, different measurements at colliders have been used to tune these models

to properly describe the hadron multiplicity in the final state.

2.3.3 Underlying event

In hadron-hadron colliders the partons that do not take part in the hard interaction

can interact among them and contribute to the final state. Their interaction happens

at low transfered momentum and involves flavor and color connections to the hard

scattering, therefore it cannot be described perturbatively. Since the dominant QCD

cross sections decrease rapidly with the transverse momentum of the hard scattering

p̂T, the underlying event is modeled as minimum bias events with low p̂T > p̂Tmin. The

parameter p̂Tmin has to be tuned from experimental data, using sensitive observables

such as jet shapes or event energy flow.

2.3.4 Monte Carlo generators

The main features of the MC generators used in the next chapters are described in

the following. Emphasis is given to the aspects that are more relevant for the analyses

14
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2.3 Monte Carlo simulation

treated in this thesis.

General purpose Monte Carlo generators: PYTHIA and HERWIG

PYTHIA and HERWIG are general purpose MC event generators, that use matrix

elements at LO, and that include the simulation of both hard and soft interaction.

These generators are specialized in the detailed description of parton showers in 2-to-1

and 2-to-2 processes. For the hadronization, HERWIG uses the cluster model, while

the string model is used in PYTHIA. For the underlying event, HERWIG is typically

interfaced with JIMMY MC [11]. Both PYTHIA and JIMMY simulate the underlying

event as a scattering between proton remnants using 2-to-2 matrix elements at LO.

ALPGEN Monte Carlo

ALPGEN is a MC event generator specialized on multi-parton hard processes at hadron-

hadron collisions. In this thesis, ALPGEN is used to simulated Z+jets and W+jets

events, but it can be used to generate other processes, such as tt̄+jets production. In

ALPGEN, events are generated with different multiplicities of outgoing partons, and

cross sections are calculated at LO, for each parton multiplicity, using the ALPHA

algorithm [12]. For the parton shower and hadronization, ALPGEN is interfaced with

another MC program (such as PYTHIA or HERWIG) because ALPGEN only provides

generation of events at parton-level.

The addition of parton shower introduces a double-counting of events. This is be-

cause the effect of parton shower on a sample with n-partons can produce additional

jets that are already taken into account in the n+1-partons sample. For this reason,

ALPGEN uses the MLM matching technique, to separate the phase space simulated

with matrix elements and that simulated with parton shower. This technique consists

of three steps. At first the events are generated in samples of different parton multi-

plicities n=1, 2, 3...k. Second, the parton shower development and the hadronization

are employed separately for each sample. In the third step, a jet algorithm (typically

cone-algorithm with radius Rjet) is run over the final state particles, and the resulting

jets are matched with the partons from the matrix element calculation. The match-

ing is based on the distance in η-φ-space, between the parton and the jet, typically

∆R =
√

∆η2 +∆φ2 < Rjet. An important parameter of this procedure is the min-

imum pT at which jets are defined, that is aften called “jet matching scale”. If all

15



2. THEORY AND PHENOMENOLOGY

partons are matched and if there is no additional jet (Njet=n) the event is accepted,

otherwise is rejected. For the sample with the highest parton multiplicity the number

of jets can exceed the number of partons (Njet ≥ k), to take into account the radiation

of additional partons that is not simulated with matrix elements in other event samples.

Finally, the samples with different parton multiplicities are normalized to their

corresponding LO cross section, and are combined forming an inclusive sample. Sub-

sequently, this inclusive sample is typically normalized to an inclusive cross section

calculated at higher order in pQCD. At present, the inclusive production of Z and W

bosons at hadron colliders is known at NNLO level using programs, such as MCFM

[13] or FEWZ [14].

MC@NLO Monte Carlo

MC@NLO produces hard scattering processes at NLO. Its generated events are typically

used as input to HERWIG for the parton shower and hadronization, and to JIMMY for

the underlying event. The use of 1-loop corrections leads to the generation of positive

and negative weights for each event. Including full NLO corrections to the matrix

elements reduced theoretical uncertainties on the cross section of inclusive processes.

At the same time, the disadvantage of this approach is that the higher multiplicity

parton emission relies on parton shower, that has a poorer description of well-separated

hard radiation.

SHERPA Monte Carlo

SHERPA is a multi-purpose event generator, that is interfaced with PYTHIA for the

parton shower, and uses a multiple parton scattering model for underlying event sim-

ulation. The emission of multiple hard partons is handled with tree-level LO matrix

elements, as it is done in ALPGEN. In order to separate the matrix element and parton

shower domains, SHERPA uses the CKKW procedure [15]. This technique uses the kT

algorithm to generate a parton branching history. The matrix element is re-weighted

using the value of αs in every vertex of the branching, and the Sudakov factor in every

line between vertices. Subsequently, hard emission that give place to a separate jet are

vetoed.

SHERPA’s modular design aims for a simple implementation of several processes

and new MC techniques. For example, it is possible to introduce NLO corrections in
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the CKKW matching scheme using a NLO MC generator. This is done using the MEN-

LOPS procedure [16], that corrects the inclusive cross section to NLO using POWHEG

[16] MC generator, and simulate hardest emissions with tree-level matrix elements at

LO.

2.4 Models for physics beyond the Standard Model

The SM is the most successful theory to describe leptons, quarks and their interactions

through the strong and electroweak interactions. The predictions of this theory have

been tested at high energy physics experiments for the last decades. Despite its success

within its domain, the SM is not believed to be the fundamental theory to describe

nature for a number of limitations.

One of the most discussed issues of the SM is called “hierarchy problem”, and is

related to the presence in the theory of the Higgs scalar field. In the SM, there is no

mechanism to prevent scalar particles from acquiring large masses through radiative

corrections. Therefore, the Higgs mass mH receives enormous quantum corrections

from every particle which couples to the Higgs field. Being m0
H the bare mass of the

Higgs boson and∆ mH the radiative corrections to the Higgs mass

mH = (m0
H)2 + ∆m2

H . (2.7)

The corrections∆ m2
H can be written as

∆m2
H = −

λ2f
16π2

(

2Λ2 + O

[

m2
f ln

(

Λ

mf

)])

, (2.8)

where λf and mf are the Yukawa couplings and the masses of the fermions, andΛ is

an energy cutoff which is interpreted as the energy scale up to which SM is valid. For

a given scale Λ, one can always choose a value of m0
H such that the observable mass

mH will be in agreement with measurements. However, if the SM needs to describe

nature until the Planck scale, the quantum correction∆ m2
H would be 30 orders of

magnitude larger than m2
H . Without an automatic cancellation of these corrections,

this phenomenon would need a large “fine tuning” that is considered highly unnatural.

An important problem of the SM is that it does not include a description of the

gravitational force, for which a quantization of general relativity is needed. Therefore,
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the SM cannot be a satisfactory “theory of everything”1. It is expected that a new

theory will be required at the energy scale where quantum gravitational effects become

important. This scale is called Planck scale Mpl=1.22·1019 GeV.

Another important drawback of the SM is related to the nature of the “Dark Matter”

(DM), whose existence can be inferred by several cosmological observations, such as

measure of the Cosmic Microwave Background and the rotational speed of the galaxies,

among others. A more detailed discussion on DM is given in section 2.4.2.

These and other fundamental problems motivate the idea that the SM is only an

effective model of a more general theory. In the following sections, three scenarios for

physics beyond the SM will be reviewed. These models are of particular interests in

this thesis, because they predict new observable phenomena in the energy reach of the

LHC and that would appear with a mono-jet signature.

2.4.1 Graviton production in the ADD scenario

Several extensions of the SM include the idea of extra-dimensions. In the model pro-

posed by Arkani-Hamed, Dimopoulos, and Dvali [17] (ADD), new compact spatial

extra-dimensions are added to the four dimensional time-space. This model assumes

also that gravity can propagate in the higher-dimensional space, while SM particles

are confined to the usual four dimensions. These assumptions result in an apparent

weakness of gravity at large distances, while at small distances it can be as strong as

the other interactions.

In the following, we will assume n compact extra-dimensions with the same radius

R. The gravitation potential of two masses m1 and m2, placed at distance r << R is

V (r) ∼
m1m2

Mn+2
D

1

rn+1
(for r << R) , (2.9)

where Mn+2
D is the real scale of gravity in the 4+n dimensions. If the masses are placed

at distances r >> R, their gravitational flux lines cannot continue to penetrate in the

extra-dimensions, and the usual 1/r potential is obtained,

V (r) ∼
m1m2

Mn+2
D

1

Rnr
(for r >> R) . (2.10)

1This is usually the name of the hypothetical theory that would unify gravity and the other three

forces.
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Therefore, the gravity scale MD is related with the Planck mass MP l through the

relation

M2
P l ∼ Mn+2

D Rn . (2.11)

Depending on R, the gravity scale MD could be as low as the electroweak scale (MEW ).

This case is of particular interest since if these two scales are close to each other the

hierarchy problem would be overcome, or at least reduced. In this picture, it does not

appear implausible that gravity effects can start being measurable at energies much

lower than MP l, possibly as low as MEW . This has the exciting implication that high-

energy colliders, as the LHC, can directly probe the physics of quantum-gravity.

For the following, MD ∼ MEW will be assumed, resulting in a prediction of the

typical radius of

R ∼ 10
30

n
−17cm

(

1 TeV

MEW

)1+ 2

n

. (2.12)

The possibility of n=1 is excluded by experimental evidences, because it would result

in a R ∼ 1013cm causing deviations of the gravity in the range of the solar system

distances. The n >1 instead, cannot be excluded by astrophysical observations or by

measurements of the gravitational interactions at small distances (<1mm).

Considering the scenario proposed by ADD, a low energy effective field theory is

used to describe the infrared behavior of the gravitational interaction with SM particles

[18]. The only field that respects the Einstein equation in 4+n dimensions and that de-

scribes a physical particle is called the “graviton”, and is a spin-two object that mediates

of the gravitation interaction. In the framework of compact extra-dimensions, gravitons

result as a sum of different modes (called Kaluza-Klein, or KK modes) each with its

own mass mi. This is a general feature of theories with compact extra-dimensions, that

were already introduced by Kaluza and Klein [19, 20] in 1921 and 1926, respectively.

The Einstein equation in 4+n dimensions also establishes the Lagrangian of the free

graviton field G(k)
µν , and it’s interaction term, that reads:

Lgrav = −
1

M̄pl
G(k)

µν T
µν , (2.13)

where M̄pl = Mpl/
√
8π is the reduced Planck mass, and Tµν is the energy-momentum

tensor. Expanding Tµν in equation 2.13, one retrieves the Feynman rules for graviton

fields interacting with SM fields. Figure 2.6 shows the leading diagrams relevant for

graviton production in association with partons or photons.
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Figure 2.6: Feynman diagrams at LO for graviton production in association with a quark

or a gluon.

In the case of n !6, the mass difference between the graviton modes is small and the

contributions of the different modes can be integrated over the mass. The differential

cross section can be written as:

d2σ

dtdm
=

2πn/2

Γ(n/2)

M̄2
pl

Mn+2
D

m(n−1) dσm
dt

, (2.14)

where dσm/dt is the differential cross section of the KK mode with mass m, and t is

the Mandelstam variable. For the different production dσm/dt has the form:

dσm
dt

(qq̄ → gG) =
αs
36

1

sM̄2
pl

F1(t/s,m
2/s) , (2.15)

dσm
dt

(qg → qG) =
αs
96

1

sM̄2
pl

F2(t/s,m
2/s) , (2.16)

dσm
dt

(gg → gG) =
3αs
16

1

sM̄2
pl

F3(t/s,m
2/s) , (2.17)

where the expression of F1, F2, and F3 are reported in reference [18].

An important remark is related to the ultraviolet validity cutoff of the effective

field theory. This is an important issue because this cutoff determines the highest

energy at which the predictions can be trusted. Unfortunately, a precise choice of the

cutoff would strongly depend on the underlying fundamental theory, that is unknown.
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As mentioned before, the effect of the hypothetical underlying theory are expected to

emerge at energy scales close to MD, and therefore this is chosen as the cutoff of the

theory.

2.4.2 Dark Matter and WIMP pair production at LHC

There is a certain consensus among physicists about the existence in the universe of a

non-luminous matter, called “dark matter” (DM), that interacts gravitationally with

SM particles (see reference [21] for a recent review). One of the most striking evidence

of DM, comes from the measurement of the rotational velocity of stars in spiral galaxies.

These galaxies are composed of a disc of matter that rotates around an axis, and the

measurement of the rotational velocity as a function of the radius gives information

about the amount of matter and its distribution inside the galaxy. Observations made

until now require an amount of matter much larger than expected (see figure 2.7), and

are compatible with the presence of a large DM halo, with a mass three to ten times

larger than that corresponding to the visible matter.

Figure 2.7: Rotational velocity of stars as a function of the radius in the spiral galaxy

NGC6503 [22]. The contributions of the disk (dashed curve), gas (dotted curve), and dark

matter halo (dot-dashed curve) are also shown separately.

Other evidencies of the existence of DM come from observations of the motion of
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galaxies within galaxy clusters [23, 24], and from measurements of the “cosmic mi-

crowave background” (CMB). The CMB is the thermal radiation background that is

measured in the universe, corresponding to roughly 2.7 K of temperature. It is almost

homogeneous in all directions (in a part over 105), and is stronger in the microwave

sector of the spectrum. This radiation is not associated with a specific object (star,

galaxy...) and is interpreted as the relic radiation emitted when the universe became

transparent to photons (3·105 years after the Big Bang). Detailed study of the an-

gular correlation in the CMB fluctuations gives information about the geometry of

the universe (confirming that is flat), about its evolution in early stages, as well as its

energy-matter content. At present, the most precise measurements of the CMB is made

with the PLANCK experiment [25] (see figure 2.8). As measured from the PLANCK

data, in the present universe the density of the ordinary matter, DM, and dark energy

are 5%, 27%, and 68%, respectively.

Figure 2.8: Cosmic Microwave Background measured by the PLANCK experiment [25].

The colors represent the variation of measured temperature. The blue and red areas differ

from each other by a temperature of 0.6 mK.

From the CMB measurement, one can also infer that DM was present in much

larger quantity in the early universe. A striking coincidence in cosmology is that if DM

would annihilate to SM particles with an interaction strength close that of the weak

force, that would result exactly in the decrease of DM density observed between early
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and present universe (see reference [26] for a concise review). This coincidence leads to

the idea that DM could be composed of Weak Interacting Massive Particles (WIMPs).

These are expected to have a mass between few GeV and a TeV and couple to SM

particles through a generic weak interaction. Many new models for physics beyond the

SM designed to solve the hierarchy problem (Supersymmetry for instance) also predict

WIMP candidates.

WIMPs have being searched for with a variety of detection strategies. In “direct

detection” experiments the aim is to observe WIMP-nucleon elastic scattering , by

measuring the nuclear recoil. Instead, “indirect detection” experiments search for the

SM products fromWIMP annihilation. In the last decade, the field of DM detection has

attracted a lot of interest because there have been several published results that can be

interpreted as detection of WIMP particles. Possible hints of detection of a light WIMP

(∼10 GeV) have emerged from data obtained by the DAMA/LIBRA [27], CDMS II

[28], CRESST-II [29], CoGeNT [30, 31], but the interpretation of these events as due

to scattering of a WIMP has been challenged by several other experiments such as

XENON100 [32, 33] (see figure 2.9). Indirect detection experiments, such as AMS [34],

FERMI [35] and PAMELA [36], have shown an anomalous excess of high-momentum

positrons in the galaxy. Such an excess is consistent with the hypothesis of WIMP

annihilation, but not yet sufficiently conclusive to rule out other explanations, like for

example pulsars. The next generation of direct and indirect detection experiments,

characterized by very low background, larger volumes and improved energy resolution,

is awaited to shine a light on these ambiguous hints of detection.

A third strategy to search for WIMPs is based on the direct production at colliders.

In collider experiments, the WIMPs are undetected and if produced in association of an

initial state parton (or photon), result in a mono-jet (or mono-photon) final state. As it

will be shown in this thesis, the sensibility of collider searches is competitive with (and

in some cases higher than) those of direct and indirect detection experiments. In case of

discovery, the complementarity of these three strategies (see sketch in figure 2.10) will

be essential to measure the properties of the DM candidate(s), with less assumptions,

and with reduced ambiguities.
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Figure 2.9: Cross sections for spin-independent coupling versus WIMP mass. The figure

is taken from reference [37], that details the experimental results. Shaded 68% and 95%

CL regions are from Supersymmetry predictions on WIMP candidates, that include recent

LHC constraints, and are taken from references [38, 39].

WIMP production at hadron colliders

Production of WIMPs at colliders can happen in many ways depending on the physics

beyond the SM that one is considering. In the following, an effective field theory is

used to describe possible interactions between WIMPs and partons (see reference [40]).

Here, WIMPs are assumed to be a Dirac-like fermion, and odd under the Z2 symmetry

(R-parity in SUSY, or KK-parity in extra dimensions), so that each coupling involves an

even number of WIMPs. Different effective operators (listed in table 4.10) are taken into

account to mimic the different nature of the mediators in a Fermi-like point interaction.

For each operator, a parameter M∗ caracterizes the strength of the interaction. In table

4.10, the operators D1 and D11 correspond to a scalar mediator that couples to quarks

and gluons, respectively. The operators D5 and D8 would correspond instead to a

vector and axial vector mediator, respectively.

The effective field theory used here is a good approximation of the real theory if the

mass of the mediator (or mediators) is too heavy to be produced directly. Supposing
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Figure 2.10: Sketch of the different strategies for Dark Matter search.

Name Operator Name Operator

D1 mq

(M!)3 χ̄χq̄q D2 mq

(M!)3 χ̄γ
5χq̄q

D3 mq

(M!)3 χ̄χq̄γ
5q D4 mq

(M!)3 χ̄γ
5χq̄γ5q

D5 1
(M!)2 χ̄γ

µχq̄γµq D6 1
(M!)2 χ̄γ

µγ5χq̄γµq

D7 1
(M!)2 χ̄γ

µχq̄γµγ5q D8 1
(M!)2 χ̄γ

µγ5χq̄γµγ5q

D9 1
(M!)2 χ̄σ

µνχq̄σµνq D10 1
(M!)2 ε

µναβχ̄σµνγ5χq̄σαβq

D11 1
(4M!)3 χ̄χαs(G

a
µν)

2 D12 1
(4M!)3 χ̄γ

5χαs(Ga
µν)

2

D13 1
(4M!)3 χ̄χαsG

a
µνG̃

a,µν D14 1
(4M!)3 χ̄γ

5χαsGa
µνG̃

a,µν

Table 2.2: Operators coupling Dirac fermion WIMPs to Standard Model quarks or gluons.

a mediator of mass M , the suppression scale M∗ ∼ M(gSMgDM )−
1

2 where gSM and

gDM are the coupling of the mediator with SM and DM particles. So even for mod-

erate M∗ the theory can be still valide if the couplings are sufficiently large. Since an

effective theory requires M > 2mχ and couplings are gSMgDM ≤ (4π)2 to be treated in

perturbation theory, the interaction with strongest coupling satisfy mχ = 2πM∗. This

means that for each mχ there is a M∗ lower bound of validity below which the effective

theory is not reliable anymore. In case the effective approach does not strictly apply,

it is hard to know whether the predictions under-estimate or over-estimate the cross

sections due to the lack of knowledge on the underlying ultraviolet theory.
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Collider results compared with direct and indirect detection experiments

Results from WIMP pair production at colliders can be compared with those from

direct and indirect detection experiments. Exclusion limits on M∗ are translated into

bounds on the WIMP-nucleon cross section [40, 41]:

σD1
0 = 1.60 · 10−37cm2

( µχ

1 GeV

)2
(

20 GeV

M∗

)6

, (2.18)

σD5
0 = 1.38 · 10−37cm2

( µχ

1 GeV

)2
(

300 GeV

M∗

)4

, (2.19)

σD8
0 = σD9

0 = 9.18 · 10−40cm2
( µχ

1 GeV

)2
(

300 GeV

M∗

)4

, (2.20)

σD11
0 = 3.83 · 10−41cm2

( µχ

1 GeV

)2
(

100 GeV

M∗

)6

. (2.21)

where µχ the reduced mass of the WIMP-nucleon system, µχ = mχ ∗mN/(mχ +mN ).

For this comparison, one needs to keep in mind the different kinematic regime

in which the interaction is happening. In direct detection experiments, the typical

transferred momentum is of the order of a keV. In this regime the propagator of a

particle with massm >>1 KeV that mediate the interaction cannot be resolved, making

a Fermi-like point interaction suitable. On the contrary, at LHC the center of mass

scale of the hard scattering
√
ŝ can be up to the TeV scale.

Finally, results at colliders can be translated into WIMP annihilation cross section,

relevant for indirect detection experiments. DM annihilation rate is proportional to the

quantity 〈σv〉, where σ is the annihilation cross section, v is the relative velocity of the

annihilating particles, and the average is over the DM velocity distribution. Using the

effective field theory approach already introduced, we find a σv for operator D5 (vector

interaction), and for operator D8 (axial-vector interaction) are [42]:

σD5v =
1

16πM∗4

∑

q

√

1−
m2

q

m2
χ

(

24(2m2
χ +m2

q) +
8m4

χ − 4m2
χm

2
q + 5m4

q

m2
χ −m2

q
v2
)

,

(2.22)

σD8v =
1

16πM∗4

∑

q

√

1−
m2

q

m2
χ

(

24m2
q +

8m4
χ − 22m2

χm
2
q + 17m4

q

m2
χ −m2

q
v2
)

, (2.23)
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where the sum
∑

q
runs over all kinematically accessible quarks. Note that for other

effective operators (for instance the scalar operator D1), the bounds from colliders can

be much stronger, especially for low 〈v2〉. It has to be noticed that the annihilation

rate 〈σv〉 is calculated in the assumption of equal coupling for all quarks, and only

annihilation to quarks is considered. In the case of DM coupled with leptons, the

exclusion limits are weakened by a factor 1/BR(χχ→ qq̄).

2.4.3 Gravitino production in the GMSB scenario

Supersymmetry (SUSY) is the most popular among the scenarios beyond the SM. For

each SM fermion this theory predicts a bosonic “super-partner”, and viceversa for the

SM bosons. The introduction of this symmetry is particularly appealing for solving

several issues of the SM. First of all, SUSY eliminates the hierarchy problem because

divergent corrections to the Higgs mass from fermions and their bosonic super-partner

are automatically cancelled out (see figure 2.11). Additionally, this theory includes

valid DM candidates and provides a framework in which the unification of gravity and

the SM interactions can be more easily pursued.

Figure 2.11: Corrections to the Higgs self-energy with SUSY. The term with a top loop

is compensated by a stop loop.

SUSY needs to be a broken symmetry since no SUSY particle has been observed

until now, and the masses of the superpartners are therefore different from those of

their SM partners. Such a symmetry breaking needs to happen at a relatively low

energy scale (10-100 TeV) in order to still provide a solution for the hierarchy problem.

Typically, it is assumed that a spontaneous symmetry breaking is induced by a hidden

sector, and it is due to “soft breaking” terms added to the Lagrangian:

L = LSUSY + Lsoft . (2.24)
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The breaking is communicated from the hidden to the visible sector either through

gravity or electroweak and QCD gauge interactions. These two possible mechanisms for

SUSY breaking lead to Minimal Supergravity (mSUGRA) [43, 44] and Gauge Mediated

SUSY Breaking (GMSB) [45, 46, 47]. In the latter, messenger fields at mass scale Mmess

are supposed to share the gauge interaction, and to provide the soft breaking terms in

loop diagrams. The coupling of the messenger fields to the hidden sector produces in

the fields a supersymmetric mass of order M with mass-squared splittings of order F ,

with
√
F being the scale of SUSY breaking. In its minimal version, GMSB models are

described by six fundamental parameters, that define the mass hierarchy of all particles,

and therefore the phenomenology:

•
√
F : the scale of the SUSY breaking. SUSY masses are proportional to

√
F .

• Mmess: the mass scale of the messengers.

• N5: number of messenger fields. Gaugino 1 masses depend linearly on N5.

• tan(β): ratio of the two vacuum expectation values of the SUSY Higgs doublets.

• sign(µ): sign of the Higgsino mass term. Gaugino masses are dependent on this

parameter.

In GMSB, the super-partner of the spin-2 graviton, the spin-3/2 gravitino G̃, is the

lightest supersymmetric particle (LSP). The gravitino does not necessarily couple to

matter with gravitational strength only, but its coupling can be enhanced to electroweak

strength once SUSY is broken through the super-Higgs mechanism and the associated

Goldstone fermion, the spin-1/2 goldstino, is absorbed to give the gravitino its mass.

An important feature of this mechanism is that the gravitino mass gives direct access

to the scale of the SUSY breaking:

〈F 〉 =
√
3 mG̃ M̄pl , (2.25)

where M̄pl = Mpl/
√
8π.

In the following, the production of gravitinos in association with a squark or a gluino
2 at hadron colliders is described. Here a simplified scenario is considered, depending

1Gauginos are combinations of the SUSY electroweak and Higgs fermionic fields.
2The squark and the gluino are the superpartner of the squark and gluon, respectively.
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only on the gravitino, squark and gluino masses. In the case of very light gravitino,

the productions (pp→ G̃+g̃) and (pp→ G̃+q̃) dominates over the strong production

of squarks and gluinos, and the dominant squark and gluino decays are q̃ → qG̃ and

g̃ → gG̃, respectively. Therefore, the final state is characterized by two gravitinos

escaping detection and a jet, leading to a mono-jet final state.

Figure 2.12: Some of the LO diagrams for G̃+q̃/g̃ production at LHC.

The G̃+g̃ associated production is driven by two competing initial states, i.e. quark-

antiquark or gluon-gluon scattering, while the production G̃+q̃ can only be produced in

quark-gluon scattering (see figure 2.12). Predictions for G̃+g̃/q̃ are calculated at LO in

pQCD, neglecting the gravitino mass everywhere apart in the coupling constants. The

differential cross section, expressed in terms of the usual Mandelstam variables takes

the form:
dσ

dt
=

1

2s

1

8πs
|M | , (2.26)

with

|M |(gg → G̃g̃) =
g2sm

2
g̃

6CFM2
plm

2
G̃

FA(u, t, s,mg̃) , (2.27)

|M |(qq̄ → G̃g̃) =
g2sCF

3NCM2
plm

2
G̃

FB(u, t, s,mg̃,mq̃) , (2.28)
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|M |(qg → G̃q̃) =
g2s

12NCM2
plm

2
G̃

FC(u, t, s,mq̃,mg̃) , (2.29)

where the explicit expression of FA, FB, and FC is reported in reference [48]. It can be

noticed that the cross sections depend m2
G̃

as σ ∼ 1/m2
G̃
, and therefore lower bounds

on mG̃ can be deduced from the cross section constraints. It can also be noticed that

the G̃+g̃ production has a dependency on mq̃, coming from diagram contributions with

squark exchange in the t channel. (see diagrams in figure 2.12). In the same way, the

G̃+q̃ production cross section depends on the gluino mass mg̃.

As previously mentioned, for a light gravitino the q̃ → qG̃ and g̃ → gG̃ decays

dominate. This assumption is studied in reference [48], showing that the branch-

ing ratios BR(q̃ → G̃q) and BR(g̃ → G̃g) are larger than 0.9, for gravitino masses

mG̃ !10−4 GeV.

Figure 2.13: LO diagrams for the decays q̃ → qG̃ (left) and g̃ → gG̃ (right).

The branching ratios of squark or gluino decays are included in the cross sections

using the Narrow Width Approximation (NWA). In this procedure, intermediate par-

ticles are set on shell (Γ =0) in order to simplify the calculation. In our case, the width

of squarks and gluinos are neglected so that the cross section can be factorized in the

following way.

σ(pp → G̃G̃q) , σ(pp → G̃q̃)×BR(q̃ → G̃q) , (2.30)

Typically, this approximation is considered valid if the width of the particle does not

exceed 25% of its mass.
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The ATLAS experiment at LHC

This chapter introduces the main aspects of the ATLAS detector at the LHC collider.

The reconstruction procedures of the physics objects that are relevant for the analyses

described in this thesis (jets, electrons, muons and missing energy) are also discussed.

The appendix A describes dedicated studies carried out during the commissioning of

the Tile hadronic calorimeter (TileCal), while appendix B details the measurement of

the instantaneous luminosity using the TileCal data.

3.1 Large Hadron Collider

The Large Hadron Collider (LHC) [49] is a particle accelerator designed to collide

protons at a center of mass energy
√
s =14 TeV. On the accelerator ring (∼27km in

circumference) four detectors (ALICE [50], ATLAS [51], CMS [52] and LHCb [53]) have

been built around the four interaction points to reconstruct and study the collisions

delivered by the LHC.

Since 2010, the LHC has delivered proton-proton (p-p) collisions at center of mass

energies of 7 TeV and 8 TeV, about half of its nominal energy. The LHC has pro-

duced also lead ions (Pb-Pb) collisions with a per-nucleon center of mass energy
√
sNN =2.76 TeV and proton-ion (p-Pb) collisions with

√
sNN =5.02 TeV. More details

about the delivered luminosity will be given below.
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3.2 The ATLAS detector

ATLAS (A Toroidal LHC ApparatuS) [51] is a general purpose detector designed for the

reconstruction and identification of jets, photons, electrons, muons, taus and missing

transverse energy. The detector has been designed to optimize the search for the Higgs

boson and for a large number of searches for new phenomena.

Figure 3.1: Schematic view of the ATLAS detector.

In the following, we will use a Cartesian right-handed coordinate system, with

the origin in the nominal point of interaction, x axis pointing to the center of the

LHC ring, and the y axis pointing upward. To define the direction of particles the

following quantities are considered: the azimuthal angle φ = arctan(y/x), and the

pseudo-rapidity η = −ln(tan(θ/2)), where θ is the polar angle defined from the z axis.

ATLAS is composed of different sub-detectors that we can divide in three different

groups as treated in the following sections: the Inner Detector, the Calorimeters, and

the Muon Spectrometer. A solenoidal magnetid field is used to bend the trajectories of

the particles passing in the Inner Detector, while a toroidal magnetic field is used for

the Muon Spectrometer. A sketch of the detector is presented in figure 3.1.
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3.2 The ATLAS detector

3.2.1 Inner detector

The Inner Detector (ID) is the most inner part of ATLAS and occupies a cilindical

volume around the LHC beam pipe. The ID has a radius of about 1.1m and a length

of 6.2m along the beam pipe (see figure 3.2).

The ID has been designed to measure the properties of the charged particles gen-

erated in the collisions. Due to the high density of particles, a high granularity, a fast

response and a good radiation resistence are needed to succesfully operated in the LHC

environment. The ID is composed of three cylindrical concentric sub-detectors:

• The Pixel detector measures charged particles using silicon sensors (pixels) and

is the most inner part of the ID. The pixel sensors have a minimum size of

50×400 µm2, and provide a resolution of 10 µm in the R-φ plane. Due to its high

granularity, the Pixel detector has 80.4 milions read-out channels. This part of

the ID mainly contributes to the precision vertex reconstruction.

• The Semiconductor Tracker (SCT) is a silicon microstrip detector, and is the

middle part of the ID. This subdetector is composed of layers of stereo strips, so

that approximately eight strips are crossed by each track and, since the position is

determined from hits in overlapping strips, four space-points per track are usually

available. Its sensors provide a resolution of 17 µm in the R-φ plane, and make

use of 6.2 milions read-out channels. This sub-detector contributes mainly to the

momentum reconstruction.

• The Transition Radiation Tracker (TRT) consists of 4 mm diameter gaseous straw

tubes interleaved with transition radiation material, and enables tracking for

| η |<2.0. It only provides R-φ information, for which it has an accuracy of 130 µm

per straw. The TRT is the most outern part of the ID and it has 351.000 readout

channels. The TRT ease the track pattern recognition with its very large number

of close hits (about 35 per track) and contributes to electron identification.

The first two are segmented in both r − φ and z, while the TRT is segmented only

in r − φ. Using the combined information from the three subdetectors the transverse

momentum resolution measured with cosmic muons [54] is:

σpT
pT

= P1 ⊕ P2 × pT , (3.1)
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where P1 = 1.6 ± 0.1% and P2 = (53 ± 2)10−5GeV−1. This translates in a resolution

of 1.6% for tracks with pT ∼1 GeV and of about 50% for pT ∼1 TeV.

Figure 3.2: Schematical view of the Inner Detector.

3.2.2 Calorimeters

The ATLAS Calorimeter surrounds the ID and covers up to |η| < 4.9. It makes use

of a lead and plastic tiles sampling calorimeter (TileCal) for the hadronic central part

(up to |η| < 1.7) and a liquid Argon (LAr) calorimeter for the rest (see figure 3.3).

In total the calorimeter systems has 187648 cells, and roughly 375000 read-out

channels. The cell granularity in φ and η varies between 0.025 in the electromagnetic

(EM) central part, to 0.1 for most of the hadronic (HAD) sections, up to 0.4 for the

most forward part of the hadronic calorimeter (3.2 < |η| < 4.9) The cells are organized

in different layers in depth. The number of layers varies between three for the EM and

the HAD central parts, to one for the EM section of the most forward part.

In the LAr calorimeter the liquid argon is the active medium, while the absorbers

are either lead (for |η| < 1.4), or tungsten (for 1.4 < |η| < 4.9 in the hadronic part), or

copper for the rest. The liquid argon is kept at a temperature of 88K with a cryogenic

system, whose major components are housed between the LAr and the Tile calorimeters.

Figure 3.4 (left) shows a sketch of the structure of one slice of the EM LAr calorimeter.
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3.2 The ATLAS detector

Figure 3.3: Schematic view of the ATLAS calorimeters.

Figure 3.4: Sketch of the structure of a LAr module (left) and a TileCal one (right).
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Charged particles passing in the active material create couples of ions and electrons

that drift in opposite directions by the presence of an electric field, and are collected by

kapton electrodes. Different shapes of the kapton electrode surface have been used in

order to provide a continuous calorimeter coverage in φ. For this reason an “accordion”

geometry has been used for the central EM section (see 3.4 left), flat radial plates in

the region 1.4 < |η| < 3.2 both for the EM and HAD calorimeter, and tubes along the

direction of the beam pipe for the most forward part. The relative energy resolution of

the EM LAr calorimeter [55] is parametrized by:

σE
E

=
10%√
E

⊕
170MeV

E
⊕ 0.7% (3.2)

TileCal is a sampling calorimeter with lead as absorbed and tiles of plastic scin-

tillator as active material (see 3.4 right). The tiles emit light when charged particles

pass through them. The light is collected by optical fibers and converted in pulses by

photomultipliers. For TileCal the energy resolution is

σE
E

=
50%√
E

⊕ 3% , (3.3)

measured with test-beam data [56].

For both calorimeters the conversion factors between the reconstructed electronic

signals and the deposited energy (called electromagnetic scale, or EM scale) have been

determined by test-beam measurements with electrons in a range of 10-350 GeV. The

electromagnetic scales have been validated with test-beam muons, cosmic muons, and

E/p studies at collisions. Using collision data, the EM scale of the electromagnetic

calorimeter has been corrected to reproduce the Z mass peak central value. The cor-

rections are of the order of 1%.

The main aspects of the TileCal commissioning with cosmic muons, single beam

data and first collision events are discussed in appendix A.

3.2.3 Muon spectrometer

The Muon Spectrometer is the most outer part of the the ATLAS detector and has

been designed to identify and measure high momentum muons (see figure ref 3.5).

The Muon Spectrometer is composed of four sub-detectors that make use of different

technologies: Monitored Drift Tubes (MDT), Cathode Strip Chambers (CSC), Resistive

Plate Chambers (RPC) and Thin Gap Chambers (TGC).
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3.2 The ATLAS detector

Figure 3.5: Schematic view of the ATLAS muon spectrometer.

These sub-detectors are immersed in a magnetic field, generated by three toroids:

one covers the central pseudo-rapidity range (approximately |η| < 1.5) providing a 0.5

Tesla field, and other two, placed at higher pseudo-rapidity (|η| > 1.5), generating a 1

Tesla field. Each of them consists of eight coils assembled radially and symmetrically

around the beam axis. The magnet configuration provides a field which bends the

muon trajectories along the θ angle.

The MDT chambers perform a precision coordinate measurement in the bending

direction of the air-core toroidal magnet, and therefore provide the muon momentum

measurement for most of the eta range (|η| < 2.7). The basic detection element is a

cylindrical aluminium drift tube of 3 cm diameter and a central wire at a potential

of 3080 V. The drift tube is filled with a gas composed of Ar (93%) and CO2 (7%).

Muons passing in the tubes produce ionization charges that are collected on the wire.

The reconstructed drift time provides a precise measurement of the minimum distance

between the muon and the wire (with a typical resolution of 80µm), and it’s used to

reconstruct the muon trajectory.

The CSC are multi-wire proportional chambers with cathodes segmented into strips,

and are used at large pseudo-rapidities (2.0 < |η| < 2.7) in order to cope with the
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higher muon rate and background conditions. RPC and TGC are used for the trigger

(see below) and measure also the muon φ coordinate.

3.2.4 Trigger system

In the last years, the LHC has been operating with a minimum time spacing of 50 ns

between two bunch crossings. This translates into a maximum input rate of events of

20MHz. The ATLAS trigger system is designed to bring this rate to 100Hz, in order to

record and store permanently the event information. The trigger system is organized

in three levels: level 1 (LVL1), level 2 (LVL2), and Event Filter (EF). Each level refines

the decision made at the previous step and, if necessary, applies additional selection

criteria.

The LVL1 selects events with large missing energy or for high momentum muons,

electrons, photons, tau and jets. The time available for the decision is 2.5µs at most,

therefore a simplified reconstruction of the physics objects is implemented. The LVL1

brings the rate of events to approximately 75kHz.

The LVL2 has access to nearly all sub-detector information in a specific η × φ

region (called Region of Interest) around the objects selected at LVL1. The average

event processing is 40ms. The LVL2 brings the rate of events down to approximately

1kHz.

The EF uses refined reconstruction algorithms that are very close to those used

offline. The available time for event processing is 4 s in average, and the rate of events

is reduced to approximately 100Hz.

3.2.5 Luminosity measurement

A precise luminosity determination is an essential ingredient for all physics analysis. In

ATLAS, the luminosity is determined with several sub-detectors, each of them using

different techniques [57, 58].

The luminosity can be expressed as:

L =
nbfrn1n2

2πΣxΣy
, (3.4)

where nb the number of proton bunches crossing at the interaction point, and fr the

frequency of the LHC machine, n1 and n2 are the number of protons in the two LHC
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beams, andΣ x andΣ y characterize the horizontal and vertical profiles of the beams.

In order to measure directlyΣ x andΣ y, the two LHC beams are moved in steps of

known distance, on both the horizontal and vertical direction. This special operation

is called “van der Meer scan”, or vdM scan. The absolute luminosity can therefore be

measured at a vdM scan using equation 3.4, and knowing the currents of both LHC

beams.

In order to relate the luminosity and µ, the average number of interaction per bunch

crossing, the luminosity can be written as:

L =
Rinel

σinel
=

µnbfr
σinel

, (3.5)

where σinel is the total inelastic cross section, Rinel is the rate of inelastic collisions,

that can be written as product of nb, fr, and µ.

The visible number of interactions is defined as µvis = εµ, where ε is the efficiency

of a particular sub-detector and a given algorithm to determine µ. Equation 3.5 can

be rewritten as:

L =
µvisnbfr
σvis

, (3.6)

where σvis is the visible inelastic cross section, that can be retrieved at the vdM scan

combining equations 3.4 and 3.6. Therefore the luminosity is determined for a given

measure of µvis through equation 3.6.

In order to measure µvis with a sub-detector, ATLAS primarily uses event counting

algorithms, for which the number of events that satisfy a given criteria (typically a

number of hits above a certain threshold) is compared with the total number of bunch

crossings.

The default luminosity measurement in ATLAS for the 2011 and 2012 datasets

was made using the Beam Conditions Monitor (BCM) [59]. The BCM is a fast device

primarily designed to monitor background levels and issue a beam-abort request in

case beam losses start to risk damage to ATLAS detectors. BCM consists of four

small diamond sensors on each side of the ATLAS interaction point arranged around

the beampipe in a cross pattern. In order to measure µvis with BCM, different event

counting algorithms are used. The simplest algorithm requires a hit in either one of

the two BCM arms (either at positive or negative η), and is called BCM OR. At the

vdM scan µvis <<1, so that the probability to select an event with this algorithm is

NOR

NTOT
= 1− e−µOR

vis , (3.7)
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where NOR is the number of bunch crossings that fulfilled the BCM OR requirement,

and NTOT is the total number of bunch crossings.

For the p-p collisions realized until now the maximum instantaneous luminos-

ity has been 7.7 × 1033cm−2s−1, while for Pb-Pb and Pb-p collisions it has been

5.1 × 1026cm−2s−1 and 1.1 × 1029cm−2s−1 respectively. Figure 3.6 (left) shows the

integrated luminosity of the various kinds of collision delivered from 2010 to 2012. Fig-

ure 3.6 (right) shows instead the µ distribution in the full 7 TeV and 8 TeV datasets.

Comparisons between the luminosity measured with BCM, TileCal and other sub-

detectors are presented in appendix B, which gives more details about the luminosity

measurement using TileCal for both the 7 TeV and 8 TeV data.
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Figure 3.6: Total integrated luminosity delivered by LHC in both p-p and Pb-Pb collisions

from 2010 to 2012 (left). Mean number of interactions per bunch crossing in 2011 and 2012

p-p data (right).

3.3 Reconstruction of physics object

This section describes the reconstruction of electrons, muons, jets, and missing trans-

verse energy, giving emphasis to the aspects that are more important for the analyses

presented in the next chapters.

3.3.1 Electrons

In the pseudo-rapidity region where the Inner Detector is operational (|η| < 2.5),

electron candidates are defined by a matching between a track and a energy deposit in
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3.3 Reconstruction of physics object

the EM calorimeter. The energy deposit is defined by a cluster of adjacent towers in

η×φ. Each tower sums the energy in each cell in a region∆ η×∆φ=0.025×0.025. The

cluster of towers have size 3×7 in η × φ for the calorimeter region |η| < 1.4, and 5×5

for the rest.

Tracks used for the electron candidates are reconstructed with an inside-out strat-

egy. The track candidates built with the pixel detector and the first SCT layer are ex-

trapolated to the outer part of the Inner Detector. Trajectories are fitted and fake tracks

are rejected by applying quality cuts. Trajectories are extrapolated to the calorimeter

and the track with smallest∆ R with respect to the calorimeter cluster is taken for the

electron reconstruction.

To reject fake electrons, mainly from jets, quality requirements on calorimeter and

tracking information have been defined [60]. For the analyses presented in this thesis,

these requirements are:

• Small or no leakage of energy in the hadronic calorimeter,

• Narrow shape of the calorimeter shower consistent with real electrons,

• Associated track with more than 6 hits in the pixel and SCT layers, with at least

one hit in the Pixel and a transverse impact parameter d0 < 5 mm,

• Matching between track and calorimeter cluster with∆ η < 0.01.

For the first two requirements the actual cuts depend on the electron energy and pseudo-

rapidity [60].

The η,φ directions of the electron are taken from the associated track. For the

7 TeV analyses, the electron energy is taken from a weighted average between the

track momentum and the cluster energy, while for 8 TeV analyses only the calorimeter

information is used. The energy is corrected for dead material and for lateral and

longitudinal leakage, with MC-based factors. These corrections have been validated in

test-beams.

3.3.2 Muons

Muon candidates are reconstructed using Inner Detector and the Muon Spectrometer

information [61]. The hits in each station of the Muon Spectrometer are combined to
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build track segments up to |η| < 2.7. For the analyses described in this thesis, muon

candidates are reconstructed with two alternative procedures:

• “Combined” muon reconstruction. First, muon candidates are reconstructed us-

ing only Muon Spectrometer segments. The muon momentum measured in the

Muon Spectrometer is corrected for the parametrized energy loss of the muon in

the calorimeter, to obtain the muon momentum at the interaction point. Second,

a match with a Inner Detector track is required and the momentum of the stand-

alone muon is combined with the momentum measured in the Inner Detector.

• “Segment Tagged” muon reconstruction. A track in the inner detector is identi-

fied as a muon if the trajectory extrapolated to the Muon Spectrometer can be

associated with straight track segments.

Combined muons are the highest purity muon candidates. Tagged muons give

additional efficiency as they can recover muons which did not cross enough precision

chambers to allow an independent momentum measurement in the Muon Spectrometer.

Typical cases are low pT muons (pT <20 GeV) that only reach the inner layer of

precision chambers or less instrumented detector regions. In order to reject fake muons,

all associated Inner Detector tracks are required to pass quality criteria based on the

number of hits in the pixel, SCT and TRT systems.

3.3.3 Jets

In the analyses presented in this thesis, jets are reconstructed using the anti-kt al-

gorithm [62], with jet radius parameter R = 0.4. The constituents of the jet finding

algorithm are calorimeter clusters of energy, also called “topo-clusters”[63], defined as

follow.

Jet constituents Topo-clusters are built out of neighboring calorimeter cells with

significant energy deposit over the noise. The noise is measured for each cell indepen-

dently, and it is defined as the expected RMS of the electronic noise for the current

gain and conditions plus the contribution from pileup added in quadrature. In order to

make topo-clusters, all cells with a signal to noise ratio |S/N|≥4 are taken as seed cells

for a topo-cluster formation. These cells are considered in descending order of S/N,

and all neighboring cells with |S/N|≥2 are added to the topo-cluster. Subsequently
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all cells adjacent to a topo-cluster cell are added, independently of their S/N. Final

topo-clusters are treated as massless and their energy, at the electromagnetic scale, is

the sum of the energies of the cells belonging to the topo-cluster.

Jet finding algorithm The anti-kt algorithm is a sequential recombination algo-

rithm and is used in ATLAS in order to define the jets. For all constituents the

algorithm computes the following quantities:

dij = min(
1

k2ti
,
1

k2tj
)
∆R2

ij

R2
and diB =

1

k2ti
, (3.8)

where kti is the transverse momentum of constituent i, Rij=
√

∆η2 +∆φ2 between

constituents i and j, and R a parameter of the algorithm that approximately controls

the size of the jet. The distance diB is introduced in order to separate constituents

coming from the hard interaction and those coming from proton remnants. The smallest

distance is found, and if it is dij , constituents i and j are combined into one single object.

If instead it is diB, constituent i is considered a jet and is removed from the list. The

distances are recalculated with the remaining objects, and the process repeated until

no constituent is left in the list. Once the process is finished, the jet four-momenta are

defined by the vectorial sum of all the four-momenta of the topo-clusters belonging to

it, so that the jet can have mass mjet > 0. After this procedure, jets are defined with a

minimum transverse momentum threshold pjetT , that is used as a scale to separate soft

and hard physics.

Sequential recombination algorithms are very convenient because they are collinear

and infrared safe to all orders in pQCD, as well as computationally fast. The anti-kt

algorithm has been chosen because is particularly performant against pile-up, since

it starts summing up constituents with higher momentum and produces jets with a

conical structure.

Pile-up corrections Subsequently, corrections can be applied to subtract the energy

contributions from multiple interactions from the same or previous bunch-crossings[64].

These corrections depend on the jet pseudo-rapidity and are parametrized as a function

of the number of reconstructed vertex in the event, and on the average number of
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interactions µ1. The effect of pile-up on a central anti-kt jet with R=0.4, is an over-

estimation of the jet energy of about 0.2 GeV for each additional interaction in the

same bunch-crossing. Multiple interactions in previous bunch-crossings, instead cause

an under-estimation of the energy due to the particular LAr signal pulse shape. These

two effects, therefore, tend to compensate. For the analysis of the 7 TeV data presented

in this thesis, the effect of the pile-up corrections is very small and considered negligible;

therefore these corrections are not applied. Instead, due to the higher pile-up level,

corrections are applied in the analysis of the 8 TeV dataset.

Jet calibration The EM scale needs to be further calibrated to account for calorime-

ter non-compensation (the energy response to hadrons is lower than the response to

electrons of the same energy), dead material (inactive regions of the detector where

energy is lost) and leakage (energy deposits from particles which shower is not fully

contained in the calorimeter). Moreover, corrections are needed for low momentum

particles that are deflected by the magnetic field, and for energy losses in topo-cluster

formation, and jet reconstruction. In order to correct for all these effects, a jet energy

scale (JES) correction as a function of the jet energy and pseudo-rapidity is applied to

jets at the EM scale[65]. The corrections are derived from di-jet MC samples produced

with PYTHIA 6.423 with the AMBT1 tune. Calorimeter EM-scale jets are matched in

∆R with “truth” jets, that are reconstructed from stable particles in the final state2,

excluding muons and neutrinos. Also the truth jets are built with the anti-kt algo-

rithm with R=0.4 . The correction factors are based on the ratio of energies of the two

matched jets Ecalo/Etruth. It is important to mention that the calorimeter response

in MC simulations has been extensively tested in both test beams and collision data.

Figure 3.7 shows this ratio for different calibrated jet energies and as a function of the

pseudo-rapidity of the reconstructed jet. The inverse of the response shown in each bin

is equal to the average JES correction.

The reconstructed pseudo-rapidity direction can be biased due to the calorimeter

response in different η regions. This effect is also corrected with MC-based correction

factors. The η correction is about 0.01 for most of the calorimeter regions, and goes up

1The µ is measured every minute, so that it gives information about the average number of inter-

actions in neighboring bunch-crossings.
2The final state in the MC generators is defined using all particles with lifetime above 10−11 s.
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Figure 3.7: Calorimeter response to jets before calibration in different pseudo-rapidity

regions and for different energies. The inverse of the response shown in each bin is equal

to the average jet energy scale correction.

to 0.05 in the transition regions between the different calorimeters. Jet four-momenta

are also corrected to refer their kinematics to the primary vertex. This correction

improves slightly (≤1%) the jet pT response.

Jet energy scale uncertainty The jet energy scale (JES) uncertainty [66] comes

mainly from the uncertainty on the single particle response, and has been estimated

with E/p studies on isolated hadrons. Other leading uncertainties come from the limita-

tions in the detector knowledge (such as the amount of dead material), and the physics

models and parameters (mainly fragmentation and underlying event) in the MC event

generator used to derive the JES corrections, the effects of having multiple interactions

per bunch-crossing, and presence of close-by jets. Most of these uncertainties have been

estimated for jets with |η| <0.8 and then propagated to the more forward regions with

the method of the pT balance in di-jet events (see reference [67]). The reason is that

the detector is better known in the central region, and that test-beam measurements to

estimate the uncertainty due to the calorimeter response to single particles were only

performed in the range |η| <0.8.
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For the 7 TeV data, the total JES uncertainty in absence of pile-up and near-by

jets varies between 2.5% for central high-pT jets (|η| < 0.8, 60 < pT < 800 GeV) and

14% for forward low-pT jets (3.2 < |η| < 4.5, 20 < pT < 30 GeV). Close-by jets with

∆R < 0.7 introduce an additional uncertainty of 2-3% dependently of the rapidity

and the pT of the jets. Multiple interactions in the same bunch-crossings introduce,

for jets with pT = 30 GeV (pT = 100 GeV), an uncertainty of 0.5% (0.1%) for each

reconstructed vertex. Figure 3.8 (left) shows the combination of all JES uncertainties

for anti-kt jets with R=0.61, in 0.3< |η| <0.8.

The JES is validated for jet pT up to 1 TeV to the level of a few percent using

several in situ techniques by comparing a well-known reference such as the recoiling

photon pT, the sum of the transverse momenta of tracks associated to the jet, or a

system of low-pT jets recoiling against a high-pT jet. The JES systematic uncertainty

determined from the combination of these in situ techniques are consistent with the

one derived from single hadron response measurements over a wide kinematic range.

Figure 3.8 (right) presents the ratio of data and MC jet responses in |η| <1.2, compared

with the JES uncertainty, showing compatible results.
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Figure 3.8: The figure on the left-hand side shows the different contributions of the JES

uncertainties for anti-kt jets with R=0.6, in 0.3< |η| <0.8, as a function of the jet pT. The

figure on the right-hand side shows the data-MC comparison on the jet response in various

in-situ techniques, that is meant to validate the JES uncertainty.

1Note that in this thesis jets are reconstructed with R=0.4. JES uncertainties on jets with R=0.4

and 0.6 are comparable.
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3.3 Reconstruction of physics object

3.3.4 Missing Transverse Energy

In ATLAS there are different ways for calculating the missing transverse energy (Emiss
T ).

The most used method associates the calorimeter topo-clusters to reconstructed objects,

such as jets, electrons, muons, taus, and photons, and calibrates them accordingly. In

the next chapters we will use a Emiss
T made with a simpler calibration scheme, called

“Local Cluster Weighting” (LCW) [68], that is more suitable for the analyses described

in this thesis.

The LCW calibration method classifies the topo-clusters as either electromagnetic

or hadronic, using the energy density and the shape of the cluster. Based on this clas-

sification energy corrections are derived from single pion MC simulations. Dedicated

corrections are derived for the effects of non-compensation, signal losses due to noise

threshold effects, and energy lost in non-instrumented regions. They are applied to

calorimeter clusters and are defined without reference to a given reconstructed object.

They are therefore called local corrections. A special correction is made for the energy

lost in the cryostat between the LAr electromagnetic calorimeter and the Tile calorime-

ter, which at a thickness of about half an interaction length can lead to signicant energy

losses in hadronic showers.

After the topo-cluster four-momenta are calibrated the Emiss
T is calculated form the

vectorial sum of the pT of all cells belonging to topo-clusters:

Emiss
x = −

Ncell
∑

i=1

Ecell
i sin(θi)cos(φi) Emiss

y = −
Ncell
∑

i=1

Ecell
i sin(θi)sin(φi) (3.9)

The Emiss
T performance can be studied by measuring the Emiss

x,y resolutions as func-

tion of the total transverse energyΣ ET , which is reconstructed from the calorimeters

as the scalar sum of the transverse energy of all cells. Figure 3.9 (left) shows the Emiss
T

resolution in minimum-bias events at 7 TeV. The Emiss
T resolution is expressed as the

root mean square of the Emiss
x,y distributions, and follows approximately a k ×

√
ΣET

function, with k being a parameter to be fitted. Three calibration schemes are com-

pared in the figure: the LCW, the EM (topo-cluster four-momenta are used at the

EM scale), and the “Global Cell Weighting”, or GCW (see reference [69]). The lat-

ter applies cell-level weights that are based on the comparison between reconstructed

and truth jets in MC. The figure shows how the LCW and GCW calibration schemes

improve the Emiss
T resolution. Figure 3.9 (right) compares instead the Emiss

T resolution
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in data and MC events, showing a good agreement. For the simulation, samples of

PYTHIA minimum-bias events have been used.
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Figure 3.9: The figure on the left-hand side shows the Emiss
T

resolution in minimum-bias

events for the EM scale Emiss
T

, and for LCW and GCW calibrated Emiss
T

. Results are

shown as a function of the EM scaleΣ ET . The figure on the left-hand side campares the

resolution of the LCW Emiss
T

in data and MC events. Figures are taken from reference [69].

The LCW Emiss
T calibration scheme has been used successfully in W inclusive and

W+jets cross section measurements [70, 71], providing a good understanding of these

processes. Figure 3.10 (taken from reference [70]) shows the Emiss
T distributions in an

inclusive sample of events with one electron (left) or one muon (right) with pT >20 GeV.

The figure shows how the distributions in data and MC are in reasonable agreement,

both in the low Emiss
T region (Emiss

T <30 GeV) dominated by QCD multi-jet events,

and for higher Emiss
T values dominated by W production.
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3.3 Reconstruction of physics object
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4

Search for new phenomena in the

mono-jet final state at
√
s=7 TeV

This chapter describes the mono-jet analysis performed with the full 2011 dataset of

p-p collisions at
√
s =7 TeV. The analysis has been published in JHEP [72], and follows

other two publications that made use of lower integrated luminosity: 33 pb−1 of data

collected in 2010 [73], and the first 1 fb−1 of data collected in 2011 [74]. The analysis

performed with
√
s =8 TeV data collected in 2012 is the subject of the next chapter.

This chapter is organized as follows. Sections 4.1 and 4.2 present the various aspects

of the ATLAS recorded dataset and simulated MC samples used for this analysis. The

definition of the physics objects and the event selection criteria are detailed in sections

4.3 and 4.4, respectively. The background estimation is described in section 4.5, and

results are presented in section 4.6. Section 4.7 discusses the interpretation of the

results in the context of Large Extra Dimension models and WIMP pair production.

For the analysis of the full 2011 dataset, two alternative methods for Z/W+jet BG

estimation have been developed within the ATLAS collaboration. The first method,

presented in this chapter, follows closely the procedures used in the other ATLAS

publications on searches in the mono-jet final state. The second method, detailed in

appendix E, makes use of slightly different proceedings, mainly regarding the selection

of events to be used for control samples. The estimation of the BG processes and the

level of systematic uncertainties are in good agreement between the two procedures.

Finally, the second method was adopted for the nominal results in the paper [72],

while the method previously used was employed as a cross check.
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4.1 Data sample

This analysis makes use of the full 7 TeV dataset recorded by ATLAS in 2011. This

corresponds to an integrated luminosity of 5.2 fb−1. After applying basic data quality

requirements on the data-taking conditions the remaining datasets consist of 4.7 fb−1.

The maximum instantaneous luminosity increased from 1.3·1030cm−2s−1 to 3.6·1033cm−2s−1

along the year. This translated into an increase of the mean number of collisions per

bunch crossing from 2.6 to 17.5.

Trigger selection. Events are collected with the lowest unprescaled Emiss
T trigger

item, called “EF xe60 verytight noMu”, which has the following thresholds at the three

trigger levels :

• Emiss
T (L1) > 50 GeV

• Emiss
T (L2) > 55 GeV

• Emiss
T (EF ) > 60 GeV

Details about the implementation of the Emiss
T trigger can be found in reference [75].

The trigger algorithms use only calorimeter-based quantities with no corrections for

identified muons.

LAr hole. The detector conditions have also been changing during the year. The

biggest detector problem that affected this analysis was the failure of 6 front-end boards

(FEB) that correspond to adjacent areas of the barrel LAr calorimeter (see section

3.2.2). This dead region of the calorimeter will be referred as the “LAr hole”. Due to

this problem it was not possible to reconstruct the energy deposited in the second and

third layer of the calorimeter in the region with −0.8 < φ < −0.6 and 0 < η < 1.4. This

problem concerned only a part of the dataset that corresponds to 1 fb−1 of integrated

luminosity. During a LHC technical stop in July 2011, 4 out of the 6 non-functioning

FEBs were recovered. After this fix only the energy in the third layer was unmeasured,

resulting in a much smaller impact in the analysis. Dedicated cleaning requirements

have been implemented in order to remove events affected by the LAr hole. This is

described in the section 4.4.

52



4.2 Monte Carlo simulated samples

4.2 Monte Carlo simulated samples

MC samples of collision events are used in this analysis for the Standard Model (SM)

background estimation and for the simulation of new physics processes.

For all the SM processes, the MC events are passed through the simulation of the de-

tector made in GEANT4 [76]. Signal samples have been produced with ATLASFAST-II

[77], that uses a simplified description of the interaction between particles and detector

material. Single particle showers in the calorimeter are simulated using parametrized

longitudinal and lateral energy profiles. For this reason, ATLASFAST-II is up to 100

times faster in terms of CPU time compared to the full GEANT4 simulation. Dedicated

studies on jet and Emiss
T shown that the ATLASFAST-II simulation reliably describes

the detector response. Moreover, a comparison between fast and full simulation on the

mono-jet signal samples shows no substancial differences, giving additional confidence

to the use of ATLASFAST-II.

In order to account for the multiple interactions (pile-up) in the same and in the

neighbor bunch crossing, all samples are generated with MC minimum bias interac-

tions that are overlaid with the hard scattering event. The number of minimum bias

interactions follows the distribution measured in the data for the analyzed dataset.

4.2.1 MC generation of SM processes

Z/W+jets production. A set of Z/W+jets MC samples has been produced with

ALPGEN [78] interfaced with HERWIG [79] [80] for the parton shower (PS), fragmenta-

tion and hadronization, and JIMMY [11] to simulate the underlying events. ALPGEN

samples use the PDF set CTEQ6L1 [81] and the factorization and normalization scales

are set to
√

M2
W/Z + p2T, where pT is the scalar sum of the pT of the outgoing partons.

W (→ /ν)+jets and Z(→ νν)+jets samples are generated with up to six outgoing

partons with LO matrix elements, while the Z/γ∗(→ //)+jets samples are generated

with up to five partons. The MLM technique (see section 2.1) is used to match matrix

elements to PS evolution.

Another set of Z/W+jets samples produced with SHERPA [82] has been used in the

analysis to assess systematic uncertainties. The CT10 PDF set has been used for this

generation. All Z/W+jets samples (from both ALPGEN and SHERPA) are initially

53



4. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE AT

√
S=7 TEV

normalized to the inclusive Drell-Yan and W (→ /ν) cross sections calculated at NNLO

in perturbative QCD with the FEWZ program [14], using MSTW2008 PDFs.

Top production. The production of single top and tt̄ has been generated with

MC@NLO [83]. A top mass of 172.5 GeV and the NLO PDF set CTEQ6.6 [84] have

been used for the generation. MC@NLO is interfaced with HERWIG and JIMMY, for

parton shower, hadronization, and underlying event.

Inclusive jet production. Jet production from QCD-only interactions is simulated

with PYTHIA [85]. It’s worth to mention that the QCD multi-jet background is deter-

mined from data, and that these MC samples are only used to build distributions for

the plots.

Di-bosons production. Samples of WW, WZ and ZZ production generated with

HERWIG and SHERPA have been used for the di-boson background estimation. NLO

cross sections calculated using MCFM [13] have been employed for the normalization.

4.2.2 MC generation of graviton production in ADD scenario

MC samples of graviton production in association with a parton (see section 2.4.1) are

generated using PYTHIA, and the PDF set CTEQ6.6 has been considered for final

results1. A low energy effective field theory has been implemented as in reference [18]

considering the contributions of different graviton mass modes. The renormalization

and factorization scale have been set to
√

M2
G + p2T where pT is the transverse mo-

mentum of the outgoing parton. Samples have been generated with number of extra

dimensions n between two and six, and the scale of the effective field theoryMD ranging

between 2.5 TeV and 3.5 TeV2. For the interpretation of the results in terms of graviton

production, events are normalized both to the LO and NLO cross sections calculated

by the authors of reference [87], for the phase space explored in this analysis.

1The ADD MC samples are in fact produced with PDF set MRST2008 LO** [86]. Event yields as

well as cross section and PDF systematic uncertainties are obtained by re-weighting the MC samples

to the CTEQ6.6 set.
2The acceptance of this signal does not depend on MD so that limits can be extrapolated to higher

values of MD.
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4.2.3 MC generation of WIMP pair production

The production of WIMP pairs plus jets has been simulated with MADGRAPH5 [88]

with LO matrix elements for up to two outgoing partons from ISR. The PDF set used

for these MC samples has been CTEQ6L1. The renormalization and factorization scales

are set to the sum of
√

m2 + p2T for all the particles in the final state. PYTHIA is used

for PS and hadronization, and the MLM prescription is employed to match matrix

elements to PS.

In this analysis, WIMPs are assumed to be Dirac fermions and we consider the

interaction operators D1, D5, D8, D9 and D11, described in section 2.4.2, following

the convention in [40]. For each operator, the MC samples have been produced with

WIMP masses ranging from 10 GeV to 1.3 TeV. The interactions between WIMPs and

quarks are considered flavour-universal for the first two quark generations.

4.3 Object definition

Details on the reconstruction and calibration of electrons, muons, jets, and Emiss
T were

given in section 3.3.

Jet candidates are reconstructed from calorimeter topo-clusters using the antikt

algorithm [62] with the distance parameter R = 0.4. The jet energy is corrected with

pT and η dependent calibration factors [65]. After the calibration, only the jets with

pT > 30 GeV and |η| < 4.5 are considered for this analysis1. Jets are ordered in pT so

that the leading jet is the jet with the highest pT.

The Emiss
T is defined by the vectorial sum of all calorimeter topo-clusters with

|η| < 4.5. Each cluster is calibrated with factors that take into account the differ-

ent response of the calorimeters to hadrons compared to electrons or photons, as well

as dead material and out-of-cluster energy losses [68, 89]. In this analysis the Emiss
T is

only calorimeter-based and no correction for potential identified muons is applied.

Electron candidates are reconstructed from a calorimeter cluster of energy associ-

ated with a good quality track. Electrons are required to pass the medium [60] selection

criteria, based on the electron shower shape and associated track. In this analysis, elec-

trons are required to have pT > 20 GeV and |η| < 2.47. In order to resolve ambiguities

1The only exception to this rule is for the rejection of non-collision events due to coherent noise or

fake signal in the calorimeter, for which jets are defined with pT > 20 GeV.
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between electrons and jets, an overlap removal procedure has been applied. If a jet and

an electron have∆ R(jet, el.) < 0.2 the electron is kept in the analysis, and the jet is

considered a fake and therefore removed from the jet list. Instead, if the electron-jet

distance is 0.2 < ∆R < 0.4, the electron is considered part of the jet, and therefore it

is removed from the electron list, while the jet is kept in the analysis.

Muon candidates are reconstructed from either associating a stand-alone muon spec-

trometer track to an inner detector track, or from an inner detector track that is con-

firmed by a directional segment in the muon spectrometer [70]. In this analysis, muons

are selected with pT > 7 GeV and |η| < 2.5. They are required to be isolated: the

scalar pT sum of tracks within∆ R < 0.2 around the muon track must be less than

1.8 GeV.

MC events are corrected to have the same electron and muon reconstruction effi-

ciency as in data. The correction factors, in bins of pT and η, have been retrieved from

inclusive W (→ eν) , W (→ µν) , Z(→ ee) and Z(→ µµ) events. These factors typically

differ from unity by less than 0.5%.

4.4 Event selection

Data and MC events are required to pass the following selection criteria:

• Events are required to have Emiss
T > 120 GeV and a leading jet with pT > 120 GeV

and |η| < 2.

• Events with more than two jets (with pT > 30 GeV and |η| < 4.5) are rejected.

• In order to reduce the multi-jet background from QCD interactions, the second

leading jet (if any) is required to have∆ φ(jet2, Emiss
T ) > 0.5.

• Reconstruction of a primary vertex with at least two tracks of pT > 0.4 GeV.

This requirement rejects non-collision events.

• No jet with pT > 20 GeV1 and |η| < 4.5 presenting anomalous behavior of the jet

quantities, such as the timing, the shape of the electronic pulses used for the en-

ergy reconstruction, or the fraction of energy deposited in the different calorimeter

1Only for this requirement, jets are selected with pT > 20 GeV. Otherwise, jets are defined with

the threshold pT > 30 GeV.
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layers. These requirements spot events with fake jets as well as coherent noise or

electronic burst in the calorimeters (see reference [90]).

• In order to remove remaining events from beam-related backgrounds, the leading

jet is required to have fCH = ΣptrackT /pjetT > 0.02, whereΣ ptrackT is the scalar

sum of the pT of all tracks with∆ R < 0.4 from the jet axis. Furthermore the

leading jet is required to have fEM ≥ 0.1, where fEM is the fraction of jet energy

deposited in the electromagnetic calorimeter.

• As described in section 4.1, part of the data has been affected by an electronic

failure in the LAr calorimeter. Events are rejected if a jet is reconstructed in the

affected area and if it points in the direction of the Emiss
T (∆R(jet, Emiss

T ) < 0.4).

This requirement only rejects a few percent of the events in the affected part of

the dataset and the impact on the final results is therefore negligible.

• Events with identified muons or electrons are rejected. This cut reduces the

background from all processes with isolated leptons, mainly W (→ /ν) + jet and

Z(→ //) + jet, but also top and di-boson production.

Four different signal regions (SRs) are defined, with cuts on Emiss
T and leading

jet pT of 120 GeV, 220 GeV, 350 GeV and 500 GeV. The selection requirements are

summarized in table 4.1.

Signal regions SR1 SR2 SR3 SR4

Common requirements

vertex + jet cleaning + LAr hole cleaning +

Njets ≤ 2 + |ηjet1| < 2 + ∆φ(jet2, Emiss
T ) > 0.5 +

lepton veto

Emiss
T > 120 GeV 220 GeV 350 GeV 500 GeV

pjet1T > 120 GeV 220 GeV 350 GeV 500 GeV

Table 4.1: Summary of the selection requirements for the four signal regions.

Trigger efficiency For the selection requirements of SR1, the trigger item used to

collect events (see section 4.1) is not fully efficient. To determine the trigger effi-

ciency we select an unbiased data sample collected with a different trigger (called
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“EF mu18 medium”) whose algorithms are based on Muon Spectrometer quantities.

The total integrated luminosity of this sample is 4.5 fb−1. Events are then required to

pass the mono-jet selection of SR1, plus the identification of a muon with pT > 20 GeV.

Figure 4.1 shows the trigger efficiency as a function of the Emiss
T . The trigger item

used for this analysis is found to be more than 98% efficient for events in SR1, while

it is fully efficient for the other SRs. For comparison a W (→ µν) + jet MC sample

generated with ALPGEN has been used. MC events are required to pass the same

event selection of the data. Trigger efficiencies derived from data and from MC agree

within 1%. This difference is taken into account in the BG estimation and has a small

impact in the BG determination.
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Figure 4.1: Efficiency of the trigger used for this analysis (called

“EF xe60 verytight noMu”) as a function of the offline Emiss
T

. An independent

trigger selection (“EF mu18 medium”) has been used for this study. Data (in black) is

compared to a W (→ µν) Alpgen MC (in red). On the right, a zoomed view of the left

plot is shown.[Figures taken from [91]]

4.5 Estimation of the background contributions

4.5.1 Z/W+jets production

The production of a Z or W boson in association with jets constitutes the main back-

ground (BG) of this analysis (∼ 97% of the total BG). Controlling the total number of

events and also the shape of the kinematic distributions (such as Emiss
T , pT of the jets,

etc.) is crucial for reaching a good sensitivity for mono-jet signals coming from new

physics.
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4.5 Estimation of the background contributions

A pure MC prediction of these processes would suffer from large theoretical uncer-

tainties (up to 40%) originating, for example, from the choice of the PDFs and the

renormalization and factorization scales, as well as from experimental uncertainties re-

lated to the determination of the absolute JES and luminosity, among others. These

systematic uncertainties affect both the absolute normalization and the shape of the

predicted distributions. Nevertheless, ATLAS results on boson+jet(s) production [92],

[93] demonstrate that the nominal MC predictions describe the data reasonably well,

and that the data has the potential to constrain the size of the systematic uncertainty

on the MC.

This section describes a data-driven method developed in order to estimate the

Z/W+jet contribution to the signal region (SR). The method has been designed to

minimize the use of MC information, and to reduce the systematic uncertainty using

as much as possible informations from the data in control regions (CRs).

The dominant BG is the irreducible component of the Z+jets in which Z(→ νν)

decays generate large Emiss
T . The W+jets BG is composed by W (→ τν), W (→ µν)

and W (→ eν) events in which no electrons or muons are identified. The Z(→ //)+jets

contribution is much smaller compared to the others due to the smaller cross section

and the presence of two charged leptons in the final state (rejected by the lepton veto).

The estimation of each of these contributions has been done with a data-driven

technique that can be split in three steps:

• Define the CR to select Z/W+jet events in data. CRs are defined to have no

overlap with the SR and to have none or negligible contributions from monojet-

like signals.

• Using MC events, build the transfer factors (TF) (defined below), that converts

observations in the CR into background estimates for the SR.

• Multiply the TF to the number of events observed in data in the CR, to get the

data-driven estimation of the process in the SR.

In the following, we will first define the CRs and the TFs, and then we will detail

the systematic uncertainties on the BG estimation.

59



4. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE AT

√
S=7 TEV

4.5.1.1 Control regions

In this analysis, four different control regions (CRs) have been considered: two inclusive

CRs with at least one identified muon or one identified electron, and two specific CRs

to select W (→ µν) or Z(→ µµ) decays.

The inclusive electron CR is defined by inverting the electron veto and applying

all the other selection cuts of the SR. This means that all the events with at least one

electron will enter in the electron CR.

Events in the inclusive electron CR are mainlyW (→ eν)+jets, with a contamination

from W (→ τν)+jets with τ → eνν (∼ 20%), top (∼ 3%), di-boson (< 1%) and

Z(→ ττ)+jets (< 1%). It is worth to mention that Z(→ ee)+jets events are not

passing the selection because of the large Emiss
T requirement.

Similarly, the inclusive muon CR is defined by inverting the muon veto and applying

all other selection cuts of the SR. This CR is mainly composed by W (→ µν)+jets with

smaller fractions of Z(→ µµ)+jets (∼ 10%), W (→ τν)+jets (∼ 10%), but also top

(∼ 5%), Z(→ ττ)+jets (∼ 3%), and di-boson (∼ 1%).

The W (→ µν) CR and the Z(→ µµ) CR are defined in order to select the two

processes separately. The W (→ µν) CR is defined selecting events with only one muon

and applying an extra selection cut on the reconstructedW transverse mass 40 < MT <

100 GeV, defined as

MT =
√

2 pTEmiss,µ
T (1− cos∆φ(muon, Emiss,µ

T )) ,

where Emiss,µ
T is the missing transverse energy (calorimeter based, as defined in section

4.4) plus a term to consider the four-momentum of the reconstructed muon. In this

way Emiss,µ
T is the best estimate of the transverse momentum of the neutrino escaping

detection1. Similarly, the Z(→ µµ) CR is defined selecting events with exactly two

muons with an invariant mass within 76 < Mµµ < 116 GeV. It has to be noticed that

the W (→ µν) CR and the Z(→ µµ) CR are in fact two sub-samples of the inclusive

muon CR.

CRs and SRs are defined by the presence or the absence of electrons and muons,

therefore a good knowledge of the identification of these object is crucial for a pre-

cise BG prediction. Figures 4.2 and 4.3 show the main kinematic distribution of the

1Only in the definition of the transverse mass MT , the Emiss
T is defined with a correction term to

account for identified muons. Otherwise, the Emiss
T is only calorimeter based.
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4.5 Estimation of the background contributions

reconstructed leptons for SR1 (Emiss
T , jet1 pT >120 GeV). Figure 4.4 shows the dis-

tributions of MT and Mµµ. The MT distribution is shown for events with only one

identified muon, and the Mµµ for those with exactly two muons.
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Figure 4.2: Kinematic distributions of the identified muons in the inclusive muon CR for

the selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).

For each SR, a corresponding set of four CRs (two inclusive and two for the W (→
µν) and Z(→ µµ) selection) is defined with the same Emiss

T and jet selection. The BG

estimation for SR1 (Emiss
T , jet1 pT >120 GeV) has been made from the four CRs with

Emiss
T , jet1 pT >120 GeV. Similarly for SR2, SR3 and SR4 the estimations make use

of CRs with Emiss
T , jet1 pT >220 GeV, 350 GeV and 500 GeV respectively.

Figures 4.5 and 4.6 present the measured Emiss
T and jet distributions in the inclu-

sive electron and inclusive muon CRs, respectively, compared to the MC predictions.

Similarly, Figs. 4.7 and 4.8 show the Emiss
T and jet distributions as measured in the ex-
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Figure 4.3: Kinematic distributions of the identified electrons in the inclusive electron

CR for the selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).

clusive W (→ µν) and Z(→ µµ) CRs. In all these plots, and only for illustration to put

emphasis on the shape, the MC samples are normalized to the data including a global

scale factor. These normalization factors for all the CRs are collected in Table 4.2. The

factors have been calculated after the Z/W+jets MC samples have been normalized to

the inclusive NNLO Drell-Yan and inclusive W (→ /ν) cross sections (see section 4.2),

and after the subtraction of the other processes (top and di-boson production). All the

distributions show a reasonable agreement between data and MC.
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4.5 Estimation of the background contributions

Region 1 Region 2 Region 3 Region 4

Electron CR 0.926±0.009 0.80±0.03 0.80±0.08 1.0 ±0.3

Muon CR 0.963±0.005 0.87±0.01 0.81±0.04 0.65±0.09

W (→ µν) CR 0.959±0.006 0.85±0.02 0.78±0.05 0.65±0.13

Z(→ µµ) CR 0.978±0.015 0.89±0.05 1.01±0.17 0.9±0.4

Table 4.2: Summary of the CR normalization factors with their corresponding statisti-

cal uncertainties from data and MC in the various CRs. These factors are used for the

normalization of the Z/W+jets MC samples in figures 4.5 - 4.8.
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Figure 4.4: The distributions of MT and Mµµ. The exclusive W (→ µν) CR is obtained

requiring 40 GeV< MT < 100 GeV. Instead the Z(→ µµ) exclusive CR is obtained

requiring 76 GeV < Mµµ < 116 GeV.
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Figure 4.5: Kinematic distributions of the events in the inclusive electron CR for the

selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).
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Figure 4.6: Kinematic distributions of the events in the inclusive muon CR for the

selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).
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Figure 4.7: Kinematic distributions of the events in the exclusive W (→ µν)+jets CR for

the selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).
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Figure 4.8: Kinematic distributions of the events in the exclusive Z(→ µµ) CR for the

selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).
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4.5 Estimation of the background contributions

4.5.1.2 Transfer factors method

As already mentioned, the aim of the transfer factor method is to reduce as much

as possible the uncertainties on the BG estimation exploiting the information of the

data in the CRs. In order to estimate the BG contribution of a given process in the

SRs the number of data events in a CR is corrected with MC-based factors (called

transfer factors or simply TFs). As an example, in order to estimate the Z(→ νν)+jets

contribution to the SR we can clearly make use of the events in the Z(→ µµ)+jets CR.

Since the Emiss
T is calorimeter based, Z(→ νν)+jets events in the SR and Z(→ µµ)+jets

events in the CR have a very similar behavior1. The differences are the related to:

• the branching ratios of the Z decays,

• the muon identification,

• the energy deposited in the calorimeters by the muons and by the radiated photons

(typically few GeV),

• the contribution of the photon propagator and the interference with the Z.

All these differences between SR and CR events are taken into account in the TFs.

The TF method provides a separate estimation of every Z/W+jets process (Z(→
νν), W (→ eν) , W (→ µν) , W (→ τν), Z(→ ττ), and Z(→ µµ)2), using one of the four

CRs defined previously (W (→ µν) , Z(→ µµ), inclusive muon and inclusive electron).

For each process a correspondent CR is chosen, and the number of SR events N est.
SR is

estimated with the formula:

N est.
SR = (Ndata TOT

CR −NMC
BG )× [

NMC
SR

NMC
CR

] , (4.1)

where:

• Ndata TOT
CR is the number of all data events selected in CR

• NMC
BG is the number of top and di-bosons events in CR estimated from MC

• NMC
SR is the number of SR events of the process under investigation estimated

from MC
1This is the reason why the Emiss

T has been defined without any correction for the muons.
2The Z(→ ee) + jets is negligible because of the Emiss

T requirement.
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• NMC
CR is the number of Z/W+jets events in CR estimated from MC

• The ratio NMC
SR /NMC

CR is called transfer factor (TF).

The TFs are in fact the ratio of simulated events for the process in the SR over the

number of simulated events in the CR. In this way the TF includes in one factor all

effects related to lepton acceptance and efficiency as well as the production cross section

and branching ratios of the different processes. The CRs have a contamination of di-

bosons and top production (order of 3%) that are subtracted using MC estimates, as

shown in formula 4.1. This subtraction has an impact on the total BG uncertainty of

the order of 1%(see below).

In the example of the Z(→ νν)+jets estimation from the Z(→ µµ)+jets CR, the

following formula is used:

N est.
SR (Z(→ νν)) = (Ndata TOT

CR (Z(→ µµ)) - NMC
BG (Z(→ µµ))) × [

NMC
SR (Z(→νν))

NMC
CR (Z(→µµ))

]

The Z(→ νν)+jets contribution can also be estimated from theW (→ µν)+jets CR, and

from the inclusive muon CR, relying on MC for the ratios between Z+jets and W+jets

processes. Figure 4.9 presents the comparison of the results for the Z(→ νν)+jets BG

as determined from the different CR. The comparison demonstrates the consistency

across different CRs. As expected, the results from the inclusive muon CR are very

close to those from the Z(→ µµ)+jets and W (→ µν) +jets CR. The comparison also

illustrates how a data-driven procedure based on the Z(→ µµ)+jets sample alone would

suffer from large statistical uncertainties.

With the TF method most of the systematic uncertainties on the BG estimation are

largely reduced. For example the luminosity uncertainty does not affect the TF, since is

exactly cancelled in the ratio. The jet energy scale (JES) uncertainty is largely reduced

as well (see below) since a change on the energy scale would change the denominator and

denominator in a very similar way, so that the TF is mostly unchanged. To minimize

the effects on the TF it’s important that CRs have a final state as close as possible to

the SR process that we want to estimate. This argument has driven the choice of the

CRs to be used for each SR estimate.

The Z(→ νν)+jets, W (→ τν)+jets, W (→ µν) +jets, and Z(→ µµ)+jets back-

grounds are first estimated separately from the W (→ µν) +jets or Z(→ µµ)+jets

CRs. Then, for each process the predictions from the two CRs are combined for the
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Figure 4.9: Comparison of Z(→ νν)+jets estimations using different methods for the

four SRs (SR1 and SR2 in the upper plots, SR3 and SR4 in the lower ones). The error

bands represent statistical errors only.
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final estimation. The combination is an error-weighted average that takes into ac-

count the correlations of the statistical errors. Instead the processes W (→ eν) +jets,

Z(→ ττ)+jets, and Z(→ ee)+jets are estimated using the inclusive electron CR.

As a cross-check, the W (→ τν)+jets estimation was carried out using W (→ µν) ,

Z(→ µµ) and inclusive electron CRs and the results were consistent to each other

within uncertainties1. For the final results, the estimation based on the W (→ µν)

and Z(→ µµ) control samples was adopted, because of the higher statistics in these

CRs. Nevertheless the use of the inclusive electron sample could also be justified since

the τ dominantly decays into a narrow jet leaving energy in the calorimeters, so that

W (→ τν)+jet events behave similarly to W (→ eν) +jet events.

The TF method can also be applied bin-by-bin to the different distributions, leading

to a data-driven corrected shape in the SR. Technically this means that formula 4.1

is used for the estimation of the number of events in each bin of the distribution. It’s

worth to mention here that estimating the total number of events from formula 4.1 or

by integrating the bin-by bin corrected distributions, give the same result.

Figures 4.10 presents the steps for building the Z(→ νν)+jets Emiss
T distribution

in SR1 from the W (→ µν) +jets CR. The same procedure repeated from the Z(→
µµ)+jets CR is shown in figure 4.11.

1This comparison consider both the statistical uncertainty and systematic uncertainties that are

presented in the following.
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Figure 4.10: Procedure to build the Z(→ νν)+jets Emiss
T

distribution for SR1 from

W (→ µν) +jets CR. Top left plot shows the distribution of Emiss
T

for the data (black) and

the MC (red) in the W (→ µν)+jets CR and the Z(→ νν)+jets MC in the SR (blue). The

Top right plot shows the transfer factor (TF) as described in the text. The bottom left

plot shows the estimated Z(→ νν) Emiss
T

distribution (open circle) compared to the MC

only prediction (blue). The bottom right plot shows the ratio of the data-driven and the

MC-only estimated SR distribution. Only statistical errors are shown.
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Figure 4.11: Procedure to build the Z(→ νν)+jets Emiss
T

distribution for SR1 from

Z(→ µµ)+jets CR. Top left plot shows the distribution of Emiss
T

for the data (black) and

the MC (red) in the Z(→ µµ)+jets CR and the Z(→ νν)+jets MC in the SR (blue). The

Top right plot shows the transfer factor (TF) as described in the text. The bottom left

plot shows the estimated Z(→ νν) Emiss
T

distribution (open circle) compared to the MC

only prediction (blue). The bottom right plot shows the ratio of the data-driven and the

MC-only estimated SR distribution. Only statistical errors are shown.
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4.5.1.3 Statistical and systematic uncertainties

For each process, the statistical uncertainty on the estimation has been calculated

combining the uncertainties from each component of equation 4.1: data in CR and MC

in both SR and CR. In order to calculate the statistical error on the total Z/W+jets BG

the uncertainties of all the processes are combined, taking into account the correlations.

Different classes of systematic uncertainty are considered in the Z/W+jets BG de-

termination:

• Z/W+jets MC modeling

• Jet and Emiss
T related uncertainties

• Lepton identification

• Background subtraction in control regions

• Trigger efficiency

• Luminosity

Uncertainties on the Z/W+jets MC modeling As we discussed previously, the

data-driven method implemented in this BG estimation allows to cancel the leading

contribution of the different sources of uncertainty on the MC simulation. In the

following, the residual uncertainties on the Z/W+jets MC prediction are assessed. This

includes uncertainties related to: parton shower (PS) modeling, matrix element to PS

matching, choice of the renormalization and factorization scales, and the choice of the

PDF set. The different variations result in different predictions for the processes under

study. For example, on the Z+jet and W+jet production ALPGEN and SHERPA

give different predictions, in particular on the shape of the jet pT. Figures 4.12(a)

(taken from [92] ) and 4.12(b) (taken from [93]) show the measured differential cross

section as a function of the leading jet pT in Z(→ //)+jets and W (→ /ν)+jets events,

respectively. Considering the systematic uncertainties on these measurements both the

ALPGEN and SHERPA predictions are in agreement with the data. Nevertheless, the

shape the jet pT in the two MCs has opposite tendency. At pT ∼ 150 GeV ALPGEN

and SHERPA predictions differ by ∼ 20% and the difference tends to increase for higher

pT.
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Figure 4.12: Differential cross section measurement of Z(→ //) + jets (left) and W (→
/ν) + jets (right) as a function of leading jet pT. Pictures are taken from [? ] and [? ]

references. Integrated luminosities of 5 fb−1 and 35 pb−1 of 7 TeV data have been used

respectively for the left and right plot. The measured differential cross section is compared

with predictions from SHERPA and ALPGEN, showing a different behavior of the two MC

generator on the jet pT prediction.

To assess systematic uncertainties on the MC modeling, the Z/W+jets BG estima-

tions made with ALPGEN and SHERPA have been compared. Because of the large

difference between the two MC predictions, this is considered a conservative approach.

Two different procedures have been carried out for comparing ALPGEN and SHERPA

results. The first compares directly the estimations made with the two sets of MC

samples, resulting in SR1 in a difference of 1.6% with a statistical error of 1.1%. For

SR2, SR3 and SR4 the differences are 3.7 ± 3.0%, 8 ± 11% and 4 ± 26%. Due to the

severe lack of statistics in the SHERPA samples the comparison suffers from large un-

certainties as one increases the Emiss
T and jet pT thresholds. In the second comparison,
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the ALPGEN events have been re-weighted to follow the pT distribution of the W and

Z bosons in SHERPA. The weights are defined by the ratio of the distributions in the

two sets of MC samples before any selection is applied. The values of the weights go

from 1.15 at low boson pT, to 0.72 for pT > 250 GeV. The comparison between the

original ALPGEN predictions and the predictions from the modified samples is about

3% in SR1 and is smaller than 1% for the other SRs.

The ALPGEN-SHERPA differences from these two comparisons are summarized in

figure 5.5. The difference shows no dependency with increased thresholds on pT and

Emiss
T . Therefore an uncertainty of 3% has been considered for the four SRs.
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Figure 4.13: Detail of the comparison between the total Z/W+jets BG using SHERPA

and ALPGENMC samples. Black points show the relative difference between the SHERPA

and ALPGEN estimations. Blue points show the relative change of the ALPGEN results

when weights have been applied to correct the boson pT distribution based on the SHERPA

prediction. Based on these result a systematic uncertainty of 3% has been chosen (repre-

sented by the shadowed band).

Lepton related uncertainties The uncertainty on the lepton identification is not

reduced by the data-driven BG estimation, because its effects are not canceled in the TF

ratios. Nevertheless, MC events are corrected with lepton identification scale factors to
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have the same reconstruction efficiency as in data, and the remaining uncertainties are

propagated to the final result. The uncertainty on the scale factors are both statistical

(from the finite size of the event sample used to estimate them) and systematics (from

the method implemented to retrieve them).

In the case of the muon scale factors, this translates into uncertainties between

a 0.8% and 3% on the total BG as the jet pT and Emiss
T increase. Similarly, the

uncertainty on the electron scale factors introduces an uncertainty on the total BG

that varies between 0.4% and 0.3%. The effect of the electron systematics is smaller

compared to the muon, because the electron CR is used only for the W (→ eν) + jet

and Z(→ ττ) + jet estimations. The uncertainties on the muon momentum scale and

resolution have been evaluated and varies between 0.02% for SR1 and 0.5% for SR4.

Instead, the uncertainties on the electron energy scale goes from 0.2% for SR1 and 0.3%

for SR4. The final systematic uncertainty due to the lepton identification (considering

both electrons and muons) is 1% and 3% for SR1 and SR4, respectively.

Jet and Emiss
T related uncertainties Various sources of systematic uncertainties

on the jet energy scale (JES) have been considered[65]: calorimeter energy response,

MC-based and in-situ calibration, pile-up and presence of close-by jets, partonic flavor,

are the most relevant (see section 3.3.3). The JES uncertainty, in absence of pile-up

and near-by jets, varies between 2.5% for central high-pT jets (|η| < 0.8, 60 < pT <

800 GeV) and 14% for forward low-pT jets (3.2 < |η| < 4.5, 20 < pT < 30 GeV).

Close-by jets with∆ R < 0.7 introduce an additional uncertainty of 2-3%. Multiple

interactions in the same bunch-crossings introduce, for jets with pT = 30 GeV (pT =

100 GeV), an uncertainty on the jet momentum of 0.5% (0.1%) for each reconstructed

vertex. To evaluate the impact on the Z/W+jets BG estimation, the pT of all jets is

scaled up and down according to the JES uncertainty, and the estimation is repeated.

The impact due to the jet energy resolution (JER) uncertainty has been evaluated by

smearing the pT of all the jets according to the its uncertainty. The effect of JER on

the total BG estimation is negligible.

The Emiss
T reconstruction has various sources of uncertainties due to the presence

of jets, electrons, and soft particles coming from pile-up and underlying event. No

uncertainty needs to be estimated regarding the muons since the muons are not part

of the Emiss
T reconstruction.
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The main Emiss
T uncertainty is related to the JES, and is evaluated varying simul-

taneously the Emiss
T and the pT of the jets since their uncertainties are correlated. To

estimate the impact of the JES on the Emiss
T , the relative jet-level variations of the first

two leading jets are propagated to the Emiss
T . As a cross-check the same procedure has

been carried out considering all jets with pT > 20 GeV for the Emiss
T estimator. The

first procedure gives larger uncertainties and it has been used for the final results in

table 4.3. The total uncertainty due to Emiss
T and JES on the final number of BG events

in the signal region is about 2% for SR1. It is worth mentioning that the Monte Carlo

predictions in the SR and the CR both move by O(20%). Thus the 2% is the residual

uncertainty after applying the TF method. In SR4 the uncertainty increases up to 4%

reflecting, to some extent, the limited MC statistics.

The Emiss
T uncertainty from the electron energy scale has been estimated by varying

the electron pT according to its uncertainty, and simultaneously propagating the change

to the Emiss
T . The effect on the total Z/W+jets estimation is 0.2% in SR1.

As the Emiss
T is computed using all topo-clusters up to |η| < 4.5, and not only the

ones associated with jets or electrons, the uncertainty from non associated topo-clusters

needs to be evaluated. This is done by changing the topo-cluster energy scale according

to the E/p studies carried out in ATLAS. The effect of this component on the transfer

factors is negligible.

Uncertainties from background subtraction in control regions In the lepton

control regions there is a small contribution from the tt̄, single top and di-bosons.

These processes are subtracted from the CRs using MC estimates. The uncertainty

on the subtraction propagates as an uncertainty on the number of data events in the

CR, which leads to an uncertainty on the Z/W+jets BG determination in the SR.

A conservative 20% uncertainty is considered on the number of tt̄, single top and di-

bosons. The uncertainty on these processes is considered fully correlated, because

the JES uncertainty (about 16%) is the dominant uncertainty on these BGs. This

subtraction results in about 1% uncertainty on the Z/W+jets BG in the SRs.

Uncertainty on the luminosity The uncertainty on the absolute integrated lu-

minosity is not considered for the final result since it affects the numerator and the
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denominator of the TF in the same way, so that the ratio is unchanged. The lumi-

nosity uncertainty on top and di-boson production indirectly affects the Z/W+jets

estimation. This effect is very small and is considered in the uncertainty on the BG

subtraction in the CRs.

Uncertainties on the trigger efficiency As described in section 4.4, the trigger

used for this analysis is ∼ 98% efficient for SR1 and a ∼ 1% difference in efficiency

between data and MC has been observed. Instead, for SR2, SR3, and SR4 the trigger

selection is fully efficient. In order to evaluate the effect of the trigger turn-on curve,

the full Z/W estimation has been repeated with different trigger requirements on MC

events. In one case a trigger item with higher thresholds (“EF xe90 noMu”) has been

used, and in another case no trigger requirement have been made. This test shows how

much the BG estimation can vary when using a very different trigger efficiency in the

MC. Differences on the total Z/W+jets BG are 0.2% at most.

Summary of the uncertainties Table 4.3 summarizes the systematic uncertainties

on the total Z/W+jets predictions. The final BG estimation uses the combination

of the results from W (→ µν) and Z(→ µµ) CRs to estimate Z(→ νν), W (→ τν),

W (→ µν) and Z(→ µµ) processes.

As stated previously, these processes could be also estimated from the inclusive

muon CR. Table 4.3 presents the systematic uncertainties on the BG estimation when

predicting these processes from either the inclusive muon CR, or the W (→ µν) CR, or

the combination of W (→ µν) and Z(→ µµ) CRs. The results show how the system-

atic uncertainties are at the same level for different definitions of the CRs. Table 4.3

shows also that predictions using the inclusive muon CR have slightly lower systematic

uncertainties compared to those from the other CRs, especially for SR1 and SR2. This

is explained by the fact that the cuts on MT in the W (→ µν) CR, and on Mµµ in the

Z(→ µµ) CR introduce a further difference between SR and CR selections. Previously

it has been explained that the systematic uncertainties are largely reduced because they

affect the TF numerator and denominator in the same (or similar) way, so that the ra-

tio is much less sensitive to systematic effects. Therefore, if further selection criteria

are added in the CRs and not in the SR, the systematic uncertainties are bounded to

increase.
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Inclusive muon CR

Systematics Region 1 Region 2 Region 3 Region 4

MC modeling 3.0% 3.0% 3.0% 3.0%

Emiss
T /JES/JER 1.5% 2.7% 3.7% 4.0%

Lepton id./scale/res. 0.8% 1.5% 1.8% 2.7%

Background subtraction 1.0% 0.8% 0.8% 1.1%

Trigger 0.2% - - -

Luminosity - - - -

Exclusive W (→ µν) CR

Systematics Region 1 Region 2 Region 3 Region 4

MC modeling 3.0 % 3.0% 3.0% 3.0%

Emiss
T /JES/JER 2.2% 3.4% 3.8% 2.6%

Lepton id./scale/res. 0.7% 1.1% 1.4% 2.4%

Background subtraction 1.1% 0.9% 1.0% 1.2%

Trigger 0.2% - - -

Luminosity - - - -

Combined results from W (→ µν) and Z(→ µµ) CRs

Systematics Region 1 Region 2 Region 3 Region 4

MC modeling 3.0 % 3.0% 3.0% 3.0%

Emiss
T /JES/JER 2.1 % 2.9% 3.9% 2.1%

Lepton id./scale/res. 0.7 % 1.1% 1.4% 2.4%

Background subtraction 1.1 % 0.9% 0.9% 1.1%

Trigger 0.2% - - -

Luminosity - - - -

Table 4.3: Summary of the systematic uncertainties on the total Z/W+jets background.

The final uncertainties are compared for different choices of the muon CRs: the inclusive

muon CR, the W (→ µν) CR, the combination of both W (→ µν) and Z(→ µµ) CRs
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4.5.2 Multi-jet production

Multi-jet events from a pure QCD interaction enter the mono-jet SRs when one or more

jets are mis-measured or completely lost in dead regions of the detector. As illustrated

in figure 4.14, there are two dominant configurations passing the selection cuts: di-jet

and tri-jet events. In both cases, the Emiss
T points to the φ direction of the mis-measured

jet. It is much more probable to loose or mis-measure only one jet than two or more

jets in the same event. Therefore, multi-jet contamination of events with two or more

mis-measured jets can be neglected. This assumption is also supported by dedicated

MC studies, that showed that this fraction of events is negligible.

Figure 4.14: Sketch of the two dominant configurations for the multi-jet events passing

the SR selection: di-jet events (left) and tri-jet events (right).

The multi-jet BG is estimated in a data-driven way by extrapolating the pT spec-

trum of the mis-measured jet below the 30 GeV threshold, hence in the SR. For each

SR, two CRs are defined in order to estimate separately the di-jet and tri-jet BG com-

ponents.

Di-jet control regions The di-jet CRs are obtained applying the selection of the

corresponding SR, but requiring a second jet with pT > 30 GeV and∆ φ(jet2, Emiss
T ) ≤

0.5. This CR is ortogonal to the SR and is dominated by di-jet events, in which the

mis-measurement of the second jet leads to a high Emiss
T (Emiss

T > 120 GeV). The

distribution of∆ φ(jet2, Emiss
T ) before the cut on this variable is shown in figure 4.15

(a) for the Emiss
T and jet pT thresholds corresponding to SR1. For comparison with
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data, the QCD MC samples are normalized to the observed number of events, A scale

factor of 0.76 is needed to bring the normalization of the MC samples, from the LO

cross section provided by PYTHIA, to the number of events in data.
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Figure 4.15: Figure (a) shows the distribution of∆ φ(jet2, Emiss
T

) in a di-jet configuration.

The events with∆ φ ≤ 0.5 are used for the di-jet CR, while the events with ∆φ > 0.5 are

part of the SR, since the second jet is not aligned with the Emiss
T

. Figure (b) shows

∆φ(jet3, Emiss
T

) in events with a tri-jet configuration, and the events with ∆φ ≤ 0.5 are

used for the tri-jet CR.

Figures 4.16 shows the distributions of the relevant quantities of the first two leading

jets and the Emiss
T for the first di-jet CR (jet1 pT, Emiss

T > 120 GeV). Figure 4.17 shows

the distribution of the second jet pT in the di-jet CRs correspondent to SR1 and SR2

(jet1 pT, Emiss
T > 120 GeV and > 220 GeV respectively), after the non-QCD processes

are subtracted from the data. For the subtraction, the Z/W+jets MC samples are

normalized with the scale factors retrieved from the Z/W CRs (described in section

4.5.1). For the BG estimation of SR1 a linear fit is used, while for SR2 a fit to a

constant was performed giving a conservative estimation. For SR3 and SR4 this BG

is considered negligible. The systematic uncertainty is obtained by varying the range

of the fit by 10 GeV and by varying up and down the Z/W+jets scale factors by 10%.

Results are shown in table 4.4.

Tri-jet control regions The tri-jet CRs are obtained applying the selection of the

corresponding SR, but requiring a third jet with pT > 30 GeV,∆ φ(jet3, Emiss
T ) ≤ 0.5

and no fourth jets with pT > 30 GeV. These CRs are orthogonal to the SR and to the
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Figure 4.16: Distribution of Emiss
T

(a), leading jet pT (b), second leading jet pT (c), ratio

between Emiss
T

and leading jet pT (d) in the di-jet CR for the first region selection (jet1

pT, Emiss
T

> 120 GeV).

di-jet CRs previously defined. They are dominated by tri-jet events, in which the mis-

measurement of the third jet leads to a high Emiss
T (Emiss

T >120 GeV). The distribution

of∆ φ(jet3, Emiss
T ) before the cut on this variable is shown in figure 4.15 (b). As for

the di-jet CR plots, QCD MC samples are normalized to the data. This leads to a

normalization factor for the QCD MC samples of 0.78.

Figures 4.18 shows the distributions of the relevant quantities of the first three

leading jets and the Emiss
T for the tri-jet CR corresponding to SR1 (jet1 pT, Emiss

T >

120 GeV). Figure 4.19 shows the pT of the third jet in data and MC, after subtracting

all non-QCD processes. For the BG estimation of SR1, a fit with a second-degree

polynomial function is used. For SR2, SR3 and SR4 a fit to a constant was performed
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Figure 4.17: Distribution of the second jet pT in the di-jet CR with extrapolation below

the 30 GeV threshold for SR1 (left) and SR2 (right). Z/W+jets,top and di-bosons back-

ground are subtracted from the data, and data points can therefore be below zero. Note

that the relevant part of the distribution is the region below 100 GeV.

and the result are compatible with zero. Therefore, this BG is considered negligible for

these SRs. The systematic uncertainty is obtained in the same way as for the di-jet

estimation. Results are shown in table 4.4.

Summary of the multi-jet background estimation The BG estimations from the

di-jet and tri-jet configurations are summed considering the systematic uncertainties

fully correlated. Table 4.4 summarizes the estimations for the four SRs. Although

the uncertainty on the multi-jet BG is large O(100%), its impact on the final result is

relatively small since it contributes as a ∼1% of the total BG in SR1 and SR2.

This QCD multi-jet estimation focuses on the expected number of BG events, but

does not predict the shape of the Emiss
T and jet distributions. PYTHIA MC events are

used in order to build distributions of the multi-jet BG in each of the SR plots. The

integral of the distributions is normalized to the expected number of events in each SR.
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SR1 SR2 SR3 SR4

di-jet BG 750± 30± 640 64± 8± 64 8± 3± 8 -

tri-jet BG 350± 20± 300 - - -

total multi-jet BG 1100± 30± 940 64± 8± 64 8± 3± 8 -

Table 4.4: Results of the multi-jet BG estimation with statistical and systematic un-

certainties. The systematic errors from the di-jet and tri-jet component are considered

correlated, and therefore summed linearly.

86



4.5 Estimation of the background contributions

200 400 600 800 1000 1200

   
[E

ve
nt

s/
G

eV
]

Tm
is

s
dN

/d
E

-310

-210

-110

1

10

210

310

410 data 2011
Total BG
Multi−jet

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=4.68fb∫
 = 7 TeVs

V. Rossetti
PhD Thesis

200 400 600 800 1000 1200

   
[E

ve
nt

s/
G

eV
]

Tm
is

s
dN

/d
E

-310

-210

-110

1

10

210

310

410

 [GeV]T
missE

200 400 600 800 1000 1200

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(a)

200 400 600 800 1000 1200

   
[E

ve
nt

s/
G

eV
]

T
dN

/d
p

-310

-210

-110

1

10

210

310

410 data 2011
Total BG
Multi−jet

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=4.68fb∫
 = 7 TeVs

V. Rossetti
PhD Thesis

200 400 600 800 1000 1200

   
[E

ve
nt

s/
G

eV
]

T
dN

/d
p

-310

-210

-110

1

10

210

310

410

 jet1 [GeV]
T

p
200 400 600 800 1000 1200

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(b)

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510
data 2011
Total BG
Multi−jet

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=4.68fb∫
 = 7 TeVs

V. Rossetti
PhD Thesis

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510

pT jet2 [GeV]
0 200 400 600 800 1000

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(c)

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510
data 2011
Total BG
Multi−jet

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=4.68fb∫
 = 7 TeVs

V. Rossetti
PhD Thesis

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510

pT jet3 [GeV]
0 200 400 600 800 1000

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(d)

0 0.5 1 1.5 2 2.5 3

Ev
en

ts
 / 

bi
n

-310

-210

-110

1

10

210

310

410

510

610

710
data 2011
Total BG
Multi−jet

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=4.68fb∫
 = 7 TeVs

V. Rossetti
PhD Thesis

0 0.5 1 1.5 2 2.5 3

Ev
en

ts
 / 

bi
n

-310

-210

-110

1

10

210

310

410

510

610

710

1
T

/pmiss
TE

0 0.5 1 1.5 2 2.5 3

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(e)

Figure 4.18: Distribution of Emiss
T

(a), leading jet pT (b), second leading jet pT (c), third

leading jet pT (d), ratio between Emiss
T

and leading jet pT (e) in the tri-jet CR for the first

region selection (jet1 pT, Emiss
T

> 120 GeV).
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Figure 4.19: Distribution of the third jet pT in the tri-jet CR with extrapolation below

the 30 GeV threshold for SR1 (left) and SR2 (right). For region 2 the result of the

extrapolation is compatible with zero. Therefore this contribution is considered negligible.

Z/W+jets,top and di-bosons background are subtracted from the data, and data points

can therefore be below zero. Note that the relevant part of the distribution is the region

below 100 GeV.
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4.5 Estimation of the background contributions

4.5.3 Other SM processes

The BG estimation for single top, tt̄ and di-boson production is based on pure MC

predictions. The MC samples are normalized to NLO cross sections calculated with

MC@NLO for single top, tt̄, and calculated with MCFM [13, 94] for di-boson produc-

tion. Top and di-boson production represent a fraction of the total BG that goes from

1.3% for SR1 to 2% to SR4 (see table 4.6).

Systematic uncertainties on Emiss
T /JES and lepton identification have been esti-

mated in the same way described in section 4.5.1 for the Z/W+jet BG. The luminosity

uncertainty (3.4%) is added in quadrature. The total uncertainty for both top and

di-boson production goes from 15% in SR1 to 18% in SR4, dominated by Emiss
T /JES.

A conservative uncertainty of 20% has been adopted for all SRs.

4.5.4 Non-collision background

Some of the events passing the monojet kinematic selection are characterized by beam-

halo particles overlaid with genuine low energy collisions. These particles, mainly

muons, are generated from protons traveling in the direction of the experiment and

hitting either the LHC collimation system or gas molecules in the beam-pipe or the

beam-pipe itself. Figure 4.20 shows an event display in which a halo muon travels

almost parallel to the beam-pipe and leaves a large deposit of energy in one region of

the calorimeter. This kind of events can be selected as a mono-jet event. In order to

reject these events, special cleaning requirements have been implemented (as explained

in section 4.4). However, few of these events still pass the selection and constitute what

is called the “non-collision” BG. See reference [95] for an extensive review on this BG.

A dedicated algorithm has been used in order to estimate the remaining non-collision

BG. The algorithm combines calorimeter clusters of energy with hits on both A and

C sides of the Muon Spectrometer, matching them in φ. In the following, this method

will be referenced as the “two-sided” algorithm and it will be used for the baseline BG

estimation. A similar algorithm, called “one-sided”, requires a matching on only one

side of the Muon Spectrometer, and it will be used as a crosscheck. In both methods the

timing information from the different sub-detectors is required to be consistent with

a muon travelling through the detector along the beam-pipe. More details of these

algorithms are given in [95].
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Figure 4.20: Event display of a typical non-collision event that can pass in the mono-jet

selection. A halo muon travelling almost parallel to the beam axis leaves a substantial

energy deposit in the LAr calorimeter. The right side of the figure shows a detail of the

calorimeter deposit and the hits of the outgoing muon in the Muon Spectrometer. This

figure as been taken from [95].

For a given SR the number of non-collision events can be estimated as:

Nnon-coll. =
Nhalo

εnon−coll.
tag

,

where Nhalo is the number of SR events tagged by the algorithm, and εnon−coll.
tag is the

efficiency to tag non-collision events.

To measure the identification efficiency εnon−coll.
tag , a sample of events from unpaired

bunch crossings has been selected with the monojet kinematic selection. This sample is

composed by non-collision events since one of the two proton beams is empty, and can be

considered as a control region. The measured identification efficiency for the“two-sided”

method is εnon−coll.
tag = 16%, while the one from the “one-sided” method is εnon−coll.

tag =

20%.

In this control sample there is a special class of events in which an unpaired bunch

crossing with an empty bunch in one beam is followed by another unpaired bunch

crossing with an empty bunch in the other beam, separated by 25 ns. This class of events
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4.6 Results

SR
two-sided method one-sided method

Nhalo Nnon-coll. ± stat± sys Nhalo Nnon-coll. ± stat± sys

1 92 580± 60± 60 121 610± 60± 60

2 4 25± 13± 3 5 25± 11± 3

3 0 - 0 -

4 0 - 0 -

Table 4.5: Number of non-collision background events in the four SRs as estimated by

the “two-sided” and “one-sided” methods. The “two-sided” estimates have been taken

as default for the final results, while the ones from the “one sided” method are used as

cross-check.

may lead to double-counting of the events as some reconstructed events are observed

with times shifted by 25 ns, i.e. they belong to the neighboring bunch crossing. The

amount of these kind of events in the control sample is around 10%. Since no dedicated

studies have been made on these events a 10% of relative systematic uncertainty is

considered on the tagging efficiency.

Table 4.5 summarizes the results from the one-sided and two-sided methods. The

difference between the two estimates in SR 1 is ∼ 5%, that is well within the systematic

uncertainty. It has to be noticed that the non-collision BG contribution is very small,

as it represents a ∼ 0.5% and a ∼ 0.3% of the total BG estimate for SR 1 and 2

respectively. For region 3 and 4 no events have been tagged by the two algorithms, so

this BG is considered negligible.

As for the QCD multi-jet BG, this estimate focuses on the expected number of

BG events, and does not predict the shape of the Emiss
T and jet distributions. For the

non-collision BG the distributions have been estimated from data events tagged by the

beam-halo tool. The integral of the distributions has been normalized to the expected

number of events in each SR.

4.6 Results

In this section, the data in the SRs are compared with the SM predictions for the BG.

Figures 4.21 and 4.22 present the distributions of the Emiss
T and leading jet pT in the

SR1. The uncertainties showed in the figures take into account only the statistical
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uncertainties from data and MC. A good agreement between data and SM predictions

is found. χ2 tests performed on the two distributions of figures 4.21 and 4.22 (consid-

ering only statistical uncertainties) lead to χ2 per degree of freedom values 1.2 and 1.1

respectively. This shows a good understanding of the Z/W+jets processes, in a large

range of Emiss
T and leading jet pT.
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Figure 4.21: Emiss
T

distribution of data and estimated BG in the signal region SR1. The

error bands in the ratio plot reflect only the statistical uncertainty.

Figure 4.23 shows other quantities related to the Emiss
T and leading jet in the SR1.

The Emiss
T azimuthal angle shows a relatively flat distribution, and a good agreement

is found between data and estimated BG. The effect of the LAr hole (see section 4.1)

is visible both at φ ∼-0.7 (where the Emiss
T is pointing to the LAr hole) and at φ ∼2.5

(where the leading jet points to it), and is well reproduced by the BG estimation. Figure

4.23 shows also the ratio between the Emiss
T and leading jet pT. Configurations in which

Emiss
T and leading jet pT do not fully balance are caused by either the misreconstruction
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Figure 4.22: Leading jet pT distribution of data and estimated BG in the signal region

SR1. The error bands in the ratio plot reflect only the statistical uncertainty.
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of one of the two objects or by additional radiation and the presence of subleading jets.

A good agreement between data and SM predictions is observed, giving additional

confidence about the understanding of the SM BG processes. The distributions of

the leading jet fCH and fEM (defined in section 4.4) show a good control of these

variables, used in the analysis to reject the non-collision BG. It can be noticed how

the remaining non-collision BG events cluster at low fCH and high fEM . Figure 4.24

shows distributions related to the second leading jet in SR1. The very good agreement

between data and SM predictions testifies a good description of the jet radiation, the pT

spectrum, the jet angular distributions, and the ratio between the transverse momenta

of two leading jets.

Figures 4.25 to 4.27 show instead the distributions for SR2, SR3 and SR4 respec-

tively. A good agreement is found also in these distributions, altought the larger sta-

tistical uncertainties make more difficult a shape comparison between data and SM

predictions.

The total number of events in the SRs and the corresponding SM BG predictions are

reported in table 4.6. The latter includes both statistical and systematic uncertainties.

The comparison between the number of events in data with those of the estimated SM

predictions is also shown in figure 4.28. The uncertainty on the total SM predictions

vary between 4.0% in SR1 to 17% in SR4. The data is in good agreement with the SM

predictions.
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Figure 4.23: Kinematic distributions of data and estimated BG in the signal region SR1.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Figure 4.24: Kinematic distributions of data and estimated BG in the signal region SR1.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Figure 4.25: Kinematic distributions of data and estimated BG in the signal region SR2.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Figure 4.26: Kinematic distributions of data and estimated BG in the signal region SR3.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Figure 4.27: Kinematic distributions of data and estimated BG in the signal region SR4.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Background Predictions ± (stat.data)± (stat.MC) ± (syst.)

Signal Region 1 Signal region 2 Signal region 3 Signal region 4

Z(→ νν)+jets(from W (→ µν) CR) 62800± 300± 300± 3000 5170± 90± 60± 250 490± 30± 20± 30 55± 9± 6± 2

Z(→ νν)+jets(from Z(→ µµ) CR) 64000± 800± 600± 2400 5400± 200± 200± 200 630± 80± 60± 40 73± 28± 20± 5

Z(→ νν)+jets (W-Z comb.) 62900± 300± 300± 2900 5200± 80± 60± 230 500± 30± 20± 30 57± 8± 6± 2

W (→ τν)+jets 31200± 100± 200± 1300 1780± 30± 30± 90 133± 7± 6± 5 13± 2± 2± 2

W (→ eν) +jets 13900± 100± 100± 600 690± 20± 20± 30 47± 4± 3± 3 5.4± 1.4± 1.2± 0.5

W (→ µν) +jets 11380± 50± 100± 520 690± 10± 20± 50 53± 3± 4± 6 6± 1± 1± 1

Z(→ ττ)+jets 480± 4± 10± 17 20± 1± 2± 2 2.4± 0.2± 0.7± 0.5 0.7± 0.2± 0.6± 0.3

Z(→ µµ)+jets 357± 2± 15± 13 22± 0± 3± 2 2.1± 0.1± 0.8± 0.1 0.6± 0.1± 0.4± 0.1

Z(→ ee)+jets 0.5± 0.5± 0.1 − − −
Multi-jets 1110± 30± 940 64± 8± 64 8± 3± 8 −

tt̄ + single t 1260± 10± 250 59± 2± 12 6± 1± 1 1.3± 0.3± 0.3

Di-bosons 289± 3± 58 27± 1± 5 4.3± 0.4± 0.9 0.9± 0.2± 0.2

Non-collision background 580± 60± 60 25± 13± 3 − −
Total background 123500± 500± 500± 4900 8600± 100± 100± 400 760± 40± 20± 40 84± 11± 8± 4

Data 124724 8632 785 77

Table 4.6: Summary of background estimations and total number of observed events in 4.7 fb−1 of 7 TeV data for the four mono-jet

signal regions. In cases where both data and MC play a role in the statistical errors, the two contributions are shown separated as

second and third uncertainties. The last quoted uncertainty is the systematic uncertainty.
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Figure 4.28: Comparison of the number of observed events in 4.7 fb−1 of 7 TeV data to

the expected number of BG events in the four signal regions. The shadowed error band

shows the total uncertainty of the BG estimation.
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4.7 Interpretations

The agreement between data and SM prediction in the mono-jet analysis, based on

4.7 fb−1 of 7 TeV data, is translated into exclusion limits on physics beyond the SM.

The limit setting uses the modified frequentist CLS approach [96]. The “observed

limits” are retrieved comparing the probability of the data events in each SR to be

compatible with the predicted BG, or with the BG plus a given signal. The probabilities

are computed from poissonian distributions with the mean set to the mean value of

the BG and signal predictions. To reproduce these probabilities, a number of pseudo-

experiments (typically 104 − 105) is employed. Systematic uncertainties are treated as

nuisance parameters, and their correlations in the signal and BG predictions are taken

into account. The “expected limits” are computed with the same procedure but in the

hypothesis of observing in data the nominal estimated number of BG events.

Table 4.7 lists the 95% confidence level (CL) upper limits on the visible cross section

σvis of any new process entering in the mono-jet selection. These bounds are called

model independent limits. The visible cross section is defined as σvis = σ × A × ε,

where σ is the production cross section, A is the acceptance of the selection (without

considering detector effects), and ε is the experimental efficiency to select the signal

events. Here, the only systematic uncertainty considered on the hypothetical signal is

the luminosity uncertainty. Table 4.7 presents also results corresponding to the 90% CL

limits in order to facilitate the comparison with other direct and indirect Dark Matter

searches (see section 2.4.2).

Model independent limits on σvis [pb]

SR1 SR2 SR3 SR4

σobsvis at 90% CL 1.63 0.13 0.026 0.0055

σexpvis at 90% CL 1.54 0.15 0.020 0.0064

σobsvis at 95% CL 1.92 0.17 0.030 0.0069

σexpvis at 95% CL 1.82 0.18 0.024 0.0079

Table 4.7: Model independent limits on the visible cross section on any beyond the

Standard Model process for the four SRs.

A detailed study using MC simulated events is performed to calculate the efficiency

ε. This quantity allows to estimate the impact of the model independent limits on any
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new physics signal, without having to consider the detector description. The efficiency is

calculated as the ratio of event yields when the mono-jet selection is applied considering

the full simulation of the detector, and when is applied on particle-level quantities. For

the latter, anti-kt jets with R=0.4 built with final state particles as constituents, are

used instead of the calorimeter-based jets. The particle-level Emiss
T has been defined

from the four-momenta of all final-state muons, neutrinos and new invisible particles.

Different MC samples have been used to estimate ε for different processes: Z(→ νν) +

jet, WIMPs and ADD signals. The typical efficiencies ε are ∼ 83%, approximately

independent of the process under study.

4.7.1 Limits on graviton production in the ADD model

In this section, the results of the mono-jet analysis are interpreted in the context of

the large extra dimensions scenario proposed in reference [97] (see section 2.4.1). In

this model, new compactified extra dimensions are added to the space-time, with only

the graviton field being allowed to propagate through the new extra spatial dimensions.

This results in a greatly reduced strength of gravity, whose real scale MD could be closer

to the electroweak scale. The agreement between data and SM predictions described in

the previous section is translated into 95% CL limits on the parameters of this model,

using both LO and NLO pQCD predictions for the signal.

Figure 4.29 shows the Emiss
T distributions for Z(→ νν)+jet and ADD graviton

production, after the selection of SR1 is required. The plot shows that the Z(→ νν)+jet

distribution is steeper compared to the ADD graviton. This indicates that a harder

cut on Emiss
T and leading jet pT will increase the sensitivity to the signal, provided that

the uncertainties on the BG estimation are kept under control.

Systematic uncertainties Systematic uncertainties on the LO signal yield have

been evaluated and are divided into experimental and theoretical ones. The first cate-

gory includes the uncertainties on jet and Emiss
T scales and resolution, total integrated

luminosity, and trigger efficiency. The theoretical category refers to uncertainties on

the renormalization and factorization scales, the choice of the PDFs, and the model-

ing of the initial and final state radiation (ISR/FSR). It is important to mention that

the ADD scale MD impacts the signal yield only through the cross section, and its
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Figure 4.29: Emiss
T

distributions for Z(→ νν)+jet and ADD signal normalized to 4.7 fb−1.

Signals are shown for different number of extra dimensions n and for different values of the

gravity scale MD.

effect on the signal acceptance is essentially negligible. For this reason, the systematic

uncertainties are presented here only as a function of the number of extra-dimensions n.

The dominant experimental uncertainty is the one on the Emiss
T /JES and JER, that

has been evaluated following the same procedure as in the case of the Z/W+jets BG

(see section 4.5.1). Signal yields vary between 2.5% and 12% depending on the SR and

on n. This uncertainty is smaller compared to the one on Z/W+jet (typically between

10% and 20%), because the latter is characterized by a steeper shape of the Emiss
T . The

uncertainty on the luminosity introduces an additional 3.9% uncertainty in the four

SRs, while the trigger efficiency results in a 1% uncertainty only for SR1.

The uncertainty due to PDFs are evaluated using the Hessian method [98] with the

44 PDF error sets associated with CTEQ6.61. The PDF uncertainty has an impact

on the signal yields between 4% and 14% depending on n, affecting mainly the cross

sections, rather than the acceptances.

The uncertainty on the modeling of the ISR/FSR has been evaluated varying the

parameters that regulate the parton shower in a range that is consistent with the

1The 44 error sets are associated with a 90% CL, when interpreted in terms of gaussian errors. The

resulting uncertainty has been divided by a factor 1.645 to translate the 90% CL error into a 68% CL

one.
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experimental data. This uncertainty varies the signal acceptance between 3% to 14%

depending on n and on the SR considered.

The uncertainty on the factorization and renormalization scales is the dominant

theoretical uncertainty and affects mainly the cross section leaving the acceptance es-

sentially unchanged. Variations of the scales by factors two and one-half, result in

changes of 25% to 35% on the signal yield, increasing with increasing Emiss
T , as it is

typically expected for a LO calculation. In the case of NLO predictions, this uncertainty

is reduced to 10%. Table 4.8 summarizes the impact of all the systematic uncertainties

on the signal yields in the four SRs and for different n.

Exclusion limits on MD and on the graviton + jets production cross section

95% CL lower limits on MD are computed independently for each SR. Exclusion bounds

from SR4 give the best expected limit on and therefore are chosen for the final results.

Limits based on SR1, SR2 and SR3 are typically 35%, 15% and 5% worse than SR4

respectively.
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Figure 4.30: Visible cross section as a function of the scale MD, compared with the

expected and observed limits. The theoretical uncertainties are shown as colored bands,

while the experimental uncertainties are shown as the grey band around the expect limit.

Figure 4.30 shows the LO visible cross section of the ADD signal corresponding to
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SR4 as a function of the scaleMD, for n=2, 4 and 6. The signal theoretical uncertainties

are shown as colored bands. The model-independent 95% CL expected and observed

limits on σvis are shown as horizontal lines. Expected limits are recomputed varying

the BG prediction by ±1σ of the statistical and systematic uncertainties on the BG

itself. The effect of this variation is shown by the grey band around the expected limits.

Expected and observed limits on MD are calculated taking into account all the

uncertainties on the BG predictions, as well as the experimental uncertainties on the

signal, but not the signal theoretical uncertainties. Correlations between the experi-

mental uncertainties on signal and BG are taken into account. Exclusion limits are

calculated considering both LO and NLO pQCD cross sections.

Results based on 4.7 fb−1 of 7 TeV exclude at 95% CL values of MD lower than

4.37 TeV for n=2, and lower than 2.53 TeV for n=6 (using NLO signal cross sections).

The results using both LO and NLO pQCD signal predictions are presented in table 4.9

and are shown in figures 4.31 and 4.32, as a function of n. For comparison, the figures

show also the previous ATLAS limits based on 33pb−1. Expected limits are recomputed

varying the BG and signal yields by ±1σ of their experimental uncertainty, and the

effect is represented by the grey band around the expected limit. In order to show

the effect of the theoretical uncertainties on the exclusion limits, the signal yields are

varied by ±1σTHEO and the observed limits are recomputed (shown in the figures

by the dashed lines around the nominal observed limits). For example, for n=2 the

95% CL lower limit on MD are 4% lower when the signal yield is varied by −1σTHEO

(conservative bound).

Finally, figure 4.33 presents a comparison between the observed limits computed

from LO and NLO cross sections. The exclusion bound for n=2 (n=6) from the NLO

cross section is 5% (1%) higher compared to LO one, and the effect of the theoretical

uncertainty on the limits is reduced by ∼50% independently of n.

The constraints on MD can be translated into limits on the extra-dimension radius

R. Considering the same radius for all extra-dimensions, R is related to MD as

R =
1

MD
· [

Mpl√
8πMD

]
2

n , (4.2)

where Mpl is the Planck mass. For n =2 (n =6) and using NLO cross sections, radius

larger than 25 µm (8 fm) are excluded at 95% CL. Other exclusion limits on R are

reported in table 4.9.
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Figure 4.31: Limits on MD as a function of the number of extra dimension n. The limits

are calculated from LO cross sections.

The effective field theory employed to describe the ADD signal is expected to be

valid only if the scales involved in the hard interaction are significantly smaller than

MD. In order to approximately quantify the impact on the limits from the phase space

where the effective field theory is suspected to be no longer valid, we recalculate the

cross sections rejecting the events with ŝ > M2
D, where

√
ŝ is the center-of-mass energy

of the hard interaction. The relative difference between “truncated” and complete cross

sections gives an estimate of the reliability of the effective field theory. This difference

increases from SR1 to SR4 because of the increasing thresholds in Emiss
T and leading

jet pT. For SR4 and n = 2, the difference between the truncated and the un-truncated

cross sections is negligible, while for n = 3, 4, 5, and 6 differences of the order of 2%,

12%, 30%, and 50% are found (see table 4.9). This indicates that the exclusion limits

reported have a large sensitivity to the implementation of the effective field theory.

Here, the final limits on MD are calculated considering the full cross sections. Other

alternative approaches were used in the previous ATLAS publications. For example,

in the analysis of the first 33 pb−1 [73], that is described in appendix C, the limits

where quoted only for n = 2, 3, and 4, where the effect of the ultra-violet theory is

relatively small. Instead, for the analysis of the first 1 fb−1 [74], described in appendix
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Figure 4.32: The plot on the left-hand side shows the limits on MD as a function of the

number of extra dimension n. The limits are calculated from NLO cross sections.

D, the limits where retrieved from a SR with moderate thresholds in Emiss
T and leading

jet pT (Emiss
T >220 GeV and pT >250 GeV), and therefore reducing the dependency

of the results from the unknown ultra-violet limit of the theory. Another alternative

approach is to suppress the cross section in the phase space with ŝ > M2
D. The CMS

collaboration has adopted this strategy, using a suppression factor M2
D/ŝ .
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Figure 4.33: The plot on the right-hand side shows a comparison between the observed

limits retrieved from LO and NLO cross sections.
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Signal region 1

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. Tot.Syst MC Stat.

2 4.0 6.0 24. 4.1 3.9 1 25. 0.79

3 6.8 7.6 25. 3.1 3.9 1 28. 0.73

4 9.7 6.9 26. 2.4 3.9 1 29. 0.72

5 12. 5.4 26. 4.9 3.9 1 29. 0.71

6 14. 4.8 25. 6.6 3.9 1 30. 0.72

Signal region 2

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. Tot.Syst MC Stat.

2 4.3 2.7 30. 7.4 3.9 0 31. 1.5

3 6.8 7.9 25. 5.9 3.9 0 28. 1.2

4 9.5 3.3 26. 4.6 3.9 0 28. 1.2

5 12. 5.3 30. 4.5 3.9 0 33. 1.2

6 14. 3.2 27. 4.0 3.9 0 31. 1.1

Signal region 3

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. Tot.Syst MC Stat.

2 4.8 6.7 30. 9.8 3.9 0 33. 2.8

3 6.9 7.1 31. 8.0 3.9 0 34. 2.2

4 9.4 2.8 24. 7.7 3.9 0 27. 2.0

5 12. 6.2 36. 6.9 3.9 0 39. 1.9

6 14. 2.8 34. 5.6 3.9 0 36. 1.8

Signal region 4

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. Tot.Syst MC Stat.

2 5.6 8.7 30. 12. 3.9 0 34. 5.2

3 7.2 12. 31. 9.4 3.9 0 36. 4.0

4 9.5 6.0 24. 8.7 3.9 0 28. 3.6

5 12. 14. 36. 10. 3.9 0 42. 3.3

6 13. 9.6 34. 9.5 3.9 0 40. 3.1

Table 4.8: Relative systematic uncertainties from each source, along with the total relative

systematic and statistical uncertainties, (in %), on the ADD signal yield.
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n
MD[TeV] R[pm] truncation effect

LO NLO LO NLO LO NLO

2 4.17 4.37 2.8·107 2.5·107 0.02% 0.01%

3 3.32 3.45 4.8·102 4.5·102 1.9% 1.3%

4 2.89 2.97 2.0 1.9 11.8% 9.9%

5 2.66 2.71 7.1·10−2 7.0·10−2 29.5% 27.2%

6 2.51 2.53 0.8·10−2 0.8·10−2 49.1% 47.9%

Table 4.9: Final observed limits on the ADDmodel based on the results of SR4. The limits

are split into those retrieved with LO and NLO cross section. The effect of truncating the

cross section calculation for the phase space in which ŝ > M2
D is shown in the last columns.
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4.7.2 Limits on WIMP pair production

The results based on 4.7 fb−1 of 7 TeV data are translated into exclusion limits on

WIMP pair production, in the framework of an effective lagrangian with contact inter-

actions between WIMPs and SM particles. A detailed description of the phenomenology

of WIMP pair production at colliders, and the implementation of effective interactions

was already given in section 2.4.2. Table 4.10 reports the list of effective operators

that are employed in this analysis to describe possible interactions between WIMPs

(assumed to be Dirac-like particles) and quarks or gluons. The different operators will

contribute to either spin-dependent or spin-independent WIMP-nucleon interactions,

for which exclusion limits will be evaluated as a function of the WIMP mass mχ. Re-

sults will be translated also into exclusion limits on the WIMP-WIMP annihilation rate

(see section 2.4.2).

Name Coupling Operator

D1 scalar mq

(M!)3 χ̄χq̄q

D5 vector 1
(M!)2 χ̄γ

µχq̄γµq

D8 axial-vector 1
(M!)2 χ̄γ

µγ5χq̄γµγ5q

D9 tensor 1
(M!)2 χ̄σ

µνχq̄σµνq

D11 scalar 1
(4M!)3 χ̄χαs(FαβFαβ)

Table 4.10: Effective operators for Dirac fermion WIMPs coupling to SM quarks or

gluons. χ defines the Dirac-like WIMP field, while q and Fαβ represent the quark and the

gluon strength tensor.

Systematic uncertainties The systematic uncertainties have been treated similarly

to those of the ADD limits. The experimental uncertainty on Emiss
T /JES and JER

results in a variations of the signal yields between 1% and 20% depending on the

operator and the SR considered1. The uncertainties on the trigger efficiency and on

1Very low JES uncertainties come from the compensation of effects on the requirements on the

leading and the veto on sub-leading jets.

112



4.7 Interpretations

the integrated luminosity introduce an uncertainty on the signal yield of 1% (for SR1

only) and 3.8% (for the four SRs), respectively.

The WIMP MC samples use the PDF set CTEQ6L11. In order to assess the un-

certainties on the choice of this PDF set, the 44 error sets associated to CTEQ6M are

employed, and the relative difference respect to the nominal CTEQ6M set is adopted.

The uncertainty on the signal yield varies between 3% and 17% depending on the

operator.

For the uncertainty on the ISR/FSR modeling, the jet matching scale between

MADGRAPH and PYTHIA (see section 2.3) is varied by a factor two and one half.

In addition the parameters that regulate the PS in PYTHIA have been varied in the

range allowed by experimental data. This introduces an uncertainty on the signal yield

that varies between 3% and 6%, affecting only the acceptances.

The uncertainty on the factorization and renormalization scales is the dominant

theoretical uncertainty. Variations of the scales by factors two and one-half, result in

changes of 30% on the signal yield, increasing with increasing Emiss
T . A summary of the

uncertainties on the WIMP signal is presented in table 4.11.

Uncertainty Operator SR1 SR2 SR3 SR4

ISR/FSR All 4.4 5.2 6.3 6.3

jet matching scale All 2.8 2.8 2.8 5.1

Fact.Renor.Scales All 31.5 31.5 31.5 31.5

D1 17.6 17.6 17.6 17.6

PDF D5 4.9 4.9 4.9 4.9

D9 3.6 3.6 3.6 3.6

D11 16.4 16.4 16.4 16.4

D1 6.4 8.8 13.7 18.8

JES / JER / Emiss
T D5 5.2 7.9 10.3 17.2

D9 3.3 5.1 6.5 12.2

D11 0.8 2.3 5.6 10.0

Luminosity All 3.9 3.9 3.9 3.9

Trigger All 1 0 0 0

Table 4.11: Summary of WIMP signal relative uncertainties, for the different operators

and for the four SRs.

1The use of CTEQL1 was conditioned by the underlying event tune employed.
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Limits on M∗[GeV]

mχ[GeV] D1 D5 D8 D9 D11

1 30 ( 29 ) 687 ( 658 ) 687 ( 658 ) 1353 ( 1284 ) 375 ( 361 )

5 30 ( 29 ) 687 ( 658 ) 687 ( 658 ) 1353 ( 1284 ) 375 ( 361 )

10 30 ( 29 ) 687 ( 658 ) 687 ( 658 ) 1353 ( 1284 ) 375 ( 361 )

50 30 ( 29 ) 682 ( 653 ) 666 ( 638 ) 1338 ( 1269 ) 370 ( 357 )

100 29 ( 28 ) 681 ( 653 ) 650 ( 623 ) 1310 ( 1243 ) 360 ( 347 )

200 27 ( 26 ) 658 ( 631 ) 595 ( 570 ) 1202 ( 1140 ) 357 ( 344 )

400 21 ( 20 ) 571 ( 547 ) 475 ( 455 ) 943 ( 893 ) 324 ( 312 )

700 14 ( 14 ) 416 ( 398 ) 311 ( 298 ) 629 ( 596 ) 250 ( 241 )

1000 9 ( 9 ) 281 ( 269 ) 196 ( 188 ) 406 ( 384 ) 185 ( 178 )

1300 6 ( 6 ) 173 ( 165 ) 110 ( 106 ) 240 ( 227 ) 128 ( 123 )

Table 4.12: 90% (95%) CL observed lower limits on the suppression scale M∗ for different

values of the WIMP mass mχ. All values are expressed in GeV.

Limits on the suppression scale M∗ The results of the analysis are translated into

90% CL and 95% CL exclusion limits on the suppression scale M∗ (see section 2.4.2) as

a function of the WIMP mass mχ. As for the ADD signal, the expected and observed

limits are computed taking into account the uncertainties on the BG predictions and

the experimental and the statistical uncertainties on the signal. The effect of the signal

theoretical uncertainties is evaluated recomputing the observed limits varying the signal

yields by ±1 σTHEO (theoretical systematic uncertainty on the signal). The results from

SR3 or SR4 have been used for the limit setting depending on the best expected limit.

For operator D1, D5 and D8, the results from SR3 are used, while for D9 and D11

results from SR4 are employed. Limits from SR1 and SR2 are typically 40% and 15%

worse.

The exclusion limits are shown in table 4.12 and figure 4.34 for the different opera-

tors and as a function mχ. In the case of mχ = 5 GeV values of M∗ lower than 30 GeV

(687 GeV) for operator D1 (D5) are excluded at 90% CL, while for mχ = 700 GeV the

same limits are at 14 GeV (416 GeV). As it can be seen in the figures, for values of mχ

lower than 10 GeV the limits do not essentially depend on mχ.

The “thermal relic” green line in figure 4.34 corresponds to the values of M∗ and

mχ for which WIMPs would annihilate to SM particles resulting exactly in the thermal
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relic density observed with WMAP [99] (see section 2.4.2).

As discussed in section 2.4.2, the effective field theory is valid if the mediators of

the interaction are not produced directly, and if the couplings between WIMP and SM

particles, and mediators are not too strong so that the interaction can be described in

perturbation theory. From these considerations we infer that the effective field theory

is not valid in the region of the parameter space mχ ≥ 2πM∗. This region is shown

with a grey area in the bottom right corner of the figures.

Limits on WIMP-nucleon cross section Constraints on M∗ are translated into

limits on WIMP-nucleon scattering cross section adopting the procedure explained in

section 2.4.2 and in reference [40]. These limits are compared with those from direct

detection experiments.

Results from direct detection and from WIMP-pair production at colliders are ex-

tracted from very different regimes, and in the latter case the prediction might suffer

from the inadequacy of the effective theory approach. The typical transferred momen-

tum
√

Q2 considered in a direct detection experiment is at the order of a keV. In this

regime the propagator of a particle with mass m >>1 KeV that mediate the interaction

cannot be resolved, making a Fermi-like point interaction suitable. On the contrary,

at LHC we probe energy scales up to few TeV. It is important to remark also that the

ATLAS limits are done considering flavour-universal coupling between WIMPs and the

four lightest quarks, and that the interaction is assumed to happen through only one

of the considered operators.

Figures 4.35 and 4.36 show the 90% upper limits on the WIMP-nucleon cross section

as a function of mχ, for spin-independent and spin-dependent operators, respectively.

As for the ADD signal, the observed limits are calculated taking into account all but

the theoretical uncertainty on the signal. In these plots the effect of the theoretical

uncertainties is shown by recomputing the limits with the signal yield varied by -1

σTHEO (conservative bound). For 5 GeV< mχ <100 GeV and for operators D1 (scalar)

and D5 (vector) the ATLAS results exclude at 90% CL cross sections larger than

10−38cm−2 and 5·10−39cm−2. Due to kinematic constraints, the ATLAS limits are less

powerful formχ >500 GeV. Exclusion limits from operator D11 (scalar) are particularly

enhanced by the fact that the WIMP production is driven by gluon interactions.
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For the spin-independent interactions (figures 4.35) the ATLAS limits are compared

with results from XENON100 [32], CDMSII [100], CoGeNT [31], CDF [101] and CMS

[102]. The collider results are particularly relevant for low WIMP masses (mχ <5 GeV),

where the direct detection experiments are less sensitive due to kinematic suppression.

For mχ >10 GeV and in the case of the operator D11 the ATLAS limits are the most

performant up to mχ = 20 GeV and are competitive with direct detection limits up

to mχ ∼1 TeV. As discussed in section 2.4.2, the results by DAMA, CoGeNT and

other experiments can be interpreted as a signal from a WIMP-nucleon interaction

with cross section of ∼10−40cm−2 with a mχ =5-10 GeV. This value is beyond the

current exclusion of ATLAS.

For the spin-dependent operators (figures 4.36) the ATLAS limits are compared

with the results from SIMPLE [103], Picasso [104], CDF [101] and CMS [102]. The

results from colliders are the most relevant for the exclusion for all WIMP masses up

to 1 TeV.

Limits on WIMP-WIMP annihilation rate Lower bounds on M∗ are translated

into WIMP-WIMP annihilation rate and compared to indirect detection results under

some assumptions. The annihilation rate 〈σv〉 is defined as the product of the annihi-

lation cross section for two WIMP particles and their relative velocity, and is averaged

over the WIMP velocity spectrum (see section 2.4.2). The conversion from the M∗

limits has been made with the formulas 2.22 and 2.23. Here, WIMPs are assumed to

annihilate exclusively to the four light quarks with the same coupling for all flavors,

and only one interaction at the time.

Figure 4.37 illustrates the exclusion limits on the annihilation rate for D5 and D8

operators versus mχ. For mχ=5 GeV and the operator D5 (D8), values of 〈σv〉 higher
than 6·10−27cm2s−1 (3·10−28cm2s−1) are excluded at 90% CL. For mχ=700 GeV the

corresponding limit is 10−21cm2s−1 (10−22cm2s−1) for the D5 (D8) operator. In the

figure, the dashed horizontal green line labeled “thermal relic value”, shows the 〈σv〉
for which the WIMP-WIMP annihilation would result in the right abundance of dark

matter in the early universe compatible with the WMAP measurements (see reference

[40]). For the operator D5 (D8) and for mχ < 10 GeV (mχ < 50 GeV) the ATLAS

limits are below this value. This means that WIMP masses lower than these values

would be incompatible with the WMAP measurement, or that WIMPs annihilate to SM
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particles through more than one type of interaction. Figure 4.37 reports also results on

the WIMP annihilation to bb̄ by Fermi Large Area Telescope (Fermi-LAT) experiment

[35]. The Fermi-LAT results consider Majorana-like WIMPs and are scaled up by a

factor of two to be compared to the ATLAS results on Dirac-like WIMPs (see equation

34 in reference [105]). The ATLAS limits are stronger than those from Fermi-LAT for

mχ < 10 GeV in the case of the D5 operator, and mχ < 100 GeV in the D8 scenario.
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Figure 4.34: 90% CL expected and observed lower limits on M∗ as a function of the

WIMP mass mχ. The region where the effective field theory breaks down is shown as filled

gray area in the bottom right corner of the figures. The green lines show the M∗ values at

which WIMPs would result in the required relic abundance.
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Figure 4.35: 90% CLWIMP-nucleon cross section upper limits as a function of the WIMP

mass mχ. The ATLAS results for different spin-independent operators are compared with

the results from XENON100 [32], CDMSII [100], CoGeNT [31], CDF [101] and CMS [102].
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Figure 4.36: 90% CL WIMP-nucleon cross section upper limits as a function of the

WIMP mass mχ. The ATLAS results for different spin-dependent operators are compared

with the results from SIMPLE [103], Picasso [104], CDF [101] and CMS [102].
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Figure 4.37: 90% CL observed limits on 〈σv〉 as a function of the WIMP mass mχ. The

quantity 〈σv〉 is defined as in reference [42]. The ATLAS results for the D5 and D8 operators

are compared with the high-energy gamma-ray limits from observations of Galactic satellite

galaxies with the Fermi-LAT experiment [35]. The latter limits are inferred on Majorana-

like WIMPs, and they have been scaled up by a factor of two to be compared with the

ATLAS result on Dirac-like WIMPs. The 〈σv〉 value for which WIMPs to make up the

relic abundance set by the WMAP measurement is indicated by the horizontal dashed line.
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5

Search for new phenomena in the

mono-jet final state at
√
s=8 TeV

This chapter describes the mono-jet analysis performed with 10.5 fb−1 of p-p collisions

at
√
s =8 TeV collected in 2012. This analysis was presented for the first time in the

HCP2012 conference and is documented in reference [106]. It follows other publications

that use
√
s =7 TeV data collected in 2010 and 2011 [72, 73, 74]. The analysis strategy is

almost unchanged compared to that described in chapter 4. Therefore, in this chapter

we will mainly point-out the differences with respect to the analysis of the 7 TeV

dataset, referring to the previous chapter for the rest.

This chapter is organized as follows. Sections 5.1 and 5.2 present the various aspects

of the ATLAS dataset and simulated MC samples used for the analysis. The definition

of the physics objects and the event selection criteria are detailed in section 5.3. The

background estimation is discussed in section 5.4, and results are presented in section

5.5. Section 5.6 focusses the interpretation of the results in the context of the ADD

extra-dimension model, WIMP pair production, and gravitino squark/gluino associated

production in the GMSB scenario.

5.1 Data sample

This analysis makes use of nearly half of the 8 TeV dataset recorded by ATLAS in

2012. After applying basic data quality requirements on the data-taking conditions

the remaining dataset consists of 10.5 fb−1. The maximum instantaneous luminosity
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increased from 2.7 · 1030cm−2s−1 to 7.6 · 1033cm−2s−1 with time. This translated into

an increase in the mean number of collisions per bunch crossing from 5 to 36.

Trigger selection. Events are collected with the lowest unprescaled Emiss
T trigger,

called “EF xe80 tclcw”, that uses only calorimeter-based quantities with no corrections

for identified muons. This trigger item has two advantages compared to the one used for

the 7 TeV analysis. First, the level-2 algorithm provides a better Emiss
T reconstruction

using the cell energy reconstruction, instead of the simplified version used at level-11.

Second, the Event Filter uses the LCW Emiss
T calibration, as it is done for the offline

Emiss
T (see section 3.3.4). These two improvements provide a 10% to 15% increase in

trigger efficiency with respect to the 7 TeV period. The Emiss
T thresholds at the three

trigger levels are 60 GeV, 65 GeV, and 80 GeV at the level-1, level-2, and Event Filter,

respectively. These thresholds are higher compared to the 7 TeV trigger configuration,

to handle the increase of the instantaneous luminosity. This results in a loss of efficiency

for the mono-jet analysis that is partially compensated by the improvements in the

trigger algorithms, discussed above.

5.2 Monte Carlo simulated samples

The MC production at 8 TeV follows closely what was done for the 7 TeV samples

(see section 4.2). In order to account for pile-up effects all samples are generated with

minimum bias interactions overlaid with the hard scattering event. The MC samples

at 8 TeV are produced with a distribution of µ (average number of interactions per

bunch crossing) that is not the same as in the data. The µ distribution of the MC is

then corrected to exactly match that measured in data.

A set of W (→ /ν)+jet, Z/γ∗(→ //)+jet and Z(→ νν)+jet MC samples is produced

with ALPGEN interfaced with HERWIG for the parton shower and hadronization,

and JIMMY to simulate the underlying event. A separate set of Z/W+jets samples

produced with SHERPA is used in the analysis to assess systematic uncertainties. These

samples are produced with the MENLOPS technique (see section 2.3). These ALPGEN

and SHERPA samples are then normalized to inclusive Drell-Yan and W cross sections

1The level-1 energy reconstruction is based on an analog sum of the calorimeter signals of several

cells, and is less precise than the cell-by-cell energy reconstruction.
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calculated at NNLO in perturbative QCD, as determined with the FEWZ program.

Other SM processes are simulated with MC@NLO (single top and tt̄), PYTHIA (QCD

multi-jet), and HERWIG (di-bosons).

MC samples for ADD signals (see section 2.4.1) are generated with PYTHIA. The

production of WIMP pairs plus jets (see section 2.4.2) is simulated with MADGRAPH5

with LO matrix elements [107] for up to two outgoing partons from ISR, and PYTHIA

is used for the parton shower. The 8 TeV analysis focuses on the effective operators D5

and D11 (described in section 2.4.2). For each operator, the MC samples are produced

with WIMP masses of 80 GeV, 400 GeV and 1 TeV.

The results from the 8 TeV data are also interpreted in the context of a GMSB

scenario (see section 2.4.3). The MC samples for gravitino production in association

with a squark or a gluino, pp → G̃q̃ + X and pp → G̃g̃ + X, are generated with

MADGRAPH using the PDF set CTEQ6L1, and interfaced with PYTHIA for the

parton shower. The renormalization and factorization scales are set to the average

mass of the particles produced in the hard interaction, (mG̃+mq̃,g̃)/2 , mq̃,g̃/2, where

mG̃, mq̃, and mg̃ are the masses of the gravitino, squark, and gluino, respectively. MC

samples are produced with mG̃ ranging between 10−3eV and 10−5eV, and mq̃ and mg̃

between 50 GeV and 2.6 TeV.

5.3 Object definition and event selection

The physics object definition and selection criteria used in this analysis are very close

to that of the 7 TeV analysis.

Jet candidates are selected with pT > 30 GeV and |η| < 4.5. Due to the high

pile-up conditions in the 8 TeV data, the jet energy is corrected for multiple interaction

effects before the final hadronic calibration is applied (see section 3.3.3). The Emiss
T is

calculated from all calorimeter topo-clusters with |η| < 4.5, calibrated with the LCW

scheme. Electrons are defined with pT > 20 GeV and |η| < 2.47, while muons are

required to have pT > 7 GeV and |η| < 2.5. MC events are corrected to have the same

electron and muon reconstruction efficiencies as measured in data. As for the 7 TeV

analysis, these factors typically differ by the unity by less than 0.5%.

Events are required to pass a set of cuts (described in section 4.4) to reject events

with fake Emiss
T caused by non-collision BG and electronic noise. For the 8 TeV analysis,
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in order to cope with the increased non-collision BG, the leading jet is required to

have fmax < 0.8, where fmax is the maximum fraction of jet energy deposited in one

calorimeter layer.

As for the 7 TeV analysis, events are required to have at least one jet with pT >120 GeV

and |η| <2, and no more than two jets with pT >30 GeV and |η| <4.5. Events with

identified electrons or muons, or∆ φ(jet2, Emiss
T ) < 0.5 are vetoed. Four signal re-

gions (SRs) are then defined by requiring Emiss
T and leading jet pT above the thresholds

120 GeV, 220 GeV, 350 GeV and 500 GeV.

The trigger selection is not fully efficient for the SR1 requirements. In order to

determine the trigger efficiency we select an unbiased data sample collected with a

different trigger (called “EF mu18 medium”) whose algorithms are based on the Muon

Spectrometer. Events are required to pass the mono-jet selection of SR1, plus the

identification of a muon with pT >25 GeV. Figure 5.1 shows the efficiency of the

“EF xe80 tclcw” trigger in this event sample as a function of the offline reconstructed

Emiss
T . The trigger is more than 97% efficient for events in SR1, and data and MC

agree within 1%. To check the dependence of trigger efficiency with respect to pile-up,

the study has been repeated separating the event sample in three categories based on

the mean number of interactions per bunch crossing: µ ≤10, 10< µ ≤20, and µ >20.

The trigger efficiency vary by less than 1% between the categories, and the difference

between data and MC is always below 1%.

5.4 Estimation of the background contributions

5.4.1 Z/W+jets production

As for the analysis of the 7 TeV dataset, the Z/W+jet BG is estimated with a data-

driven method that makes use of data events in control regions (CRs) and MC-based

transfer factors (TFs) optimized to reduce the impact of the systematic uncertainties.

For each SR we define corresponding CRs with the same selection but requiring the

identification of muons or electrons. The inclusive electron CR requires at least one

electron, while the Z(→ µµ) and W (→ µν) CRs require respectively two muons with

76 < Mµµ < 116 GeV, and one muon with 40 < MT < 100 GeV. The estimated BG

distribution in the SR are then built from the data distribution in the CRs applying

bin-by-bin transfer factors (TFs) based on MC.
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Figure 5.1: Efficiency of the trigger used for this analysis (called “EF xe80 tclcw”) as

a function of the offline Emiss
T

. Data (in black) is compared to a W (→ µν) Alpgen MC

(in red). The two efficiency curves are fitted with an exponential function, and the arrows

indicate the value of Emiss
T

for which the selection is 98% efficient. On the right, a zoomed

view of the left plot is shown.

In this analysis, the W (→ µν) CR is used for the estimation of all Z/W+jet

processes, with the exception of W (→ eν) and Z(→ ττ) for which the inclusive electron

CR is employed. If the Z(→ µµ) control sample is used instead of the W (→ µν) CR,

consistent results are obtained. Similarly, consistent results are obtained for the W (→
τν) BG contribution when the inclusive electron CR is used instead of the W (→ µν)

one.

Figures 5.2 and 5.3 show the reconstructed transverse mass of the W boson (before

cutting on this variable), as well as the Emiss
T and jet distributions measured in the

inclusive electron and W (→ µν) CRs. Figure 5.4 shows the invariant mass of the Z

boson, and the Emiss
T and jet distributions in the Z(→ µµ) CR. All the distributions

show a reasonable agreement between data and MC. In all these figures, and only to

put emphasis on the shape comparison, the Z/W+jet MC samples are normalized to

the data. These global normalization factors are typically between 0.8 and 1.0 and are

collected in table 5.1.
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Figure 5.2: Kinematic distributions of the events in the inclusive electron CR for the

selection cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).

Region 1 Region 2 Region 3 Region 4

W → µν CR 1.01±0.01 0.94±0.02 0.83±0.05 1.10±0.20

Z → µµ CR 0.97±0.01 0.93±0.04 0.98±0.12 1.40±0.47

Electron inclusive CR 0.93±0.01 0.89±0.03 0.85±0.08 0.91±0.23

Table 5.1: Summary of the CR normalization factors with their corresponding statisti-

cal uncertainties from data and MC in the various CRs. These factors are used for the

normalization of theZ/W + jet MC samples in figures 5.2, 5.3 and 5.4.
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Figure 5.3: Kinematic distributions of the events in the W (→ µν) CR for the selection

cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).
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Figure 5.4: Kinematic distributions of the events in the Z(→ µµ) CR for the selection

cuts of region 1 (Emiss
T

, jet1 pT >120 GeV).
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5.4 Estimation of the background contributions

As for the 7 TeV analysis, the Z/W+jets BG predictions include systematic un-

certainties from: Z/W+jet MC modeling, jet and Emiss
T related uncertainties, lepton

identification, background subtraction in CRs, and trigger efficiency.

The uncertainties on the MC modeling of the Z/W+jet processes are estimated com-

paring results from ALPGEN and SHERPA MC samples. This comparison is carried

out using two procedures. In the first one, we simply compare the two estimations on

the total Z/W+jet BG. The differences range between 0.7± 1.0% in SR1 and 35± 21%

in SR4. The large statistical uncertainty in SR4 is due to low MC statistic. Because of

this, the comparison is repeated using the 7 TeV ALPGEN MC samples, weighted to

simulate 8 TeV collisions1. In all the SRs the results from SHERPA and from the ALP-

GEN 7 TeV re-weighted samples are compatible. The two comparisons are presented

in figure 5.5. In the first three SRs the difference between the results from ALPGEN

and SHERPA does not show a clear dependency with increased thresholds on pT and

Emiss
T . In SR4 the statistical uncertainties dominate so that is difficult to compare the

results from the two MC generators. As for the 7 TeV analysis, an uncertainty of 3%

is considered for the four SRs.

The systematic uncertainties due to jet energy resolution and scale are considered.

The latter is parametrized as a function of jet pT, η, the number of reconstructed

vertex, and µ (average number of interactions per bunch crossing). The jet uncertainties

are then propagated to the Emiss
T . The total signal yield uncertainty due to jet and

Emiss
T is about 0.5% in SR1 and grows up to 8% in SR4. The uncertainty on the

lepton identification, and momentum scale and resolution translates in a variation the

BG estimates of about 0.8% in SR1 to 1.4% in SR4. The uncertainty related to the

subtraction of BGs in the CRs is estimated varying the top and di-boson contributions

by 20% and translates in an uncertainty of the total Z/W+jet BG of about 1% for all

SRs. Finally, the uncertainty on the trigger efficiency results in an change of 0.2% on

the BG estimation of SR1. For the rest of the SRs, the trigger selection is fully efficient,

therefore no uncertainty needs to be considered. Table 5.2 summarizes the systematic

uncertainties on the total Z/W+jet BG estimation.

1The weights take into account the change in x of the in-going partons between 7 and 8 TeV

collisions, and the consequent variation in PDF.
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Figure 5.5: Detail of the comparison between the total Z/W+jet BG using SHERPA and

ALPGEN MC samples. Black points show the relative difference between the estimations

made with SHERPA and ALPGEN 8 TeV MC samples. Blue points show the relative

change between the SHERPA results and those from the ALPGEN 7 TeV samples, weighted

to simulated 8 TeV collisions. Based on these result a systematic uncertainty of 3% is chosen

(represented by the shadowed band).

5.4.2 Multi-jet production

The BG contamination from multi-jet events is estimated with the same technique as in

the analysis carried out with 7 TeV data (see section 4.5.2). For each SR we define two

corresponding CRs in order to select di-jet and tri-jet events. The di-jet CR is defined by

the same selection of the SR, but requiring a second jet with∆ φ(jet2, Emiss
T ) < 0.5. The

tri-jet CR is defined by the same requirements of the corresponding SR, but requiring

a third jet with ∆φ(jet3, Emiss
T ) < 0.5. Figure 5.6 shows both∆ φ distributions before

the cut on these variables.

Figures 5.7 and 5.8 show the distributions of the Emiss
T and pT of the jets in the

CRs corresponding to SR1. In the figures, the QCD MC samples are normalized to the

number of events in data, which results in a factor 0.90 for the di-jet CR, and 0.82 for

the tri-jet CR after the samples are normalized to the PYTHIA LO cross section1.

1 For the 7 TeV analysis, the normalization factors were 0.76 and 0.78 respectively for the di-jet
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Systematic uncertainties

Region 1 Region 2 Region 3 Region 4

MC modeling 3.0 % 3.0% 3.0% 3.0%

JES and Emiss
T (updown)

+0.3%
+0.5%

+0.1%
−0.4%

+2.8%
−0.5%

−7.8%
−7.8%

JER 0.1% 0.2% 0.3% 0.3%

Lepton identification efficiency 0.8% 1.1% 1.4% 1.4%

Background subtraction 1.0% 0.7% 0.7% 0.8%

Trigger 0.2% - - -

Luminosity - - - -

Table 5.2: Summary of the systematic uncertainties on the total Z/W+jet background.

The multi-jet BG is estimated extrapolating the pT distribution of the jet aligned

with the Emiss
T below the 30 GeV threshold. Figure 5.9 shows the extrapolations of

the second leading jet in the di-jet CR, and the third leading jet in the tri-jet CR.

The results for SR3 and SR4, as well as the tri-jet component for SR2 are compatible

with zero. The systematic uncertainties are estimated varying the range of the fit by

10 GeV and changing the normalization of the Z/W+jet processes by 10%. Table 5.3

summarizes the BG predictions. The multi-jet BG represents a fraction of the total

BG of about 2% for SR1, and 1% for SR2.

SR1 SR2 SR3 SR4

di-jet BG 4200± 70± 3500 200± 15± 200 - -

tri-jet BG 2200± 50± 2000 - - -

total multi-jet BG 6400± 90± 5500 200± 15± 200 - -

Table 5.3: Results of the QCD background estimation.

CR and tri-jet CR. The differences between the two analyses are expected because of the change in

pile-up and detector conditions.
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Figure 5.6: The plot on the left-hand side shows the distribution of∆ φ(jet2, Emiss
T

)

in a di-jet configuration, while the plot on the right-hand side shows∆ φ(jet3, Emiss
T

) in

events with a tri-jet configuration. Both plots are done with the selection requirements

corresponding to SR1 (leading jet pT and Emiss
T

>120 GeV).
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Figure 5.7: Distribution of Emiss
T

(a), leading jet pT (b), second leading jet pT (c), ratio

between Emiss
T

and leading jet pT (d) in the di-jet CR for the first region selection (jet1

pT, Emiss
T

> 120 GeV).

135

5/figures/Plots_qcd/h_t1_c3_BGE_n2_met_et.eps
5/figures/Plots_qcd/h_t1_c3_BGE_n2_j1_pt.eps
5/figures/Plots_qcd/h_t1_c3_BGE_n2_j2_pt.eps
5/figures/Plots_qcd/h_t1_c3_BGE_n2_met_j1.eps


5. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE AT

√
S=8 TEV

200 400 600 800 1000 1200

   
[E

ve
nt

s/
G

eV
]

Tm
is

s
dN

/d
E

-310

-210

-110

1

10

210

310

410
data 2012
Total BG
QCD

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=10.5fb∫
 = 8 TeV

V.Rossetti − PhD Thesis

s

200 400 600 800 1000 1200

   
[E

ve
nt

s/
G

eV
]

Tm
is

s
dN

/d
E

-310

-210

-110

1

10

210

310

410

 [GeV]T
missE

200 400 600 800 1000 1200

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(a)

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510

610 data 2012
Total BG
QCD

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=10.5fb∫
 = 8 TeV

V.Rossetti − PhD Thesis

s

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510

610

pT jet2 [GeV]
0 200 400 600 800 1000

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(b)

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510

610 data 2012
Total BG
QCD

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=10.5fb∫
 = 8 TeV

V.Rossetti − PhD Thesis

s

0 200 400 600 800 1000

Ev
en

ts
 / 

bi
n

-110

1

10

210

310

410

510

610

pT jet3 [GeV]
0 200 400 600 800 1000

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(c)

0 0.5 1 1.5 2 2.5 3

Ev
en

ts
 / 

bi
n

-310

-210

-110

1

10

210

310

410

510

610

710 data 2012
Total BG
QCD

 ) + jetsνν →Z ( 
 ) + jetsν l →W ( 

 ll ) + jets→Z ( 
 + single toptt

dibosons

-1 Ldt=10.5fb∫
 = 8 TeV

V.Rossetti − PhD Thesis

s

0 0.5 1 1.5 2 2.5 3

Ev
en

ts
 / 

bi
n

-310

-210

-110

1

10

210

310

410

510

610

710

1
T

/pmiss
TE

0 0.5 1 1.5 2 2.5 3

D
at

a 
/ M

C

0
0.5

1
1.5

2
2.5

(d)

Figure 5.8: Distribution of Emiss
T

(a), second and third leading jet pT (b) and (c), and

ratio between Emiss
T

and leading jet pT (d) in the tri-jet CR for the first region selection

(jet1 pT, Emiss
T

> 120 GeV).
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Figure 5.9: Distribution of the second jet pT in the di-jet events with the extrapolation

to the SR1 using linear fit (a), and a fit to a constant for SR2 (b). The extrapolation of the

third leading jet in the tri-jet CR corresponding to SR1 (c) is done with a second degree

polinomial.

137

5/figures/Plots_qcd/extrap_t1_n2.eps
5/figures/Plots_qcd/extrap_t2_n2.eps
5/figures/Plots_qcd/extrap_t1_n3.eps


5. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE AT

√
S=8 TEV

5.4.3 Other SM processes

As for the 7 TeV analysis, the BG contributions from single top, tt̄ and di-boson

production are based on pure MC predictions. Results are shown in table 5.4. Top

and di-boson production represent a fraction of the total BG around 1% for the four

SRs. Systematic uncertainties on the MC predictions are estimated on Emiss
T /JES/JER,

lepton identification, luminosity, trigger, cross section and PDF choice. The total

uncertainty for both top and di-boson production is about 15% for all SRs, and a

conservative uncertainty of 20% is adopted for all SRs.

5.4.4 Non-collision background

In order to estimate the non-collision BG, we cannot use the same technique used for

the 7 TeV dataset, that was based on data in un-paired bunch crossings. This is because

for most of the 2012 data-taking the LHC was running with a setting without un-paired

bunch crossings at the ATLAS interaction point.

The estimation of the non-collision BG is obtained from data using the measured

timing distribution of the leading jet. BG events from beam halo muons are caracterized

by “early” jets, with the reconstructed time lower than zero. The shape of the timing

distribution for non-collision BG is reconstructed from a control data sample with

relaxed jet cleanup cuts. The number of non-collision BG in the SRs NSR
NCB is computed

as:

NSR
NCB = NSR

−10<t<−5 ×
NNCB

NNCB
−10<t<−5

, (5.1)

where NSR
−10<t<−5 and NNCB

−10<t<−5 denote the number of events in the SR and in the

non-collision control sample, respectively, with a leading jet in the range -10 ns < t <

-5 ns, and NNCB is the total number of events in the non-collision control sample. This

results into 640±40(stat.)±60(syst.) and 22±7(stat.)±2(syst.) non-collision BG events

in the SR1 and SR2, respectively, while the non-collision background for SR3 and SR4

selections is negligible. The consistency between this method and the one described in

the previous chapter, has been tested on the 7 TeV dataset, giving compatible results.
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5.5 Results

In this section, the 8 TeV data (10.5 fb−1) in the four SRs are compared with the SM

predictions1. Figures 5.10 and 5.11 present the distributions of the Emiss
T and leading jet

pT in the SR1. The error bars include only the statistical uncertainties from data and

MC. For illustration, the impact of different ADD, WIMP, and GMSB signals are also

included. A very good agreement between data and SM predictions is found. χ2 tests

performed on the two distributions of figures 5.10 and 5.11 (considering only statistical

uncertainties) lead to χ2 per degree of freedom values 1.9 and 1.1 respectively. This

shows a very good understanding of the SM BG processes (mainly Z/W+jets), in a

large range of Emiss
T and leading jet pT.
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Figure 5.10: Emiss
T

distribution of data and estimated BG in the signal region SR1. The

error bands in the ratio plot reflect only the statistical uncertainty.

1The results are documented in the ATLAS conference note ATLAS-CONF-2012-147 [106] and are

considered preliminary.
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Figure 5.11: Leading jet pT distribution of data and estimated BG in the signal region

SR1. The error bands in the ratio plot reflect only the statistical uncertainty.

Figure 5.12 shows other quantities related to the Emiss
T and leading jet in SR1,

testifying a good understanding of the Emiss
T and the leading jet pT spectrum, the jet

angular distributions, and the ratio between the Emiss
T and the jet pT. Figure 5.13

shows distributions related to the second leading jet in SR1 again showing a good

understanding of the jet radiation in the SM BG processes. Finally, figure 5.14 shows

instead the Emiss
T and leading jet pT distributions for SR2, SR3 and SR4. A good

agreement is found also in these distributions, despite the fact that the larger statistical

uncertainties make difficult shape comparisons between data and SM predictions.

Table 5.4 reports the total observed number of events in data and lists the expected

number of BG events and their statistical and systematic uncertainties for the four

SRs. The uncertainty on the total SM predictions vary between 3.7% in SR1 to 19%

in SR4. The data is compatible with SM background predictions, which, in SR3 and
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SR4, suffer from sizable statistical uncertainties, due mainly to lack of MC statistics.

The comparison between the number of events in data with those of the estimated SM

predictions is also shown graphically in figure 5.15.
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Figure 5.12: Kinematic distributions of data and estimated BG in the signal region SR1.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Figure 5.13: Kinematic distributions of data and estimated BG in the signal region SR1.

The error bands in the ratio plot reflect only the statistical uncertainty.
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Figure 5.14: Kinematic distributions of data and estimated BG in the signal region SR2,

SR3 and SR4. The error bands in the ratio plot reflect only the statistical uncertainty.
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Background Predictions ± (stat.data)± (stat.MC) ± (syst.)

Signal Region 1 Signal Region 2 Signal Region 3 Signal Region 4

Z(→ νν)+jets 173600± 500± 1300± 5500 15600± 200± 300± 500 1520± 50± 90± 60 270± 30± 40± 20

W (→ τν)+jets 87400± 300± 800± 3700 5580± 60± 190± 300 370± 10± 40± 30 39± 4± 11± 2

W (→ eν) +jets 36700± 200± 500± 1500 1880± 30± 100± 100 112± 5± 18± 9 16± 2± 6± 2

W (→ µν) +jets 34200± 100± 400± 1600 2050± 20± 100± 130 158± 5± 21± 14 42± 4± 13± 8

Z(→ ττ)+jets 1263± 7± 44± 92 54± 1± 9± 5 1.3± 0.1± 1.3± 0.2 1.4± 0.2± 1.5± 0.2

Z(→ µµ)+jets 783± 2± 35± 53 26± 0± 6± 1 2.7± 0.1± 1.9± 0.3 −
Multi-jets 6400± 90± 5500 200± 20± 200 − −

tt̄ + single t 2660± 60± 530 120± 10± 20 7± 3± 1 1.2± 1.2± 0.2

Di-bosons 815± 9± 163 83± 3± 17 14± 1± 3 3± 1± 1

Non-collision background 640± 40± 60 22± 7± 2 − −
Total background 344400± 900± 2200± 12600 25600± 240± 500± 900 2180± 70± 120± 100 380± 30± 60± 30

Data 350932 25515 2353 268

Table 5.4: Summary of background estimations and total number of observed events in 10.5 fb−1 of data at
√
s = 8 TeV for the

four mono-jet signal regions. In cases where both data and MCs play a role in the statistical errors, the two contributions are shown

separated as second and third uncertainties. The last quoted uncertainty is the systematic uncertainty.
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Figure 5.15: Number of observed events in 10.5 fb−1 of data to the expected number of

BG events in the four SRs. The shadowed error band shows the total uncertainty of the

BG estimation.
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5. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
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√
S=8 TEV

5.6 Interpretations

The 8 TeV results are translated into exclusion limits on physics beyond the SM,

following the same procedure used to set limits in the 7 TeV analysis. The model-

independent observed and expected limits on σvis = σ ×A× ε, are presented in figure

5.16 and table 5.5. Values of σvis above 2.8 pb and 0.02 pb are excluded at 95% CL

for SR1 and SR4 selections, respectively. The results improve those from the 7 TeV

analysis although the improvement is not as large as naively expected, due to the

large uncertainty on the BG prediction coming from the limited MC statistics1. In the

following sections, we will study the interpretation of the results in terms of the GMSB

scenario with light gravitino (as a new interpretation of the 8 TeV analysis), the ADD

model, and the WIMP pair production. Final constraints on these models are based

on SR3 results that gives the best expected limits.

Model independent limits on σvis [pb]

SR1 SR2 SR3 SR4

σobsvis at 90% CL 2.4 0.14 0.042 0.0011

σexpvis at 90% CL 2.0 0.14 0.029 0.0023

σobsvis at 95% CL 2.8 0.16 0.049 0.0015

σexpvis at 95% CL 2.4 0.16 0.035 0.0030

Table 5.5: Model independent 90% and 95% CL limits on the visible cross section on any

process for physics beyond the SM for the four SRs.

5.6.1 Limits on gravitino production in GMSB scenario

The results are interpreted in the context of a GMSB scenario with production of light

gravitino associated with a squark or a gluino (see section 2.4.3). We use a SUSY

simplified model for which the gluino and squark decays lead to a gravitino and a

gluon or a quark, respectively, producing a mono-jet final state. To set limits on this

model, we consider gravitino masses mG̃ between 10−5 eV and 10−3 eV, and different

configurations of squark and gluino masses, mq̃ and mg̃, up to 2.6 TeV. Figure 5.17

shows the phase-space mapped in mq̃-mg̃.

1At the time of writing this document the ATLAS collaboration has completed a massive MC

production campaign that addresses this issue.
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Figure 5.16: The model-independent observed (solid lines) and expected (dashed lines)

95% CL limits on σ × A× ε for the different SRs. The shaded areas around the expected

limit indicate the expected ±1σ and ±2σ ranges of limits in the absence of a signal.
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Figure 5.17: Choices of the different signal points in squark and gluinos m mG̃ asses

plane.

Figure 5.18 shows the A × ε for the different squark/gluino mass combinations in

SR3. It is worth to mention that the signal acceptance does not depend on mG̃ as

it is very small. For mg̃ <mq̃, the acceptance decreases, since the gluino+gravitino

production dominates, resulting in a signal with slightly higher jet multiplicity.

As for the 7 TeV analysis, systematic uncertainties are divided into experimental

and theoretical and they are treated differently in the limit setting. The dominant

experimental uncertainty is due to jet/Emiss
T scale and resolution and is estimated in

the same way as for the Z/W+jets BG. It’s effect on the signal yield ranges from 2%

and 16% for different squark and gluino masses. The uncertainties on the luminosity

and trigger efficiency result in an uncertainty on the signal yield of 3.6% (for all SRs)

and 1% (only for SR1), respectively.

Theoretical uncertainties are estimated on the modeling of the initial and final state

radiation (ISR and FSR), on the PDFs, and on the factorization and renormalization

scales used. Uncertainties related to the ISR/FSR modeling are determined modifying

the parameters that control the parton shower. This translates into a 5% to 10% un-

certainty on the signal yields, depending on the squark and gluino masses. Systematic

uncertainties due to PDFs result in uncertainties on the signal yields that range from

5%, for squark and gluino masses of 50 GeV, up to 60% for masses of 2.6 TeV, reflecting
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Figure 5.18: A × ε for the gravitino plus squark/gluino production in SR3 for different

combinations of the squark and gluino masses.

the large PDF uncertainty at high x and high Q2. Finally, variations of the renormal-

ization and factorization scales by factors of two and one-half introduce a 15% to 35%

uncertainty on the signal yields, again typical for a LO calculation. The theoretical

uncertainties as a function of the squark mass for different gluino masses are shown in

figure 5.19.

Figure 5.20 presents the signal σ×A×ε in the degenerate case (mg̃=mq̃) for different

values of mG̃. The expected and observed model-independent limits at 95% CL are also

shown, and the effect of varying the BG prediction by 1σ (2σ) of its total uncertainty

is shown by the green (yellow) band around the expected limit.

Results are translated into exclusion limits on mG̃, as a function of mg̃ and mq̃.

Following the same procedure used in the 7 TeV analysis, the limits are calculated

including all but the theoretical uncertainties on the signal. Figure 5.21 presents the

95% expected and observed limits on the mG̃-mq̃ plane for degenerated squark and

gluinos. gravitino masses below 10−4eV are excluded at 95% CL for mg̃=mq̃=500 GeV.

At mg̃=mq̃=1.7 TeV gravitino masses below 4·10−5eV are excluded. The effect of the

theoretical uncertainties is illustrated by recomputing the observed limits for a signal

yield varied by -1 σTHEO (total theoretical uncertainty on the signal). This varies the

constraints on mG̃ by 10%-20%. Finally, the figures also indicate the region where

the partial width for the gluino and squark to decay into a gravitino and a parton
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Figure 5.19: Systematic uncertainties on the gravitino σ×A× ε for SR3 due to modeling

of the ISR and FSR (top left), to PDFs (top right), and factorization and renormalization

scales (bottom).

becomes more than 25% of the mass. In this region the narrow width approximation

is considered inappropriate since other decay channels should be considered.

Figure 5.22 shows the expected and observed limits calculated in the same way for

gluino masses that are 1/4, 1/2, 2 and 4 times the squark mass. gravitino masses below

4·10−4eV are excluded at 95% CL in the case of mg̃=2 TeV and mq̃=500 GeV. For

mg̃=500 GeV and mq̃=2 TeV values of mG̃ lower then 104eV are excluded.

As mentioned in section 2.4.3, the gravitino mass is related to the scale of the SUSY

breaking
√

〈F 〉 through the equation:

〈F 〉 =
√
3mG̃M̄pl . (5.2)

Therefore, a lower bound of mG̃ >104eV translates into a constraint on
√

〈F 〉 >645 GeV.

This exclusion extends significantly the previous one from LEP experiments (
√

〈F 〉 =

240 GeV) [108].
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Figure 5.20: σ × A × ε for the gravitino+squark/gluino production as a function of the

squark/gluino mass in the case of degenerate squark and gluinos. Different values for the

gravitino mass are considered and the predictions are compared with model-independent

limits.

151

5/figures/fig_10.eps


5. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE AT

√
S=8 TEV

 [GeV]q~m
0 500 1000 1500 2000 2500

 [e
V]

G~
m

-610

-510

-410

-310

q~=m_g~95% CL SR3, m_
Observed limit

 limittheoryσObserved -1
Expected limit

expσ 1±

expσ 2±
NWA limit
Heavy superparticle limit

-1 Ldt=10.5 fb∫
 = 8 TeVs

ATLAS Preliminary

Figure 5.21: Observed (solid line) and expected (dashed line) 95% CL lower limits on

the gravitino mass as a function of the squark mass for degenerate squark/gluino masses.

The dotted line indicates the impact on the observed limit of the ± 1σ LO theoretical

uncertainty. The shaded bands around the expected limit indicate the expected ±1σ and

±2σ ranges of limits in the absence of a signal. The dashed-dotted line defines the validity

of the narrow-width approximation (see body of the text). The solid red line denotes the

current limit from LEP on the gravitino mass assuming very heavy squarks/gluino.
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Figure 5.22: Observed (solid line) and expected (dashed line) 95% CL lower limits on the

gravitino mass as a function of the squark mass for non-degenerate squark/gluino masses

and different squark/gluino mass configurations. The dotted line indicates the impact on

the observed limit of the ±1σ LO theoretical uncertainty. The shaded bands around the

expected limit indicate the expected ±1σ and ± 2σ ranges of limits in the absence of a

signal. The dashed-dotted line defines the validity of the narrow-width approximation (see

body of the text). The solid red line denotes the current limit from LEP on the gravitino

mass assuming very heavy squarks/gluino.

153

5/figures/fig_12a.eps
5/figures/fig_12b.eps
5/figures/fig_12c.eps
5/figures/fig_12d.eps


5. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE AT

√
S=8 TEV

Overall, the exclusion limits presented in this section largely extend the previ-

ous bounds from LEP[108] and Tevatron[48] (that excluded gravitino masses up to

1.37·10−5 eV), and constitute the best limits to date on the gravitino mass and the

scale of the SUSY breaking in this scenario. The LEP/Tevetron results consider the

pair production of gravitinos in a scenario with very large squark/gluino masses (above

2 TeV), whereas the limits presented in this section are based on the production of a

gravitino with a squark/gluino, that then decays to a second gravitino and a parton,

and fully use SUSY matrix elements.
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5.6.2 Limits on graviton production in ADD model

Results are translated into 95% CL limits on the parameters of the ADD model as in

the 7 TeV analysis. The experimental and theoretical systematic uncertainties on the

ADD signal are estimated for each SR and for number of extra dimensions n ranging

from 2 to 6. The systematic uncertainties are listed in table 5.7.

Figure 5.23 shows the predicted LO visible cross sections in SR3 for n = 2 and 6 as

a function of MD, and compared with the model-independent limits. Table 5.6 reports

the 95% CL exclusion limits on MD based on LO predictions. Although the expected

limits on MD improved by ∼15% compared on the 7 TeV ones, the observed constraints

do not supersede those obtained in the previous analysis (except in the case of n = 6)1.

 [TeV]DM
1 1.5 2 2.5 3 3.5 4 4.5 5

 [p
b]

∈ ×
 A

 
× 

σ

-210

-110

1
95%CL Observed limit

)expσ 2 ± 1 ±95%CL Expected limit ( 

ADD n = 2
ADD n = 6

Preliminary ATLAS
-1 L = 10.5 fb∫ = 8 TeV, s

Figure 5.23: The predicted ADD σ × A × ε for the SR3 selection as a function of MD

for n=2 and n=6, where bands represent the uncertainty on the theory. For comparison,

the model-independent observed (solid line) and expected (dashed line) 95% CL limits on

σ × A × ε are shown. The shaded areas around the expected limit indicate the expected

±1σ and ±2σ ranges of limits in the absence of a signal.

1As previously mentioned, these results are affected by large statistical fluctuations in the MC

samples employed for the BG prediction.
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95% CL limits on MD

n exp [TeV] obs [TeV]

2 4.24 + 0.39 - 0.36 3.88 + 0.32 - 0.42

3 3.39 + 0.46 - 0.24 3.16 + 0.21 - 0.29

4 3.00 + 0.20 - 0.16 2.84 + 0.16 - 0.27

5 2.78 + 0.15 - 0.13 2.65 + 0.16 - 0.27

6 2.69 + 0.11 - 0.11 2.58 + 0.13 - 0.23

Table 5.6: 95% CL expected and observed lower limits on MD for different numbers of

extra dimensions n, and in SR3. The ±1σ due to theoretical systematic uncertainties on

expected and observed limits are also quoted.
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Signal region 1

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. MC Sta. Tot.Syst

2 5.1 6.0 37 6.1 3.6 1.0 0.87 38

3 8.3 7.6 38 4.8 3.6 1.0 0.84 40

4 14 6.9 38 4.8 3.6 1.0 0.83 41

5 22 5.4 33 3.8 3.6 1.0 0.83 41

6 31 4.8 31 4.5 3.6 1.0 0.81 45

Signal region 2

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. MC Sta. Tot.Syst

2 7.5 2.7 43 7.2 3.6 0 1.6 44

3 11 7.9 41 5.9 3.6 0 1.4 43

4 17 3.3 38 5.3 3.6 0 1.3 43

5 26 5.3 40 5.6 3.6 0 1.2 49

6 35 3.2 31 4.9 3.6 0 1.2 47

Signal region 3

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. MC Sta. Tot.Syst

2 10 6.7 35 10 3.6 0 2.8 39

3 14 7.1 34 8.4 3.6 0 2.3 39

4 21 2.7 33 7.3 3.6 0 1.9 40

5 31 6.2 43 6.9 3.6 0 1.8 54

6 39 2.8 35 7.0 3.6 0 1.7 53

Signal region 4

n PDF ISR/FSR Fact.Ren. JES/Emiss
T Lumi. Trig. MC Sta. Tot.Syst

2 13 8.7 33 14 3.6 0 5.3 40

3 19 12 28 11 3.6 0 3.8 38

4 24 6.0 38 9.8 3.6 0 3.0 47

5 35 14 39 6.0 3.6 0 2.7 55

6 45 9.6 42 8.1 3.6 0 2.6 63

Table 5.7: Relative systematic uncertainties from each source, along with the total relative

systematic and statistical uncertainties, (in %), on the ADD signal yield.
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5.6.3 Limits on WIMP pair production

The results are also translated into exclusion limits on WIMP pair production, con-

sidering the effective operators D5, D8 and D11, and WIMP masses mχ=80, 400, and

1000 GeV. Experimental and theoretical systematic uncertainties on the WIMP signal

are estimated as for the 7 TeV analysis, and are listed in table 5.9, for different values

of the WIMP mass mχ. Since the simulated signal events with the operator D8 exhibit

the same kinematic behavior as D5 and only differs in cross section, all systematic un-

certainties of D5 are hence used for D8 too, and the difference in cross section is taken

into account in the limit setting.

For mχ=80 GeV, values of M∗ lower than 730 GeV are excluded at 90% CL for the

operator D5. Instead, for the operator D11 the lower bounds on M∗ are at 310 GeV.

Figure 5.24 shows the 90% CL limits on the scale suppression M∗ as a function of mχ

and for the three operators. Table 5.8 reports the 90% and 95% CL limits on M∗ for

the different operators and mχ. Note that compared to the 7 TeV analysis, the limits

of D5 and D8 are now about 10% larger and hence more restrictive. For D11, the result

does not improve the previous analysis1 .

mχ[GeV] D5 D8 D11

80 731(704) 713(687) 309(301)

400 632(608) 535(515) 257(250)

1000 349(336) 250(240) 155(151)

Table 5.8: The 90% (95%) CL observed lower limits on the suppression scale M∗ as a

function of WIMP mass mχ. All values correspond to the nominal observed limit excluding

theoretical uncertainties. The signal region with the best expected limits, SR3, is quoted

in all cases.

1As for the limits on the ADD model, the improvement is not as large as one would naively expect

from the increase of energy and integrated luminosity, because of the lack of sufficient MC statistics.
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Figure 5.24: The 90% CL lower limits on M* for different masses of χ. Observed and

expected limits including all but the theoretical signal uncertainties are shown as dashed

black and red solid lines, respectively. The grey and blue bands around the expected

limit are the ±1 and 2σ variation expected from statistical fluctuations and experimental

systematic uncertainties on SM and signal processes. The impact of the theoretical uncer-

tainties is shown by the thin red dotted ±1σ limit lines around the observed limit. The M*

values at which WIMPs of a given mass would result in the required relic abundance are

shown as rising green lines (taken from [40]), assuming annihilation in the early universe

proceeded exclusively via the given operator. The shaded light-grey regions in the bottom

right corners indicate where the effective field theory approach breaks down. The plots are

based on the best expected limits, which correspond to SR3.
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Uncertainty Operator mχ [GeV] SR3 SR4

αs All All 6.0 5.6

Matching scale All All 1.5 2.4

80 9.5 12.6

D5 400 6.4 5.9

Event scale Q 1000 13.4 13.4

80 28.7 31.6

D11 400 29.9 30.0

1000 29.8 30.3

80 7.3 9.2

D5 400 10.4 11.1

PDF 1000 29.3 30.7

80 24.6 25.1

D11 400 39.3 39.3

1000 87.9 87.9

80 11.0 / -6.6 16.0 / -8.9

D5 400 8.8 / -4.7 10.0 / -4.3

JES/JER/Emiss
T 1000 8.5 / -6.6 10.0 / -9.1

(up/down) 80 6.8 / -3.0 7.1 / -2.3

D11 400 6.7 / -0.85 7.1 / -2.3

1000 5.9 / 1.5 7.6 / -4.2

Luminosity All All 3.6 3.6

Trigger All All 0 0

Table 5.9: Overview of WIMP signal relative uncertainties (percentage) for SR3 and SR4.
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6

Conclusions

This thesis presents results on the search for new phenomena in mono-jet events using

proton-proton data collected by the ATLAS experiment at LHC collider with center-

of-mass-energies of 7 TeV (in 2010 and 2011) and 8 TeV (in 2012). The results have

been interpreted in the context of the production of Weak Interactive Massive Parti-

cles (WIMPs), a model with Large Extra Dimensions (ADD), and the production of

light gravitinos in association with a squark or a gluino in Supersymmetry. The full

7 TeV dataset and nearly half of 8 TeV one have been used, and the results led to two

papers[72, 73] and two public notes[74, 106] within the ATLAS collaboration.

The precise determination of the Z/W+jets background, that constitutes the dom-

inant background contribution, is a central part of this thesis. A dedicated data-driven

method is employed making use of data events in control regions. This translates in a

significant reduction of the systematic uncertainties to the level of few percents. Other

processes (QCD multi-jets and non-collision background) are estimated with dedicated

data-driven methods. Finally, sub-leading contributions (top and di-boson production)

are determined from Monte Carlo simulation.

In all cases, the data are in agreement with the Standard Model (SM) predictions,

and the results are interpreted in the context of various scenarios for physics beyond

the SM. For the ADD model, the fundamental Planck scale in 4+n dimensions MD is

constrained, and values of MD lower than 4.37 TeV for n=2, and lower than 2.69 TeV

for n=6, are excluded at 95% confidence level (CL), challenging altogether the validity

of this model.
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Results are also interpreted in the context of WIMP pair production. An effective

lagrangian is used to describe several types of interactions between WIMPs and SM

particles (quarks or gluons). Different effective operators result in either spin-dependent

or spin-independent interactions. Exclusion limits on the WIMP-nucleon cross section

are then derived and compared with direct dark matter detection experiments. The

ATLAS results give a unique access to WIMP masses mχ <10 GeV (where direct

detection suffers from kinematic suppression), and are particularly relevant for spin-

dependent operators and in the case of WIMP-gluon interaction. Results are also

translated into constraints on the WIMP-WIMP annihilation rate, and compared with

results from indirect detection experiments.

Finally, the results are interpreted in the context of Gauge Mediated Supersymmetry

Breaking with light gravitino. In this scenario, the associated production of gravitinos

with a squark or gluino has been studied for different configurations of the squark and

gluino masses, mq̃ and mg̃. In the case mq̃ = mg̃ = 1.7 TeV, gravitino masses below

4·10−5eV are excluded at 95% CL. This is used to infer a lower bound on the scale of

the Supersymmetry breaking of
√

〈F 〉 = 645 GeV, extending significantly the previous

contraint from LEP.

At the time of writing this thesis, the mono-jet analysis with the full 8 TeV dataset

is being completed in ATLAS, including other interpretations (third generations SUSY

squarks, invisible Higgs decay), in addition to the models explored in this document.

In 2015, the LHC will resume data-taking and provide p-p collisions at 13-14 TeV,

accessing a range of energies never studied before, and giving the opportunity for new

exciting discoveries in the mono-jet final state.
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Appendix A

TileCal commissioning with

cosmic muons, single beam, and

collision data

This appendix describes the commissioning and calibration of the ATLAS Tile hadronic

calorimeter (TileCal). Until December 2009 the ATLAS detector went through a long

period of commissioning with cosmic rays. This data was used to study the energy

response and the inter-calibration among cells. Subsequently the LHC operated in

special settings with single beams and delivered the so called ”beam splash” events,

that were used in TileCal for time calibration. Starting from December 2009, the LHC

provided proton-proton collisions at different center of mass energies (900 GeV, 2.36

TeV and 7 TeV). The early data was used for the commissioning of the ATLAS detector

for the 2010 collision run. The studies described in this appendix are published in the

Eur. Phys. J., in “Readiness of the ATLAS Tile Calorimeter” [56].

TileCal is divided into three cylindrical sections, whose axes coincide with the

colliding beam axis (z axis). The cylindrical sections are referred to as long barrel

(LB), that covers a region |η| !0.8, and extended barrels (EB), covering approximately

0.8< |η| <1.6 . Each of the three sections is composed of 64 azimuthal segments,

referred to as modules, subtending∆ φ = 2π/64 , 0.1. The electronic readout is or-

ganized in four independent blocks, called “partitions”: one for each EB, and two for

the LB. Radially, the TileCal cells are organized in three layers called A (the most

internal), BC (the middle one), and D (the external).
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Calorimeter response to cosmic muons

Since the interaction of muons with matter is well understood and well modeled, cosmic

rays measurements were used to provide information about the response of the detector.

The cosmic ray events used in this analysis were collected between September and

October 2008. The trigger selection of the events relies on the RPC and TGC systems

of the Muon Spectrometer (see section 3.2.3). The analysis is based on about 1M

triggered events. The tracks are reconstructed using the Inner Detector (see section

3.2.1) information and are extrapolated through the volume of the ATLAS detector.

For each muon track crossing a calorimeter cell, a path length dx is evaluated as the

distance between the entrance and the exit points. The effect of the magnetic field on

the path reconstruction is found to be negligible, and the muon trajectory inside the

cell is approximated with a straight line.

The events are required to have a reconstructed track in the Inner Detector with

at least 8 hits in the Pixel and SCT systems. The transverse and longitudinal impact

parameters are required to be |d0| < 380 mm and |z0| < 800 mm respectively. The

events are further required to have the track momentum in the window 10 GeV < p <

30 GeV. The lower limit was applied to minimize effects of multiple scattering. The

upper cut restricts the muon radiative energy losses which otherwise cause considerable

fluctuations in the deposited energy. A small fraction of events has the cell response

compatible with the pedestal level although the cells should be hit by the muon. This

happens because the particle actually crosses a neighboring cell and it is consistent

with the expected deviation from a linear muon trajectory due to multiple scattering.

In order to limit this effect, only tracks that are well within a module were selected

by applying the cuts |∆φin| = |φcell − φin| < 0.045 and |∆φout| = |φcell − φout| <

0.045, where φin(φout) is the azimuthal angle of the entrance (exit) point of the muon

trajectory in the cell. In order to remove residual noise contribution, the measured

cell energy dE is required to be larger than dEcut = 60MeV. Deposits of energy in a

short path have a larger variation of the sampling fraction. In order to limit this effect

only tracks with path length dx > 200 mm were considered. The energy deposited

by a muon track with a trajectory close to the vertical direction is badly measured in

TileCal due to the strong sampling fraction variation caused by the vertical orientation

of the scintillating tiles. To ensure more stable results, tracks are required to have a
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minimum cell path z component. The cut z = |zin − zout| > 6cm was applied, where

zin and zout are the crossing points at the z cell surfaces.
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Figure A.1: On the left, the response of the barrel module BC cells as a function of

track path length is shown. A linear fit to the corresponding distribution of mean values

is superimposed. The excess of events around the track path length of 840 mm (radial size

of the BC cells of the barrel module) is a purely statistical effect, since most of the cosmic

ray muons enter the calorimeter at small zenith angle. On the right, the distribution of

the truncated mean dE/dx per cell, shown for the radial layer D for data and MC.

At energies in the range between 10 GeV and 30 GeV the dominant energy loss

process is ionization and the energy lost is essentially proportional to the track path

length (Fig. A.1-left). The response of the detector was then studied with the truncated

mean of dE/dx, defined as the mean dE/dx in which 1% of the events in the high-

energy tails of the distribution are removed. This quantity is less affected by the higher

energy loss proceses (bremsstralung, δ-rays...) that can cause fluctuations on the mean

dE/dx.

The uniformity of the cell response in the layer D (the most external) is shown in

Fig. A.1-right. The cells considered are required to have at least 100 selected muon

deposits. For the D layer 316 cells fulfill this requirement and represent 38% of the

total number of cells in this layer. The distribution is compared with MC simulated

cosmic events, in which the calorimeter response is, by definition, equal in every cell.

Since the MC shows an RMS compatible with that of data, it indicates that cells are

well inter-calibrated within the layer. Fig. A.2 shows the cell response, expressed in
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Figure A.2: Uniformity of the A layer cell response to cosmic muons, expressed in terms

of normalized truncated mean of dE/dx, as a function of azimuthal angle φ (left) and the

pseudo-rapidity η (right).

terms of truncated mean of dE/dx, as a function of φ and η for the layer A cells. The

dE/dx values are normalized on the average dE/dx of all the cells of the layer. Data

and MC show similar pattern and the dispersion of the data points is below 3% for the

explored range.

Timing calibration with ”splash” events

To allow for optimal reconstruction of the energy deposited in the calorimeter the

timing of the readout channels must be adjusted with a precision of ∼ 1 ns. These time

offsets can be measured using the laser calibration system [56]. The timing precision for

channels in the same module achieved with laser pulse on the photomultipliers (PMTs),

can be as low as 0.6 ns for 99% of the Tile Calorimeter readout channels. Nevertheless,

the timing calibration with the laser system has some limitations as, for example, the

knowledge of the propagation time in the optical fibers between the laser source to the

PMTs, and the propagation time between the cells and the PMTs.

The inter-partition timing and global timing with respect to the rest of ATLAS were

coarsely set using cosmic-ray data, and more accurately using the so called ”splash”

events. In these events the LHC proton beam hits a completely closed collimator
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placed on the beam line 140 m away from ATLAS interaction point. This settings

produce O(105) particles (mainly muons) arrive simultaneously in the ATLAS detector,

depositing in TileCal a total energy of ∼ 103 TeV.

Fig. A.3 (a) shows the time of the energy deposits as measured in beam splash

events, averaged over the full range of the azimuthal angle φ for all cells with the same

z-coordinate. The muons pass through the calorimeter entering from the negative z

side. This is at the origin of the slope of the time values. The visible discontinuities

at z = 0 and z = ±3000 mm for the 2008 data are due to the uncorrected time differ-

ences between the four TileCal partitions. These were calculated using the 2008 data

and adjusted for the 2009 running period. After the muon time-of-flight corrections

(b), the timing shows an almost flat distribution within 2 ns in each partition, con-

firming a good inter-calibration between modules with the laser system. In 2009, the

TOF-corrected timing distribution (c) shows an timing inter-calibration between the

partitions of ± 5 ns. In preparation for the 2010 run, the 2009 single beam results were

used to provide the timing calibration for all cells and, as is shown in Fig. A.3 (d)

for the 2010 single beam results, all remaining non-uniformities were corrected. The

spread of the TileCal cell timing distribution at the start of the 7 TeV collisions is of

order 0.5 ns 1.

Calorimeter performance in collision events

In November 2009 the LHC entered a tuning phase to reach the optimal operating

conditions. The center of mass energy of the proton-proton collisions was then increased

from 900 GeV, corresponding to protons colliding at the injection energy, to 2.36 TeV

and finally up to 7 TeV. In Fig. A.4 the cell response spectrum is shown for collision

events at different
√
s. The same distribution for PYTHIAMCminimum-bias simulated

events at
√
s = 7 TeV is shown for comparison. The events were triggered using the

MBTS system (Minimum Bias Trigger Scintillators) [109] both in data and MC. In

order to compare the signal spectrum with the noise, the distribution resulting from

random triggered events are also shown. The results show that the MC provides a good

description of the response spectrum both for noise and signal regions. The response

as a function of η is shown in Fig. A.5. In order to suppress the noise only the cells

1This value takes into account 97% of the TileCal channels.
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Figure A.3: Timing of TileCal signals recorded with single beam data in September 2008

(a and b), November 2009 (c) and February 2010 (d). The time is averaged over the full

range of the azimuthal angle φ for all cells with the same z-coordinate (along beam axis),

shown separately for the three radial layers. Corrections for the muon time-of-flight along

the z axis are applied in the b), c) and d) figures, but not on the top left (a).
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with a signal > 500 MeV are used. The agreement is within 2% in the central region,

while is worse at large eta ( η > 1.2 ) where also the statistics is poorer.
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Figure A.4: Energy response of the TileCal cells. The distributions from collision data at

7 TeV, 2.36 TeV, and 0.9 TeV are superimposed with non-diffractive minimum bias Pythia

MC and randomly triggered events.

Summary

All the studies presented in this appendix were essential for the commissioning of the

Tile calorimeter. The results of the cosmic-muon analysis was the first study on the Tile-

Cal EM scale and the energy inter-calibration in the ATLAS cavern, and contributed

to constraint the uncertainty on the energy measurement. The timing calibration with

splash events was fundamental to inter-calibrate the detector with a precision of ∼0.5

ns, improving the energy signal reconstruction. Finally, the studies of the energy re-

sponse in first collisions gave additional confidence on the good understanding of the

calorimeter, concerning both the noise and the reconstruction of low energy deposits

(few GeV).
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A. TILECAL COMMISSIONING WITH COSMIC MUONS, SINGLE
BEAM, AND COLLISION DATA
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Figure A.5: Transverse Energy (ET ) of TileCal cell as a function of eta in collision

candidate events at
√
s = 7 TeV. Only cells with transverse energy above 500 MeV are

considered. Non-diffractive minimum bias Pythia MC events with the same energy cut are

superimposed with the collision candidate events. The cut is chosen at 500 MeV in order

to have negligible electronic noise contribution.
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Appendix B

Luminosity measurement with

TileCal data

This appendix presents the main aspects of the luminosity measurement made with the

Tile hadronic calorimeter (TileCal) using 7 TeV data collected in 2011. The TileCal

readout provides a measurement of the energy every 25 ns. The electronic board

plugged just after every PMT has also a signal integrator with an integration time

(τ) ranging between 10-20 ms depending on its configuration.

Figure B.1 (left) shows the current intensities for the cells belonging to each radial

layer, as a function of the pseudo-rapidity of the cell. The cells of layer A at η ∼1.3

(called cells A13) have a higher current, since they are more exposed to particles com-

ing from the interaction point. The integrated PMT currents are proportional to the

instantaneous luminosity, and therefore can be used for luminosity measurements. The

current intensity of cells A13 is plotted in Figure B.1 (right) as a function of the lumi-

nosity measured with BCM [59], showing a good linearity between the two.

For each PMT and for each run the contribution of the noise and from beam-halo

background is subtracted from the currents. This subtraction is based on the measured

noise before the injection of the beams and from the integrated currents measured at

the beginning of the LHC fill when the proton beams are injected, but do not yet collide.

Calibration factors between each PMT current and the absolute luminosity is retrieved

at the van der Meer scan (vdM scan), comparing the currents from A13 cells to the

luminosity measured by BCM. Figure B.2 (left) shows the luminosity measured with

TileCal cells A13 in a vdM scan in April 2011, as a function of time. The bell shapes
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Figure B.1: The plot on left-hand side shows the average current intensity for all the

TileCal cells as a function of the pseudo-rapidity. The plot on right-hand side shows the

current of cells A13 as a function of the luminosity measured with BCM.

of the luminosity is due to the movement of the beams one respect to the other in

the horizontal and vertical directions. Figure B.2 (right) compares the average number

of interactions per bunch crossings µ in the vdM scan measured with different sub-

detectors and algorithms with to the one measured with BCM and used as default in

the ATLAS collaboration. For TileCal, the luminosity is converted to µ with equation

L =
µnbfr
σinel

. (B.1)

All the measurements are within 1%.
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Figure B.2: The plot on left-hand side shows the luminosity measured with TileCal in a

vdM scan taken in April 2011. The plot on right-hand side compares the measured µ of

different sub-detectors and algorithms for the same vdM scan.
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Several vdM scans have been taken in 2010, 2011 and 2012, all showing a good

understanding of the TileCal measurements at low luminosity (L∼1030cm−2s−1). To

study the high luminosity range, the measurements from the different sub-detectors are

compared in special runs, called µ-scans. In these runs the instantaneous luminosity

is varied in a large range up to L∼1033cm−2s−1. Figure B.3 presents the comparison

between the luminosities measured with TileCal and the other sub-detectors, showing a

good agreement between the measurements. Figure B.4 instead compares the luminos-

ity measured in p-p runs at
√
s=7 TeV through the year 2011, showing no dependence

of the measurements with time.

The luminosity studies carried out with TileCal data have been fundamental to

establish the systematic uncertainty on the default luminosity measurement made by

BCM. In particular the TileCal results are the only one that constrained the linearity

of the luminosity measurement.
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Figure B.3: Comparison of the luminosity measurements in a µ-scan using various sub-

detectors.
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√
s=7 TeV through the year 2011.
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Appendix C

Search for new phenomena in the

mono-jet final state with 33 pb−1

at 7 TeV

This appendix describes the analysis based on 33pb−1 of 7 TeV collisions collected in

2010. The results of this analysis were published in Phys. Lett. B705 (2011) 294312 (see

reference [73]), and were the first ATLAS public results on a search for new phenomena

in the mono-jet channel. The analysis strategy is similar to the one adopted for the full

7 TeV dataset, therefore this appendix will only present the differences with respect to

what already explained in chapter 4.

For the analysis presented in the current appendix, the jet and electron candidates,

as well as the Emiss
T , are defined with the same criteria as in the analysis of the full 7 TeV

(see section 4.3). Muon candidates are reconstructed with the combined algorithm and

are defined by tighter kinematic requirements: pT > 10 GeV and η > 2.41. Events are

collected with a Emiss
T -based trigger that is 99% efficient for Emiss

T >120 GeV. After

cleaning requirements on the vertex and on the jets, events are required to have no

identified electron or muon. A first signal region (SR), called LowPt, is defined by

requiring Emiss
T > 120 GeV, one jet with pT > 120 GeV, and no more jets with pT >

30 GeV in the event. A second SR, called HighPt, is instead defined by requiring

Emiss
T > 220 GeV, leading jet pT > 250 GeV, second leading jet with pT < 60 GeV,

1In the analysis of the full 7 TeV dataset, muons are defined with either the combined or the

segment-tagged algorithms, and with pT >7 GeV and η >2.5
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and no third leading jet with pT > 30 GeV. In the HighPt region, the second leading

jet is required to have∆ φ(jet2, Emiss
T ) > 0.5.

The background (BG) estimation of the Z/W+jet processes makes use of the trans-

fer factor (TF) method described in section 4.5.1. Two control regions (CRs), called

inclusive electron CR and inclusive muon CR are defined by the SR selection but in-

verting respectively the electron and muon veto requirements. Figure C.1 shows the

agreement in the number of events for the muon and electron CRs defined with different

thresholds in Emiss
T and leading jet pT. The inclusive muon CR is used to estimate the

Z(→ νν), W (→ µν) , and Z(→ µµ) processes, while the inclusive electron CR is used

for W (→ eν) , W (→ τν), and Z(→ ττ). BG distributions for the SR are built from

the MC-based predictions, and are normalized to the number of BG events estimated

with the TF method1.
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Figure C.1: Observed number of events in the inclusive muon (left) and electron (right)

CR compared to the sum of the different W/Z plus jets predictions (squares) as a function

of the highest jet pT threshold, in events with no second-leading jet with pT > 60 GeV.

The band indicates the total systematic uncertainty on the MC prediction.

For the multi-jet BG estimation, we define a di-jet CR with the same selection of

the SR, but requiring a second jet with pT > 30 GeV and∆ φ(jet2, Emiss
T ) < 0.5. The

pT distribution of the second leading jet is extrapolated below the 30 GeV threshold

(for more details about this procedure see section 4.5.2). The contamination of non-

collision BGs is estimated from un-pair proton bunches in the collider that fulfill the

SR selection.
1Instead in the analysis of the full 7 TeV dataset the SR distributions are built from CR data

distribution corrected with bin-by-bin TFs.
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Table C.1 summarizes the results with the number of observed events in the two SRs

and the estimated BG, including statistical and systematic uncertainties. The statistical

uncertainty is due to the limited MC statistic. The dominant systematic uncertainties

is instead come from the limited statistic in the data CRs. The systematic uncertainties

on W (→ µν)+jets, Z(→ µµ)+jets, and Z(→ νν)+jets predictions are fully correlated.

Similarly, the systematic uncertainties on W (→ eν) +jets, W (→ τν)+jets, and Z(→

ττ)+jets are fully correlated. The observed number of events is in good agreement with

the SM predictions. Figure C.1 shows the Emiss
T and leading jet pT distributions for the

two SRs. Good agreement is observed in all cases. The results of χ2 tests performed on

the distributions of C.1 lead to χ2 per degree of freedom values in the range between

0.4 and 1.2.

Background Predictions ± (stat.) ± (syst.)

LowPt Selection HighPt Selection

Z(→ νν)+jets 357± 12± 25 25.4± 2.6± 2.8

W (→ τν)+jets 139± 5± 36 7.8± 1± 2.3

W (→ µν) +jets 70± 4± 5 3.8± 0.6± 0.4

W (→ eν) +jets 59± 3± 15 3.0± 0.7± 0.9

Multi-jets 24± 5± 14 −
Z(→ ττ)+jets 2.6± 0.5± 0.7 −
Z(→ µµ)+jets 1.9± 0.4± 0.1 −

top 0.96± 0.04± 0.2 −
γ+jets 0.35± 0.17± 0.5 −

Z(→ ee)+jets − −
Non-collision Background 2.4± 0.5± 1.1 −

Total Background 657± 15± 62 40± 2.9± 4.8

Events in Data (33 pb−1) 611 39

Table C.1: Number of observed events and predicted BG events, including statistical and

systematic uncertainties. The statistical uncertainties are due to limited MC statistics.

The dominant systematic uncertainties come from the limited statistics in the data CRs.

Results are translated into limits on the ADD model and into model independent

limits on any beyond the Standard Model process. The 95% CL upper limits on σ×A×ε

are calculated considering the systematic uncertainties on the BG and on the integrated
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Figure C.2: Measured Emiss
T

(left) and leading jet pT (right) distributions for the LowPt

(top) and HighPt (bottom) SRs compared to BG predictions. Only statistical uncertainties

on the data are shown. The systematic uncertainties on the total number of predicted

events are 9% for the LowPt region and 12% for the HighPt region.
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luminosity. The resulting values are 3.26 pb and 0.51 pb for the LowPt and HighPt

analysis respectively.

For the graviton production in the ADD model, signal cross section and acceptances

are calculated with a low energy effective field theory (see section 2.4.1) with energy

scale MD. MC signal samples are produced with PYTHIA as it is done for the analysis

of the full 7 TeV dataset (see section 4.7). To obtain limits on the ADD parameter

MD, model-dependent uncertainties on the signal cross sections and acceptances are

determined and they are all included in the limit calculation. Systematic uncertainties

affecting the production cross section include the PDF uncertainty (evaluated using the

variations between the nominal CTEQ6.6 and the 44 error sets) and the uncertainty

on the renormalization and factorization scales (estimated by varying them by a factor

of two). Systematic uncertainties that affect the signal acceptance are evaluated on

the ISR and FSR modeling (by varying the parameters controlling ISR/FSR within a

range that is consistent with experimental data), jet energy scale and resolution, pile-

up uncertainty (by comparing MC results with and without overlaid pile-up collisions),

and luminosity. The total systematic uncertainty is 20% for both LowPt and HighPt

regions, dominated by the ISR/FSR uncertainty (13%). An estimate of the relative

importance of the signal predictions in the unknown ultra-violet kinematic region can

be made by evaluating the cross section after rejecting events for which ŝ > M2
D. For

the HighPt selection, this truncation results in a change of event yield of 2%, 28%, and

60%, respectively for n=2, 4, and 6. For this reason only limits on n=2, 3 and 4 were

considered.

Since the HighPt selections provide the best expected limits, they are used to set

the observed limits. Signal cross sections times acceptance predicted by the effective

theory for n=2 and 4 are shown on the left side of figure C.3 as a function of MD.

The bands around the curves reflect the uncertainties described previously. The cross

section times acceptance limit of 0.51 pb is also shown for illustrative purposes. The

95% CL observed limits on MD are shown on the right side of figure C.3, that largely

extend already those from Tevatron and LEP.
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Figure C.3: Left: Signal cross section times acceptance as a function of MD predicted

by the effective ADD theory for 2 and 4 extra dimensions. The bands surrounding the

curves reflect the systematic uncertainties. The observed limit is shown as a dashed line.

Right: 95% CL observed lower limits on MD for different numbers of extra dimensions for

ATLAS, CDF, and LEP.
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Appendix D

Search for new phenomena in the

mono-jet final state with 1 fb−1

at 7 TeV

This appendix presents the analysis based on the first 1 fb−1 of 7 TeV collisions collected

in 2011. The results of this analysis were documented in the ATLAS public note

ATLAS-CONF-2011-096 [74].

The analysis strategy follows closely the one used for the first 33pb−1 of 2010 data

and described in the previous appendix. One difference is due to an electronic failure

in the LAr calorimeter affecting part of the data, and referred as “LAr hole” (see

section 4.1). Dedicated cleaning requirements were implemented in order to remove

events affected by this failure. After this cleaning the impact of the LAr hole in the

analysis is estimated to be negligible. A second difference is the additional SR, called

“veryHighPt”, that requires the same selection of the “HighPt” SR with increased cuts

(Emiss
T >300 GeV and leading jet pT >350 GeV) to select events in tail of the Emiss

T

distribution.

The Z/W+jet BG estimation is based on the transfer factor method and on the

inclusive muon and electron CRs. Figure D.1 shows the agreement of the CR number of

events in data and MC predictions for different Emiss
T and leading jet pT thresholds. Also

the other BG processes are estimated as described in appendix C, with the exception

of the non-collision BG. Due to an enhancement of the rate of beam-halo muons in the

calorimeters, the non-collision BG is estimated using the same procedure adopted for
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the full 7 TeV dataset (see section 4.5.4), and it constitutes at most a 2% of the total

BG.
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Figure D.1: Observed number of events in the inclusive muon (left) and electron (right)

CR compared to the sum of the different W/Z plus jets predictions (squares) as a function

of the highest jet pT threshold, in events with no second-leading jet with pT > 60 GeV.

The band indicates the total systematic uncertainty on the MC prediction.

Results are presented in table D.1, that compares the observed number of events

with the expected BGs in the three SRs. Figure D.2 shows the Emiss
T and leading jet

pT distributions for the LowPt and veryHighPt SRs. The observation in data agrees

with the estimated BG, and the results are translate into limits for the ADD model, as

well as model independent limits on any beyond the Standard Model process.

The limit setting procedure is the same as for the analysis of the first 33pb−1. The

95% CL upper limits on σ × A × ε for the LowPt, HighPt, and veryHighPt SRs are

1.7 pb, 0.11 pb, and 0.035 pb, respectively. Signal cross sections times acceptance

predicted by the effective theory for n=2 and 4 are shown on the left side of figure

D.3 as a function of MD. For the ADD model the limits are extracted for n ranging

between 2 and 6, and are extracted from the HighPt results to minimize the effects of

the phase space for which ŝ > M2
D. The 95% CL observed limits on MD are shown on

the right side of figure C.3, that largely extend those from the previous ATLAS results.
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Figure D.2: Measured Emiss
T

(left) and leading jet pT (right) distributions for the LowPt

(top) and HighPt (bottom) SRs compared to BG predictions. Only statistical uncertainties

on the data are shown. The systematic uncertainties on the total number of predicted

events are 9% for the LowPt region and 12% for the HighPt region.
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D. SEARCH FOR NEW PHENOMENA IN THE MONO-JET FINAL
STATE WITH 1 FB−1 AT 7 TEV

Background Predictions ± (stat.) ± (syst.)

LowPt Selection HighPt Selection veryHighPt selection

Z(→ νν)+jets 7700± 90± 400 610± 27± 47 124± 12± 15

W (→ τν)+jets 3300± 90± 220 180± 16± 22 36± 7± 8

W (→ µν) +jets 1890± 70± 100 113± 14± 9 18± 4± 2

W (→ eν) +jets 1370± 60± 90 68± 10± 8 8± 1± 2

Multi-jets 360± 20± 290 30± 6± 11 3± 2± 2

Z(→ ττ)+jets 59± 3± 4 2.0± 0.6± 0.2 −
Z(→ µµ)+jets 45± 3± 2 2.0± 0.6± 0.1 −

tt̄ 17± 1± 3 1.7± 0.3± 0.3 −
Non-collision BG 370± 40± 170 8.0± 3.3± 4.1 4.0± 3.2± 2.1

Total Background 15100± 170± 680 1010± 37± 65 193± 15± 20

Events in Data 15740 965 167

Table D.1: Number of observed events and predicted BG events, including statistical
and systematic uncertainties. The statistical uncertainties are due to limited MC statis-
tics. The dominant systematic uncertainties come from the limited statistics in the data
control regions. The systematic uncertainties on W (→ µν) +jets, Z(→ µµ)+jets, and
Z(→ νν)+jets predictions are fully correlated. Similarly, the systematic uncertainties on
W (→ eν) +jets, W (→ τν)+jets, and Z(→ ττ)+jets are fully correlated.
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Figure D.3: Left: Signal cross section times acceptance as a function of MD predicted by

the effective ADD theory for 2 and 4 extra dimensions. The bands surrounding the curves

reflect the systematic uncertainties. The observed limit is shown as a dashed line. Right:

95% CL observed lower limits on MD for different numbers of extra dimensions, compared

with previous results from ATLAS, CDF and LEP.
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Appendix E

Notes on the Z/W+jets

background estimation

This appendix describes an alternative estimation of the Z/W+jets background events

for the analysis of the 7TeV dataset. The results of this alternative estimation were

taken as default for the paper [72], and were used for the limit settings in section

4.7. This estimation follows closely the method presented in section 4.5.1, with some

differences that are explained in the following. As already mentioned, the two methods

lead to almost identical results.

Z/W+jets processes are estimated from four control regions (CRs) defined to select

separately W (→ µν) , Z(→ µµ), W (→ eν) and Z(→ ee) events. The correspondence

between CRs and SR background processes is shown in table E.1.

SR Z → νν̄+jet
W → τν+jet

W → eν+jet
Z → τ+τ−+jet

W → µν+jet Z → µ+µ−+jet

CR

W → eν+jet

W → µν+jet W → eν+jet Z → µ+µ−+jet
W → µν+jet

Z → e+e−+jet

Z → µ+µ−+jet

Table E.1: Overview of processes in the control regions (CR) used to estimate background

contributions of processes in the signal regions (SR).
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E. NOTES ON THE Z/W+JETS BACKGROUND ESTIMATION

Control regions with identified muons In this alternative procedure the CRs

with muons (W (→ µν) and Z(→ µµ)) are defined with tighter requirements. In

particular muons are required to have pT > 20 GeV, |η| < 2.4 and |z0| < 10mm, where

z0 is the impact parameter along z with respect to the reconstructed primary vertex.

Furthermore muons are also required to have the scalar pT sum of tracks within R

= 0.2 around the muon track, excluding the muon itself, must be less than 10% of

the muon pT. Additionally, for the W (→ µν) CR the events are required to have

Emiss,µ
T > 25 GeV, where Emiss,µ is the missing transverse energy as defined in 4.4,

considering also the muon 4-momentum in the computation. These tighter requirements

reduce the number of selected events and therefore increase the statistical uncertainty

of the BG estimation. All other requirements on the reconstructed boson mass and on

the muons are the same respect to the estimation described in section 4.4.

Control regions with identified electrons The CRs W (→ eν) and Z(→ ee)

CRs are used to estimate Z(→ νν) and W (→ eν) contributions. Events are selected

using a single electron trigger and electrons are selected with pT > 25 GeV to be fully

efficient. For the W (→ eν) CR exactly one electron and 40 < MT < 100 GeV is

required. Instead for the Z(→ ee) CR the events are required to have exactly two

electrons and 76 < Mee < 116 GeV. As mentioned earlier, the same selection criteria

on Emiss
T and the jets are applied in the CRs as in the SR. However, when the W (→ eν)

and Z(→ ee) CRs are used to estimate the contribution of Z(→ νν) to each SR, the

Emiss
T is substituted by Emiss,$e

T to mimic the kinematics of the decay of the Z boson to

two undetected neutrinos. The standard calorimeter-based Emiss
T is used for the CR to

estimate the W (→ eν) contribution to the SRs.

The Z(→ νν) estimation The Z(→ νν) contribution in the SR is estimated from

all the 4 CRs, giving always compatible predictions. The final estimation is taken from

an error-weighted average of the 4 estimations that takes into account both systematic

and statistical errors with their correlations. The results are shown in table E.2.

Systematic uncertainty The systematic uncertainties is evaluated as in the main

method detailed in section 4.5.1, with the only exemption of the uncertainty on jet

energy scale (JES). In this alternative method this uncertainty is evaluated moving up

186



and down the pT of all the jets with pT > 20 GeV according to their JES uncertainty.

This estimation gives lower uncertainty respect to the one given in section 4.5.1 and is

therefore less conservative.

Final results Table E.2 summaries all the estimation made with the alternative

method explained in the appendix. The results are very close to those presented in

table 4.6 for the main method. It has to be noticed that the two methods differ for

minor aspects, and therefore their results are highly correlated. Figure E.1 shows the

distributions of the Emiss
T and the pT of the 2 leading jets for region 1 and 4. No

significant differences are found in the shape of the distributions predicted by the two

different methods.
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Background Predictions ± (data stat.) ± (MC stat.) ± (syst.)

Signal Region 1 Signal Region 2 Signal Region 3 Signal Region 4

Zνν (Wµν) 63000 ± 400 ± 300 ± 2100 5410 ± 100 ± 70 ± 230 510 ± 30 ± 20 ± 30 59 ± 9 ± 6 ± 5

Zνν (Zµµ) 63100 ± 900 ± 500 ± 2200 5100 ± 200 ± 100 ± 300 500 ± 80 ± 40 ± 50 75 ± 32 ± 16 ± 6

Zνν (Weν) 6200 ± 400 ± 500 ± 4000 5300 ± 120 ± 90 ± 310 510 ± 30 ± 30 ± 30 53 ± 10 ± 8 ± 4

Zνν (Zee) 63200 ± 900 ± 500 ± 3300 5300 ± 200 ± 100 ± 400 450 ± 60 ± 30 ± 30 72 ± 26 ± 10 ± 5

Zνν [Comb All)] 63000 ± 400 ± 300 ± 2300 5320 ± 70 ± 60 ± 270 500 ± 20 ± 20 ± 30 58 ± 7 ± 5 ± 4

Wτν 31400 ± 200 ± 200 ± 1000 1850 ± 40 ± 30 ± 70 133 ± 8 ± 7 ± 7 13 ± 2 ± 2 ± 1

Weν 14600 ± 200 ± 100 ± 500 680 ± 30 ± 20 ± 30 40 ± 6 ± 4 ± 3 5 ± 2 ± 1 ± 1

Wµν 11070 ± 60 ± 80 ± 560 700 ± 10 ± 20 ± 60 55 ± 3 ± 3 ± 4 6 ± 1 ± 1 ± -

Zττ 421 ± 7 ± 9 ± 22 15 ± 1 ± 2 ± 1 2 ± - ± 1 ± 1 -

Zµµ 204 ± 3 ± 10 ± 16 8 ± - ± 2 ± 3 - -

Multi-jets 1100 ± 33 ± - ± 940 64 ± 8 ± - ± 64 8 ± 3 ± - ± 8 -

tt̄+single t 1240 ± - ± 10 ± 250 57 ± - ± 3 ± 12 4 ± - ± 1 ± 1 -

Di-bosons 302 ± - ± 5 ± 61 29 ± - ± 1 ± 5 5 ± - ± 1 ± 1 1 ± - ± - ± -

NCB 560 ± 60 ± - ± 60 25 ± 13 ± - ± 3 - -

Estimated background 124000 ± 600 ± 500 ± 4400 8800 ± 100 ± 100 ± 400 750 ± 30 ± 20 ± 50 83 ± 10 ± 7 ± 6

Data 124703 8631 785 77

Table E.2: Summary of background estimations for the four signal regions. The estimation of the Z/W+jets background is done

with the method detailed in this appendix (E). The Z(→ νν) estimation used in the background sum corresponds to the combination

of the results obtained with the four control regions. In cases where both data and MCs play a role in the statistical errors, the

two contributions are shown separated as second and third uncertainties. The last quoted uncertainty is the systematic uncertainty.

The number of observed data events was cross checked by different analysis teams, that converged on the same numbers to the level

of 1/10000.
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Figure E.1: Kinematic distributions of data and estimated BG in the signal regions SR1

and SR4. This are the results of the alternative method described in this appendix.
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E. NOTES ON THE Z/W+JETS BACKGROUND ESTIMATION
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Appendix F

Search for new phenomena in the

mono-photon final state with

4.6 fb−1 at 7 TeV

This appendix reports the main results of the search for new phenomena in the mono-

photon final state (large missing transverse momentum and one high pT photon) based

on 4.6 fb−1 at 7 TeV. This analysis has been published in Phys. Rev. Lett. 110 (2013)

011802 [110]. The mono-photon analysis was led by the IFAE team in ATLAS, and

is presented here for completeness, although it is not strictly part of this thesis. This

analysis is complementary to the mono-jet search, and could be regarded as an in-

dependent cross check in case a signal for new physics would appear in the mono-jet

channel.

In the mono-photon analysis, data are collected using a Emiss
T -based trigger. Events

are required to have Emiss
T > 150 GeV, and a photon is with pT > 150 GeV and

|η| < 2.37. To increase the signal acceptance and reduce systematic uncertainties

related to the modeling of ISR, events are allowed to have one jet (with pT > 30 GeV

and |η| < 4.5). The reconstructed photon, Emiss
T vector and jets (if found) are required

to be well separated in the transverse plane with∆ φ(γ, Emiss
T ) > 0.4,∆ R(γ, jet) > 0.4,

and∆ φ(jet, Emiss
T ) > 0.4. Events with identified electrons or muons are vetoed to

reduce the background from Z/W+ jets and Z/W+photon.

The background estimation is very close to the one used in mono-jet analyses. One

control regions is defined by the presence of a photon and a muon, and is employed for
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F. SEARCH FOR NEW PHENOMENA IN THE MONO-PHOTON
FINAL STATE WITH 4.6 FB−1 AT 7 TEV

the estimation of the photon+Z/W processes. In addition, other control regions with

identified leptons are used to estimate the Z/W+jets processes, with jets or electrons

faking photons. The data is compared with the SM predictions in figure F.1 and table

F.1. A good agreement is found both in the number of events and the shape of the

Emiss
T and photon pT distributions.
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Figure F.1: Emiss
T

(left) and photon pT (right) distributions in the SR. The data (black

dots) are compared to the SM predictions (solid lines). The effect of a signal in two

particular ADD and WIMP scenarios is also shown for illustration purposes. For data only

statistical uncertainties are included. The band around the total background prediction

includes uncertainties on the data-driven background estimates and statistical uncertainties

on the MC samples.

The results are translated into exclusion limits in the context of the ADD model and

WIMP pair production, following the same limit setting used in the mono-jet analyses.

Figure F.2 present the 95% CL limits on MD, while figure F.3 present the 90% CL

limits on the WIMP-nucleon cross section, for spin-dependent and spin-independent

interactions. As expected from the differences between strong and electromagnetic

strengths, the mono-photon limits in both interpretations are less restrictive compared

to the mono-jet results.
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Background source Prediction ± (stat.) ± (syst.)

Z(→ νν) + γ 93 ± 16 ± 8

Z(→ //) + γ 0.4 ± 0.2 ± 0.1

W (→ /ν) + γ 24 ± 5 ± 2

W/Z + jets 18 − ± 6

Top 0.07 ± 0.07 ± 0.01

WW,WZ,ZZ, γγ 0.3 ± 0.1 ± 0.1

γ+jets and multi-jet 1.0 − ± 0.5

Total background 137 ± 18 ± 9

Events in data (4.6 fb−1) 116

Table F.1: The number of events in data compared to the SM predictions, including
statistical and systematic uncertainties. The quoted statistical uncertainties include both
contributions from data and the limited size of the simulated samples. In the case of W/Z
+ jets, γ+jets and multi-jet processes a global uncertainty is quoted.
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Figure F.2: 95% CL observed (solid lines) and expected (dashed-dotted lines) limits on

the scale MD as a function of the number of extra dimensions n in the context of the ADD

model. The exclusion bounds are compared with previous results (other lines).
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F. SEARCH FOR NEW PHENOMENA IN THE MONO-PHOTON
FINAL STATE WITH 4.6 FB−1 AT 7 TEV

Figure F.3: Observed exclusion limits at 90% CL on the WIMP-nucleon cross section

as a function of the WIMP mass, for spin-dependent (left) and spin-independent (right)

interactions. The exclusion bounds are compared with previous results.

194

Appendix_monophoton/mono_photon_2.eps


Bibliography

[1] S. L. Glashow. Partial Symmetries of Weak Interactions. Nucl. Phys., 22:579–588,

1961. 5

[2] S. Weinberg. A Model of Leptons. Phys. Rev. Lett., 19. 5

[3] A. Salam. Gauge Unification of Fundamental Forces. Rev. Mod. Phys., 52:525538,

1980. 5

[4] J. Beringer et al. (Particle Data Group). Phys.Rev., D86:010001, 2012. 6

[5] ATLAS Collaboration. Observation of a new particle in the search for the Stan-

dard Model Higgs boson with the ATLAS detector at the LHC. Phys.Rev., D716:

1–29, 2012. 6

[6] CMS Collaboration. Observation of a new boson at a mass of 125 GeV with the

CMS experiment at the LHC. Phys.Rev., D716:30–61, 2012. 6

[7] ATLAS collaboration. Combined measurements of the mass and signal strength

of the Higgs-like boson with the ATLAS detector using up to 25 fb−1 of proton-

proton collision data. (ATLAS-CONF-2013-014), 2013. 6

[8] D.J.Gross and F.Wilczek. Asymptotically Free Gauge Theories. Phys.Rev., D8:

3633, 1973. 7

[9] S. Bethke. Eur. Phys. J., C64:689, 2009. 8

[10] Stelzer TJ Mangano ML. Tools for the simulation of hard hadronic collisions. 12

[11] J. Forshaw J. Butterworth and M. Seymour. Multiparton interactions in photo-

production at hera. Z. Phys., C72:637–646, 1996. 15, 53

195



BIBLIOGRAPHY

[12] F. Caravaglios, M.L. Mangano, M. Moretti and R. Pittau. A new approach to

multi-jet calculations in hadron collisions. Nucl. Phys. B, 539:215, 1999. 15

[13] J. M. Campbell and R. K. Ellis. Phys. Rev., D65:113007, 2002. 16, 54, 89

[14] Ryan Gavin, Ye Li, Frank Petriello, and Seth Quackenbush. FEWZ 2.0: A code

for hadronic Z production at next-to- next-to-leading order. 2010. 16, 54

[15] Kuhn R Webber BR. Catani S, Krauss F. JHEP, 2001. 16

[16] Paolo Nason Keith Hamilton. Improving nlo-parton shower matched simulations

with higher order matrix elements. 2010. 17

[17] Nima Arkani-Hamed, Savas Dimopoulos, and G.R. Dvali. The Hierarchy problem

and new dimensions at a millimeter. Phys.Lett., B429:263–272, 1998. doi: 10.

1016/S0370-2693(98)00466-3. 18

[18] Gian F. Giudice, Riccardo Rattazzi, James D. Wells. Quantum gravity and extra

dimensions at high-energy colliders. 2000. 19, 20, 54

[19] T. Kaluza. Zum Unittsproblem in der Physik. Sitzungsber. Preuss. Akad. Wiss.

Berlin. (Math. Phys.), page 966972, 1921. 19

[20] O. Klein. Quantentheorie und fnfdimensionale Relativittstheorie. Zeitschrift fr

Physik, A 37:895–906, 1926. 19

[21] Gianfranco Bertone, Dan Hooper, and Joseph Silk. Particle dark matter:

Evidence, candidates and constraints. Phys.Rept., 405:279–390, 2005. doi:

10.1016/j.physrep.2004.08.031. 21

[22] A. H. Broeils K. G. Begeman and R. H. Sanders. Extended rotation curves of

spiral galaxies - dark haloes and modified dynamics. Monthly Notices of the Royal

Astronomical Society, 249:523, 1991. 21

[23] F. Zwicky. On the Masses of Nebulae and of Clusters of Nebulae. The Astrophys.

J., page 217, 1937. 22

[24] Girardi M. and all. Optical Luminosities and Mass-to-Light Ratios of Nearby

Galaxy Clusters. The Astrophys. J., page 62, 2000. 22

196



BIBLIOGRAPHY

[25] Planck collaboration. Planck 2013 results. I. Overview of products and scientific

results. 2013. 22

[26] V. Zacek. Dark Matter. Proc. of the 2007 Lake Louise Winter Institute, 2007. 23

[27] F. Cappella R. Cerulli-C. Dai et al. R. Bernabei, P. Belli. New results from

DAMA/LIBRA. Eur.Phys.J., C67:39, 2010. 23

[28] R. Agnese et al. (CDMS Collaboration). Dark Matter Search Results Using the

Silicon Detectors of CDMS II. 2013. 23

[29] I. Bavykina A. Bento-C. Bucci et al. G. Angloher, M. Bauer. Results from 730

kg days of the CRESST-II Dark Matter Search. Eur.Phys.J., C72:1971, 2012. 23

[30] J. Colaresi J. Collar-J. Diaz Leon et al. C. Aalseth, P. Barbeau. Search for an

Annual Modulation in a P-type Point Contact Germanium Dark Matter Detector.

Phys.Rev.Lett., page 141301, 2011. 23

[31] C. Aalseth et al. CoGeNT Collaboration. Results from a search for light-mass

dark matter with a p-type point contact germanium detector. Phys.Rev.Lett.,

106:131301, 2011. 23, 116, 119

[32] XENON100 Collaboration. Dark matter results from 225 live days of xenon100

data. . 23, 116, 119

[33] E. Aprile et al. Dark Matter Results from 100 Live Days of XENON100 Data.

Phys.Rev.Lett., 107:131302, 2011. doi: 10.1103/PhysRevLett.107.131302. 23

[34] M. Aguilar et al. (AMS Collaboration). First Result from the Alpha Magnetic

Spectrometer on the International Space Station: Precision Measurement of the

Positron Fraction in Primary Cosmic Rays of 0.5350 GeV. Phys. Rev. Lett., page

141102, 2013. 23

[35] M. Ackermann et al. Constraining Dark Matter Models from a Combined Analysis

of Milky Way Satellites with the Fermi Large Area Telescope. Phys.Rev.Lett., 107:

241302, 2011. 6 pages, 2 figures/ Contact authors: Johann Cohen-Tanugi, Jan

Conrad, and Maja Llena Garde. 23, 117, 121

197



BIBLIOGRAPHY

[36] PAMELA Collaboration. An anomalous positron abundance in cosmic rays with

energies 1.5100 GeV. Nature 458, pages 607–609, 2009. 23

[37] J. Beringer et al. (Particle Data Group).

http://pdg.lbl.gov/2012/reviews/rpp2012-rev-dark-matter.pdf. 24

[38] R. Trotta et al. The impact of priors and observables on parameter inferences in

the Constrained MSSM. JHEP, 024:0812, 2008. 24

[39] O. Buchmueller et al. The CMSSM and NUHM1 in Light of 7 TeV LHC, Bs→

µ+µ− and XENON100 Data. Eur. Phys. J., C71:1634, 2011. 24

[40] Jessica Goodman, Masahiro Ibe, Arvind Rajaraman, William Shepherd,

Tim M.P. Tait, et al. Constraints on Dark Matter from Colliders. Phys.Rev.,

D82:116010, 2010. doi: 10.1103/PhysRevD.82.116010. 24, 26, 55, 115, 116, 159

[41] A. Pukhov G. Belanger, F. Boudjema and A. Semenov. Dark matter direct

detection rate in a generic model with micrOMEGAs2.2. Comput.Phys.Commun.,

pages 747–767, 2008. 26

[42] Patrick J. Fox, Roni Harnik, Joachim Kopp, and Yuhsin Tsai. Missing Energy

Signatures of Dark Matter at the LHC. Phys.Rev., D85:056011, 2012. doi: 10.

1103/PhysRevD.85.056011. 22 pages, 10 figures. 26, 121

[43] H. P. Nilles. 28

[44] R. Arnowitt A.H. Chamseddine and P. Nath. 28

[45] G. Giudice and R. Rattazzi. Theories with gauge mediated supersymmetry break-

ing. Phys.Rept., 322:419–499, 1999. 28

[46] P. Fayet. Mixing Between Gravitational and Weak Interactions Through the

Massive Gravitino. Phys.Lett., B70:461, 1977. 28

[47] D. Dominici F. Feruglio R. Casalbuoni, S. De Curtis and R. Gatto. A

GRAVITINO - GOLDSTINO HIGH-ENERGY EQUIVALENCE THEOREM.

Phys.Lett., B215:313, 1988. 28

198



BIBLIOGRAPHY

[48] M. Klasen and G. Pignol. New Results for Light Gravitinos at Hadron Colliders:

Tevatron Limits and LHC Perspectives. Phys.Rev., D75:115003, 2007. 30, 154

[49] P. Bryant (Eds.) L. Evans. Lhc machine. JINST, 3:S08001, 2008. 31

[50] The ALICE collaboration. The alice experiment at the cern lhc. JINST, 3:S08002,

2008. 31

[51] G. Aad et al. The ATLAS Experiment at the CERN Large Hadron Collider.

JINST, 3:S08003, 2008. doi: 10.1088/1748-0221/3/08/S08003. 31, 32

[52] The CMS collaboration. The cms experiment at the cern lhc. JINST, 3:S08004,

2008. 31

[53] The LHCb collaboration. The lchb experiment at the cern lhc. JINST, 3:S08005,

2008. 31

[54] The ATLAS Collaboration. Studies of the performance of the atlas detector using

cosmic-ray muons. Eur. Phys. J., C 71:1593, 2011. 33

[55] The ATLAS Collaboration. Readiness of the atlas liquid argon calorimeter for

lhc collisions. Eur. Phys. J., C 70:723–753, 2010. 36

[56] The ATLAS Collaboration. Readiness of the atlas tile calorimeter for lhc colli-

sions. Eur. Phys. J., C 70:11931236, 2010. 36, 163, 166

[57] Georges Aad et al. Luminosity Determination in pp Collisions at
√
s = 7 TeV

Using the ATLAS Detector at the LHC. Eur.Phys.J., C71:1630, 2011. doi:

10.1140/epjc/s10052-011-1630-5. 24 pages plus author list (36 pages total). 9

Figures, 10 Tables, submitted to Journal EPJC. 38

[58] ATLAS collaboration. Luminosity Determination in pp Collisions at
√
s = 7 TeV

Using the ATLAS Detector in 2011. (ATLAS-CONF-2011-116), August 2011. 38

[59] V Cindro et al. The atlas beam conditions monitor. JINST, 3:P02004, 2008. 39,

171

[60] Georges Aad et al. Electron performance measurements with the ATLAS detector

using the 2010 LHC proton-proton collision data. Eur.Phys.J., C72:1909, 2012.

Long author list - awaiting processing. 41, 55

199



BIBLIOGRAPHY

[61] ATLAS collaboration. Muon Performance in Minimum Bias pp Collision Data at

s = 7 TeV. (ATLAS-CONF-2010-036), August 2011. 41

[62] Matteo Cacciari, Gavin P. Salam, and Gregory Soyez. The anti-kt jet clustering

algorithm. JHEP, 04:063, 2008. doi: 10.1088/1126-6708/2008/04/063. 42, 55

[63] W. Lampl et al. Calorimeter clustering algorithms: Description and performance.

(ATL-LARG-PUB-2008-002), Apr 2008. 42

[64] ATLAS collaboration. Pile-up corrections for jets from proton-proton collisions

at
√
s = 7 TeV in ATLAS in 2011. (ATLAS-CONF-2012-064), July 2012. 43

[65] Georges Aad et al. Jet energy measurement with the ATLAS detector in proton-

proton collisions at
√
s = 7 TeV. 2011. 44, 55, 78

[66] The ATLAS collaboration. Jet energy scale and its systematic uncertainty for

jets produced in proton-proton collisions at
√
s = 7 TeV and measured with the

atlas detector. (Tech. Rep. ATL-CONF-2010-056), July 2010. 45

[67] The ATLAS collaboration. In-situ pseudorapidity intercalibration for evaluation

of jet energy scale uncertainty using dijet events in proton-proton collisoins at
√
s = 7 TeV. (ATL-CONF-2011-014), March 2011. 45

[68] T. Barillari et al. ATL-LARG-PUB-2009-001. 47, 55

[69] ATLAS collaboration. Performance of the Missing Transverse Energy Reconstruc-

tion and Calibration in Proton-Proton Collisions at a Center-of-Mass Energy of
√
s = 7 TeV with the ATLAS Detector. (ATLAS-CONF-2010-057), 2010. 47, 48

[70] G. Aad et al. Measurement of the W → lnu and Z/γ∗ → ll production cross

sections in proton-proton collisions at
√
s = 7 TeV with the ATLAS detector.

JHEP, 1012:060, 2010. doi: 10.1007/JHEP12(2010)060. 38 pages plus author list

(57 pages total), 16 figures, 15 tables. 48, 49, 56

[71] The ATLAS Collaboration. Measurement of the production cross section for w-

bosons in association with jets in pp collisions at
√
s = 7 TeV with the atlas

detector. Phys.Lett., B698:325–345, 2011. 48

200

http://cdsweb.cern.ch/record/1112035


BIBLIOGRAPHY

[72] G. Aad et al. Search for dark matter candidates and large extra dimensions in

events with a jet and missing transverse momentum with the ATLAS detector.

Submitted to JHEP. 51, 123, 161, 185

[73] Georges Aad et al. Search for new phenomena with the monojet and miss-

ing transverse momentum signature using the ATLAS detector in
√
s = 7 TeV

proton-proton collisions. Phys.Lett., B705:294–312, 2011. doi: 10.1016/j.physletb.

2011.10.006. 51, 107, 123, 161, 175

[74] Search for new phenomena in monojet plus missing transverse momentum final

states using 1 fb−1 of pp collisions at
√
s = 7 TeV with the atlas detector.

(ATLAS-CONF-2011-096), Jul 2011. 51, 107, 123, 161, 181

[75] Casadei, D . et al. The implementation of the atlas missing et triggers for the

initial lhc operation. (ATL-DAQ-PUB-2011-00), 2011. 52

[76] S. Agostinelli et al. GEANT4: A simulation toolkit. Nucl. Instrum. Meth., A506:

250–303, 2003. doi: 10.1016/S0168-9002(03)01368-8. 53

[77] ATLAS Collaboration. The atlas simulation infrastructure. Eur.Phys.J., C70:

823874, 2010. 53

[78] M. Mangano et al. Alpgen, a generator for hard multiparton processes in hadronic

collisions. JHEP, 07:001, 2003. 53

[79] G. Corcella et al. HERWIG 6: An event generator for hadron emission reac-

tions with interfering gluons (including supersymmetric processes). JHEP, 01:

010, 2001. 53

[80] G. Corcella et al. HERWIG 6.5 release note. hep-ph/0210213, 2002. 53

[81] J. Huston H. Lai P. M. Nadolsky et al. J. Pumplin, D. Stump. New generation

of parton distributions with uncertainties from global QCD analysis. JHEP, 012:

0207, 2002. 53

[82] F. Krauss M. Schonherr S. Schumann et al. T. Gleisberg, S. Hoeche. Event

generation with SHERPA 1.1. JHEP, 007:0902, 2009. 53

[83] S. Frixione and B.R. Webber. The MC@NLO 3.2 event generator. 2006. 54

201



BIBLIOGRAPHY

[84] Pavel M. Nadolsky et al. Implications of CTEQ global analysis for collider ob-

servables. Phys. Rev., D78:013004, 2008. doi: 10.1103/PhysRevD.78.013004. 54

[85] S. Mrenna T. Sjostrand and P. Skands. PYTHIA 6.4 physics and manual. JHEP,

05:026, 2006. 54

[86] A. D. Martin, W. J. Stirling, R. S. Thorne, and G. Watt. Parton distribu-

tions for the LHC. Eur. Phys. J., C63:189–285, 2009. doi: 10.1140/epjc/

s10052-009-1072-5. 54

[87] Q. Li S. Karg, M. Kramer and D. Zeppenfeld. Nlo qcd corrections to graviton

production at hadron colliders. Phys. Rev., D81:094036, 2010. 54

[88] F. Maltoni O. Mattelaer J. Alwall, M. Herquet and T. Stelzer. Madgraph 5 :

Going beyond. JHEP, 1106:128, 2011. 55

[89] Georges Aad et al. Performance of Missing Transverse Momentum Reconstruction

in Proton-Proton Collisions at 7 TeV with ATLAS. Eur.Phys.J., C72:1844, 2012.

doi: 10.1140/epjc/s10052-011-1844-6. 55

[90] The ATLAS collaboration. Data-quality requirements and event cleaning for

jets and missing energy reconstruction with the atlas detector in proton-proton

collisions at a center-of-mass energy of
√
s = 7 TeV. (ATLAS-CONF-2010-038),

June 2010. 57

[91] ATLAS Colaboration. Search for mono-jet plus missing transverse energy in pp

collisions at
√
s = 7 TeV with the atlas detector. (ATL-COM-PHYS-2012-343),

May 2012. 58

[92] The ATLAS collaboration. Measurement of the cross section for jets produced in

association with z bosons. (ATL-COM-PHYS-2010-884), December 2010. 59, 75

[93] The ATLAS collaboration. Measurement of the production cross for w-bosons

in association with jets in pp collisions at
√
s = 7 TeV with the atlas detector.

(ATL-COM-PHYS-2010-883), December 2010. 59, 75

[94] ATLAS Internal. Single boson and diboson production cross sections in pp colli-

sions at
√
s = 7 TeV. ATL-COM-PHYS-2010-695. 89

202



BIBLIOGRAPHY

[95] ATLAS collaboration. Non-collision backgrounds as measured by the ATLAS

detector during the 2010 proton-proton run. (ATLAS-CONF-2011-137), August

2011. 89, 90

[96] A. L. Read. Presentation of search results: The cls technique. J.Phys.G, G28:

26932704, 2002. 102

[97] N. Arkani-Hamed, S. Dimopoulos and G.R. Dvali. The hierarchy problem and

new dimensions at a millimeter. Phys. Lett., B429:263, 1998. 103

[98] J. Pumplin, D. Stump, R. Brock, D. Casey, J. Huston, et al. Uncertainties of

predictions from parton distribution functions. 2. The Hessian method. Phys.Rev.,

D65:014013, 2001. doi: 10.1103/PhysRevD.65.014013. 104

[99] E. Komatsu et al. Seven-Year Wilkinson Microwave Anisotropy Probe (WMAP)

Observations: Cosmological Interpretation. Astrophys.J.Suppl., 192:18, 2011. doi:

10.1088/0067-0049/192/2/18. 115

[100] CDMS Collaboration. Results from a low-energy analysis of the cdms ii germa-

nium data. Phys.Rev.Lett., 106:131302, 2011. 116, 119

[101] T. Aaltonen et al. CDF Collaboration. Search for dark matter in events with one

jet and missing transverse energy in pp collisions at s=1.96 tev. Physical Review

Letters, 108 no. 21:211804, 2012. 116, 119, 120

[102] CMS Collaboration. Search for dark matter and large extra dimensions in monojet

events in pp collisions at s= 7 tev. . 116, 119, 120

[103] T. Morlat A. Fernandes A. Ramos et al. M. Felizardo, T. Girard. Final analysis

and results of the phase ii simple dark matter search. Phys.Rev.Lett., 108:201302,

2012. 116, 120

[104] PICASSO Collaboration. Constraints on low-mass wimp interactions on 19f from

picasso. Phys.Lett. B, 711:153–161, 2012. 116, 120

[105] M. Cirelli et al. Pppc 4 dm id: A poor particle physicist cookbook for dark matter

indirect detection. 117

203



BIBLIOGRAPHY

[106] ATLAS collaboration. Search for New Phenomena in Monojet plus Missing Trans-

verse Momentum Final States using 10/fb of pp Collisions at
√
s = 8 TeV with

the ATLAS detector at the LHC. (ATLAS-CONF-2012-147), July 2012. 123,

139, 161

[107] K. Mawatari and Y. Takaesu. HELAS and MadGraph with goldstinos.

Eur.Phys.J., C71:1640, 2011. 125

[108] 183-208 GeV LEP2 SUSY Working Group Collaboration, Single Pho-

tons. http://lepsusy.web.cern.ch/lepsusy/www/photons/single/single public

summer04.html. 150, 154

[109] The ATLAS Tile Calorimeter Collaboration. Tile calorimeter technical design

report. CERN/LHCC, pages 96–42, 1996. 167

[110] The ATLAS Collaboration. Search for Dark Matter Candidates and Large Extra

Dimensions in Events with a Photon and Missing Transverse Momentum in pp

Collision Data at
√
s = 7 TeV with the ATLAS Detector. Phys. Rev. Lett., 110:

011802, 2013. 191

204


	1 Introduction
	2 Theory and phenomenology
	2.1 Introduction to the Standard Model
	2.2 QCD phenomenology at hadron colliders
	2.2.1 The proton structure and the parton density functions
	2.2.2 Factorization theorem

	2.3 Monte Carlo simulation
	2.3.1 Parton shower
	2.3.2 Hadronization
	2.3.3 Underlying event
	2.3.4 Monte Carlo generators

	2.4 Models for physics beyond the Standard Model
	2.4.1 Graviton production in the ADD scenario
	2.4.2 Dark Matter and WIMP pair production at LHC
	2.4.3 Gravitino production in the GMSB scenario


	3 The ATLAS experiment at LHC
	3.1 Large Hadron Collider
	3.2 The ATLAS detector
	3.2.1 Inner detector
	3.2.2 Calorimeters
	3.2.3 Muon spectrometer
	3.2.4 Trigger system
	3.2.5 Luminosity measurement

	3.3 Reconstruction of physics object
	3.3.1 Electrons
	3.3.2 Muons
	3.3.3 Jets
	3.3.4 Missing Transverse Energy


	4 Search for new phenomena in the mono-jet final state at s=7 TeV 
	4.1 Data sample
	4.2 Monte Carlo simulated samples
	4.2.1 MC generation of SM processes
	4.2.2 MC generation of graviton production in ADD scenario
	4.2.3 MC generation of WIMP pair production

	4.3 Object definition
	4.4 Event selection
	4.5 Estimation of the background contributions
	4.5.1 Z/W+jets production
	4.5.1.1 Control regions
	4.5.1.2 Transfer factors method
	4.5.1.3 Statistical and systematic uncertainties

	4.5.2 Multi-jet production
	4.5.3 Other SM processes
	4.5.4 Non-collision background

	4.6 Results
	4.7 Interpretations
	4.7.1 Limits on graviton production in the ADD model
	4.7.2 Limits on WIMP pair production


	5 Search for new phenomena in the mono-jet final state at s=8 TeV 
	5.1 Data sample
	5.2 Monte Carlo simulated samples
	5.3 Object definition and event selection
	5.4 Estimation of the background contributions
	5.4.1 Z/W+jets production
	5.4.2 Multi-jet production
	5.4.3 Other SM processes
	5.4.4 Non-collision background

	5.5 Results
	5.6 Interpretations
	5.6.1 Limits on gravitino production in GMSB scenario
	5.6.2 Limits on graviton production in ADD model
	5.6.3 Limits on WIMP pair production


	6 Conclusions
	A TileCal commissioning with cosmic muons, single beam, and collision data
	B Luminosity measurement with TileCal data
	C Search for new phenomena in the mono-jet final state with 33 pb-1 at 7 TeV
	D Search for new phenomena in the mono-jet final state with 1 fb-1 at 7 TeV
	E Notes on the Z/W+jets background estimation
	F Search for new phenomena in the mono-photon final state with 4.6 fb-1 at 7 TeV
	Bibliography

