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Chapter 1

Introduction

During the past few years positron emission tomography (PET) has become a part

of the mainstream clinical applications not only for Oncology, but also in Cardiology

and Neuropsychiatry. PET is used in studies of brain metabolism, cardiac function,

image sites of infection, and cancer detection world-wide every day. The increasing

demand for precise metabolic images especially for the early diagnosis of tumors and

other brain related diseases is motivating the research for high-resolution/high-sensitivity

PET scanners.

The central aim of this research is the simulation and the evaluation of a novel con-

ceptual PET scanner based on pixelated CdTe detector in the framework of the Voxel

Imaging PET (VIP) Path�nder project [1]. The novel design is simulated with the

GEANT4-based Architecture for Medicine-Oriented Simulations (GAMOS) and includ-

ing the expected CdTe and electronics speci�cs. The system is tested mostly following

the prescriptions of the NEMA protocols for the evaluation of PET devices. Several

tests are performed to assess the counting and the imaging performance of the VIP

with the accurate modeling of the required experimental conditions. Furthermore, the

VIP scanner is also evaluated in more challenging pseudo-clinical conditions with the

simulation of the screening of a real human head.

The simulation results show that the excellent energy resolution of the CdTe detectors

(down to 1.6% for 511 keV photons at room temperature), together with the small voxel

size (1 mm � 1 mm � 2 mm), the high CdTe stopping power, and the crack-free ring

geometry, give the new design the potential to overcome the intrinsic limitations of state-

of-the-art crystal PETs characterized by relatively poor energy resolution (� 10%) and

large depth of interaction (DOI) uncertainty. The VIP scanner can achieve an image

resolution as low as � 1 mm full width at half maximum (FWHM) in all directions

and collect virtually noise-free data producing excellent quality images in extremely

2
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challenging conditions such as the screening of a human head. High quality images

can be obtained with signi�cantly smaller number of collected events with respect to

the currently available PETs. This characteristic can be used to either increase the

throughput of a nuclear medicine hospital unit, or to decrease the injected dose per

patient.

This thesis consists of 6 main chapters. The �rst three chapters include a review of

the theoretical and historical background of PET, and its role in the nuclear medicine

nowadays. The VIP scanner geometry and its distinctive features are described in the

chapter number 5. Chapter 6 describes the simulation of the VIP scanner and study

of the counting performance of the new design, while the chapter 7 is dedicated to

optimization of the image reconstruction technique and the assessment of the quality of

images obtained with the VIP scanner. Finally, the main results are summarized in the

conclusive chapter.



Chapter 2

Physics Fundamentals

2.1 Positron physics

In 1928 Paul Dirac postulated that electrons can also have a positive charge [2]. His

work did not predict a new particle, just allowed electrons to have either positive or

negative charges. Dirac himself was very puzzled why the mathematical model he intro-

duced to unify quantum mechanics and special relativity to explain concept of electron

spin (the Dirac equation) allowed the equally valid negative-charge and positive-charge

solutions. Later, in 1931, Dirac published a paper that predicted the existence of an

unobserved particle that he called an \anti-electron" [3]. According to the paper, the

\anti-electron" would have the same mass as an electron and would annihilate with an

electron. Dirac's predictions turned true very soon, in 1932, when Carl Anderson experi-

mentally observed these particles and renamed them to positrons [4]. Later it was shown

that when positrons interact with electrons they annihilate giving rise to two photons

which, in general, are emitted simultaneously in almost opposed directions. Both, Paul

Dirac and Carl Anderson, received the Nobel Prize in physics for their contributions.

At present, one of the most detailed characterization of the positron can be found in [5].

2.1.1 Positron production in isotope decays

The positrons observed by Carl Anderson were produced naturally in the upper atmo-

sphere by the conversion of high-energy cosmic radiation into an electron-positron pair.

Today we know that positrons can be produced in the so-called β+ decay where the

nuclear transmutation of a proton into a neutron involves the emission of a positron

(β+) and an electron neutrino (νe) [6]:

p �! n + β+ + νe

4
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In the Standard Model of particle physics the β+ decay is de�ned as a weak interac-

tion that involves the transformation of an up quark (u) into a down quark (d) with

the emission of a W+ boson that immediately decays into a positron and an electron

neutrino [7].

The spontaneous decay of free protons has never been observed because of their very long

half-life (8.2�1033 years via positron decay [8]). Thus the β+ decay does not take place

in free protons. However, it occurs in some unstable nuclides, that are generally of low

atomic weight and with an excess of protons. Nowadays, positron-emitting radionuclides

are produces under controlled laboratory conditions in particle accelerators. Due to the

radioactive decay they get transformed into new nucleus that contain one proton less

and therefore with the atomic number Z decreased by one unit. In standard notation,

β+ decay is represented as:

A
ZXN �! A

Z−1YN+1 + e+ + νe (+ e−)

where X is a parent radionuclide and Y is a daughter nucleus. Since the daughter nucleus

has an atomic number one unit less than the parent nucleus, an orbital electron must

be ejected from the atom to balance the total charge.

2.1.2 Initial energy and positron range

Figure 2.1: aPSF distributions for di�erent positron
emitters in water. The �gure is taken from [9].

Once emitted in a β+ decay,

the positron has an initial en-

ergy that gets lost by interac-

tions with the surrounding mat-

ter until, �nally, the positron an-

nihilates with an electron when

both are essentially at rest. The

distance that the positron trav-

els in matter until it annihilates

with an electron is known as the

positron range. The positron

range obviously depends on the

energy with which the positron

is emitted and the (electron) den-

sity of the surrounding matter. A

list of common positron emitting

radionuclides with their corresponding properties is presented in Table 2.1. According to
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the table 2.1, the position range in water can be as big as several millimeters. Figure 2.1

shows one of the simulation result of the annihilation point spread function (aPSF) in

water for di�erent positron emitters [9]. The authors claim, that the expected error for

the radial position is less than 0.1% for short-range isotopes (18F, 11C) and less than 1%

for large-range isotopes (68Ga, 82Rb).

Table 2.1: Properties of common positron emitters. The table is taken from [10]

Radionuclide Half-life Eβ+,max Max. β+ range Average β+ range
(min) (MeV) water (mm) in water (mm)

11C 20.4 0.97 3.8 0.85
13N 10 1.20 5.0 1.15
15O 2 1.74 8.0 1.80
18F 110 0.64 2.2 0.46
68Ga 68 1.90 9.0 2.15
82Rb 75 s 3.35 15.5 4.10

2.1.3 Annihilation photons, energy and non-collinearity

Figure 2.2: Schematic
representation of electron-
positron annihilation. The

�gure is taken from [11]

When positrons interact with matter they interact with elec-

trons and eventually annihilate. The positron-electron an-

nihilation generates two photons of 511 keV (the rest-mass

equivalent of each particle) which, in general, are emitted si-

multaneously in almost exactly opposite directions [12] (Fig-

ure 2.2).

e− + e+ �! γ + γ

When the positron reaches thermal velocities (a few eV),

it can annihilate directly with an electron into two pho-

tons, or it �rst can form an \atom" called positronium (less

probable process) [13]. Positronium is an unstable system

that consists only of a single positron and a single electron

rotating around the system's center of mass. Positronium

can exist in two alternative states, parapositronium (spin =

+1/2) with a lifetime of 1.26 � 10−10 s [14], or orthopositro-

nium (spin = +3/2) with a lifetime of 1.42 � 10−7 s [15]. In case of the orthopositronium

formation, the positron-electron annihilation results in the emission of odd number of

photons, normally 3 photons are produced [16]. However, such 3-photon annihilation

with respect to 2-photon annihilation occurs very rarely in liquids (less than 1% proba-

bility) [13].
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The \back-to-back" emission of annihilation photons is required for conservation of

momentum for a stationary electron-positron pair. Nevertheless, because both particles

are actually moving, the annihilation photons may be emitted in directions slightly o�

from the ideal by a few tenths of a degree. This e�ect is known as non-collinearity of

the annihilation photons. This deviation from collinearity was measured and its value

is � 0.4° { 0.5° full width at half maximum (FWHM) (Figure 2.3) [12].

Figure 2.3: Photon-photon coincidences as a function of the position of one of the
detecting counters [12].

2.2 Interaction of photons with matter

High-energy photons transfer their energy to matter in complex interactions with atoms,

nuclei, and electrons. There are several possible interactions between photons and mat-

ter, of which only three are signi�cant for 511 keV photons produced in e−e+ annihi-

lations: the coherent (Rayleigh) scattering, the photoelectric e�ect, and the Compton

(incoherent) scattering. Details about the three processes are provided in the following

sections. For completeness, the pair production mechanism is also presented.

The likelihood of interaction of photons with matter is described in terms of cross section

(σ) with units of cm2/g. The total cross section (σtot) is de�ned as the sum of the cross

sections of the individual interactions:

σtot = σpe + σco + σpair + σray + ... (2.1)



Chapter 1. Physics Fundamentals 8

Figure 2.4: Total cross sections and its components for di�erent materials. LSO is
an inorganic scintillator (Lu2SiO5); BGO is an inorganic scintillator (Bi4Ge3O12); and

CdTe is a semiconductor detector. The plots are generated with [17].
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where σpe is the cross section for the photoelectric e�ect, σco is the cross section for the

Compton scattering, σpair is one for the pair production process, and σray is one for the

Rayleigh scattering. The total cross section of a given process depends on the energy of

the initial photon, target density, the atomic mass of the target element, and a linear

attenuation coe�cient (µ) for the target material. Examples of total cross section and

its components for water and some detector materials are shown in Figure 2.4.

As one can see in Figure 2.4, the Compton scattering (or incoherent) is the predominant

process in water for photons with energy higher than �100 keV and, usually, less than

�2 MeV. It means, that most of the annihilation photons (511 keV) in the water-like

materials will be scattered. For the materials commonly employed for photon detection,

the Compton scattering process is predominant for energies of photons greater than

�300 keV (for CdTe), �400 keV (for LSO), and �500 keV (for BGO). In case of lower

energies (than the listed ones), the photoelectric e�ect is the dominant process. Thereby,

a big part of the annihilation photons can undergo a single Compton scattering before

producing a photoelectric e�ect in detector materials.

2.2.1 Coherent (Rayleigh) Scattering

Coherent or Rayleigh scattering is a type of scattering interaction that occurs between a

photon and an atom as a whole. Because of the great mass of an atom, very little recoil

energy is absorbed by the atom. The photon is therefore deected with essentially no loss

of energy. Rayleigh scattering is important only at relatively low energies (� 50 keV).

2.2.2 The photoelectric effect

Figure 2.5: Schematic representa-
tion of the photoelectric e�ect. The
incident photon transfers its energy to
a photoelectron and disappears. The

�gure is taken from [18].

The photoelectric effect is an atomic absorption

process in which an atom absorbs totally the en-

ergy of an incident photon. The photon disappears

and the energy absorbed is used to eject an orbital

electron from the atom (Figure 2.5). The ejected

electron is called a photoelectron. It receives kinetic

energy equal to the di�erence between the incident

photon energy and the binding energy of the elec-

tron shell from which it was ejected. If su�cient

photon energy is available the photoelectric e�ect

is most likely to occur with an innermost possible

shell electron. As the electron is ejected from the

atom a more loosely bound outer orbital electron
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drops down to occupy the vacancy. In doing so, it will emit radiation itself (that is

a characteristic X ray) due to the di�erences in the binding energy for the di�erent

electron levels. Alternately, instead of emitting an X ray, the atom may emit a second

electron (Auger electron) to release the energy. The photoelectric e�ect dominates in

water at energies less than approximately 100 keV.

2.2.3 Compton Scattering

Figure 2.6: Schematic representa-
tion of Compton scattering. The in-
cident photon transfers part of its en-
ergy to a Compton recoil electron and
gets scattered in another direction of
travel. The �gure is taken from [18].

Compton scattering is a \collision" between a pho-

ton and a loosely bound outer shell orbital electron

of an atom (Figure 2.6). Because of the incident

photon energy greatly exceeds the binding energy

of the electron to the atom, the electron can be

considered to be essentially free and at rest. The

photon does not disappear in Compton scattering

interaction. Instead, it is deected through a scat-

tering angle θc. Part of its energy is transferred to

the recoil electron that gets ejected from the atom.

The energy loss by the photon is divided between

the small binding energy of the electron level and

the kinetic energy imparted to the Compton re-

coil electron. The energy of the photon after the

Compton scattering E′γ can be calculated from the

Compton equation:

E′γ =
Eγ

1 +
Eγ
m0c2

(1� cos(θc))
(2.2)

where Eγ is initial photon energy, m0c
2 is the photon rest energy and θc is a Compton

angle.

The energy transferred does not depend on the density, atomic number, or any other

property of the absorbing material. The amount of energy transferred to the recoil

electron in Compton scattering ranges from nearly zero for θc � 0 degrees up to some

maximum value that occurs in 180-degree backscattering events depending on the initial

energy of the photon. For instance, a 180° back-scattered annihilation photon will have

an energy of 170 keV (it will transfer 341 keV). In spectroscopy, the highest energy

that can be transferred, corresponding to full back-scattering, is called the Compton

edge. Figure 2.7a represents an example of typical energy distribution for 511 keV

photons. As one can see, the absorption (photoelectric) peak appears at 511 keV and the

Compton edge is at �340 keV. The expression 2.2 is plotted in Figure 2.7b (solid line) for
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511 keV annihilation photons. The plot illustrates that rather large angular deviations

occur for a relatively small energy loss. In order to understand which scattering angles

are dominated in water one can use Klein-Nishina equation [19] that calculates the

probability of scattering:

dσ

d

= Zr20

(
1

1 + α(1� cosθc)

)2(1 + cos2θc
2

)(
1 +

α2(1� cosθc)2

(1 + cos2θc)(1 + α[1� cosθc])

)
(2.3)

where dσ/d
 is the di�erential scattering cross-section, Z is the atomic number of the

scattering material, r0 is the classical electron radius, and α = Eγ/m0c
2. For positron

annihilation radiation (α = 1) in water, the equation 2.3 can be reduced for �rst-order

scattered events to give the relative probability of scatter as [18]:

dσ

d

=

(
1

2� cosθc

)2(
1 +

(1� cosθc)2

(2� cosθc)(1 + cos2θc)

)
(2.4)

The function 2.4 for the range 0 { 180° is also plotted in Figure 2.7b [18]. The 511 keV

photons scatter with small angles θc, and thus continue to move toward the forward

direction to the direction of the incident photons.

2.2.4 Pair Production

Figure 2.8: Schematic representa-
tion of the pair production. As
a photon with energy higher than
1.022 MeV passes in the vicinity of
a nucleus spontaneous formation of a
positron and an electrons can occur.

The �gure is taken from [18].

Pair production occurs when a photon with energy

greater than 1.022 MeV (twice the energy equiva-

lent to the rest mass of an electron) interacts with

the electric �eld of a charged particle. Usually the

interaction is with an atomic nucleus, but occasion-

ally it is with an electron. In pair production the

photon disappears and its energy is used to create

a positron-electron pair to conserve charge (Fig-

ure 2.8). This direct electron pair production in

the electric �eld of a nucleus is the dominant in-

teraction mechanism at high energies. Above the

threshold of 1.022 MeV, the probability of pair pro-

duction increases as energy increases. The energy

sharing between the electron and the positron is

more or less random from one interaction to an-

other, usually within 20 { 80% sharing range. Normally the positron has slightly higher

kinetic energy than the electron as the interaction of the particles with the nucleus

causes an acceleration of the positron and a deceleration of the electron. The electron
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a

b

Figure 2.7: a: 22Na spectroscopy. b: The angular probability distribution (scatter-
ing cross-section, broken line) and resultant energy (solid line) for Compton-scattered

511 keV photons. The �gure is taken from [18].
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and positron will dissipate their kinetic energies primarily in ionization and excitation

interactions. Then the positron will undergo annihilation in the absorber as described

earlier. Other particles can produce matter/antimatter pairs, such as protons, but, as

the mass of the electron is much lower than the mass of the proton, a photon of lower

energy is required for electron-positron pair production, thus making the process more

probable.

2.3 Photo-detectors

The detection and measurement of gamma radiation is based on the interaction of pho-

tons with matter. There are three principal types of photon detectors: gas-filled de-

tectors, scintillators, and semiconductor detectors. Depending on the �nal goal, the

detectors can be used for incoming photons counting, measurements of the photon en-

ergy, position, arriving time, and particle identi�cation. Below, each detector type is

shortly reviewed.

2.3.1 Gas-filled detectors

The most commonly used gas-�lled detectors for the photon counting are ionization

chambers, proportional counters, and Geiger-Mueller counters.

The ionization chamber is the simplest and oldest gas-�lled radiation detector. The

principle of operation of the ionization chamber is based on e�ects of the ionization and

excitation of gas molecules that are produced when a photon passes through the gas. All

the charges created by the ionization are collected through the application of an electric

�eld and derive an electric output signal. The simplest design of such a chamber is a

parallel-plate capacitor (or, alternatively, cylinder arrangement) �lled with an inert gas,

such as argon (Figure 2.9). The electric �eld strength must be such that all positive and

negative charges produced along the path of the photon are collected completely on the

capacitor plates, but, at the same time, no secondary ionization from drifting electrons

occurs.

The ionization chambers can be operated in a pulse mode or in a current mode. In

the �rst case, an electric pulse induced by each individual incident photon is measured

independently. The positive and negative charges that move in the electric �eld induce

the charge in the capacitor plates. This change goes through a resistor of the electronic

circuit and can be measured as a voltage pulse. In the case of the current mode, the

used resistance is very large, and a measurement of individual particles entering the
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Figure 2.9: Schematic representation of ionization chamber operation principle. The
�gure is taken from [20].

chamber at a high rate is not possible. In this case, an average current is measured. In

this mode the ionization chamber can be used, for example, to calibrate the intensity

of radioactive sources. A main drawback of the ionization camera is that it cannot

discriminate between radiation particles (photons or charged particles), neither produce

an energy spectrum of incoming radiation. Like any other gas-�lled detectors, it has a

very low e�ciency. Another disadvantage of the ionization camera is its time resolution.

Depending on the camera design it can vary from few microseconds to a millisecond.

The proportional counter is an ionization chamber described above, but with the higher

electric �eld applied. They usually have a cylindrical geometry with the cathode as a

cylinder surface and the anode as a very thin wire going along the axis of the cylinder.

The proportional counter geometry and applied electric �eld con�guration are such that

the positive and negative charges formed in the primary ionization process �rst drift a

certain distance towards the electrodes (the cathode and anode respectively), just like in

ionization chambers. Then, when the electrons get closer to the anode, the electric �eld

strength becomes larger that the electrons gain enough kinetic energy to ionize other

atoms or molecules of the gas. At this point a chain of ionization reactions is produced

and it leads to an avalanche of electrons and ions (Townsend avalanche, Figure 2.10).

The proportional counters are usually operated in the pulse mode. The amount of change

liberated by the primary ionization gets magni�ed by a so-called gas amplification factor.

The voltage pulse detected at the electrodes also increases by the same factor. There is a

con�guration of electric �eld strength and gas pressure at which this ampli�cation factor

is independent on the amount of primary ionization. This means that the pulse measured
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Figure 2.10: Schematic representation of avalanches in a proportional counter. The
�gure is taken from [21].

is proportional to the charge from the primary ionization process. This makes possible to

measure the energy of incident radiation. This domain of electric strength �eld is called

the proportional region (Figure 2.11). Proportional counters are usually used when the

discrimination between detecting particles and/or levels of incident radiation must be

known, for instance, for accurate measurement of radiation dose. The main drawback

of such counters is a very low e�ciency. The energy resolution of such proportional

counters is usually �12%. The time resolution varies from hundreds of nanoseconds to

a millisecond.

Figure 2.11: Gas ampli�cation factor as a
function voltage applied between anode and
cathode for a wire cylinder ionization detec-
tion system. The �gure is taken from [22].

Geiger-Mueller counters (or Geiger tubes) are

also gas-�lled cylindrical detectors based on

ionization. Unlike the proportional coun-

ters, Geiger-Mueller counters utilize the elec-

tric �eld strength that is higher than one

used for the proportional mode (Figure 2.11).

Thus, the avalanche e�ect increases consider-

ably. Here, one avalanche can itself create a

second avalanche, and further, in a very short

time, it can create an exponentially growing

number of avalanches. Therefore, a Geiger-

Mueller detector can function only as a simple

counter of radiation and cannot be used for

radiation spectroscopy because all information

on the amount of energy deposited by the in-

cident radiation is lost. A pulse from a Geiger

tube represents a large amount of collected

charge. Thus, the output pulse amplitude is



Chapter 1. Physics Fundamentals 16

also large, that allows considerably simplify the associated electronics. Additionally, the

tubes themselves are relatively cheap. This simplicity, low cost, and ease of operation

makes a Geiger-Mueller counter to be the best simple and economical radiation counting

system. It led that Geiger-Mueller counters are still used in the present time. The main

drawback of such counters is their large dead time, that greatly exceeds dead times of

any other radiation detectors. Their time resolution varies from hundreds of microsec-

onds to few milliseconds. Geiger-Mueller counters cannot di�erentiate which type of

radiation is being detected nor the energy of the detected radiation. As other gas-�lled

detectors they have a very low e�ciency.

2.3.2 Solid state scintillators

Nowadays one of the most popular type of particle detectors is the solid state scintillation

detector. Basic operation principle of such a detector can be described following way.

An incident particle or photon arrives to the scintillator and looses a part of its energy,

exiting atoms of the scintillating material. Then, in some time, the atoms get unexcited

and, at this point, they produce visible light. Typically, this light is propagated through

light guides and directed onto the face of a photomultiplier tube (PMT) or another photo-

sensor. The photo-sensor produce photoelectrons (or electron-hole pairs, depending on

the sensor type), and amplify them in order to give a fast electronic pulse, that can be

read by associated electronics.

The scintillators are characterized by following properties:

� scintillation e�ciency;

� light output;

� stopping power;

� intrinsic energy resolution;

� linearity;

� scintillation decay time;

� transparency to its own scintillation light;

� index of reection;

� hygroscopy;
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The scintillation efficiency is the ability of the scintillator to convert kinetic energy of

particles into detectable light. A good detector has high scintillation e�ciency.

The light output is a number of photons emitted by the scintillator per unit of deposited

energy. The higher the light output of the scintillator, the more de�ned pulse is produced

and, thus, the better energy and spatial resolution the detector will have. The light

output depends on the scintillation e�ciency, the type of particle and its energy.

The stopping power determines the mean distance the incident particle travels until it

stops after complete deposition of its energy. It depends on the density and e�ective

atomic number of the detector material.

The intrinsic energy resolution is the ability of the detector to accurately measure the

deposited energy. It is de�ned as the ratio of the FWHM of a given energy peak to

the peak position, and usually expressed in %. Excellent energy resolution is needed

when it is important to distinguish between photons that have undergone the Compton

scattering in a sample and those that have remained unscattered. The intrinsic energy

resolution depends on the inhomogeneity of the crystal structure and random variations

in the production of light in it.

The linearity is the ability to create a light yield that is proportional to the deposited

energy of the incident radiation. A good scintillation detector has a good linearity over

a wide range of energy.

The scintillation decay time is the time period between the point when an atom of the

detector material gets excited and the point when it decays to the ground state, emitting

visible light. The decay time depends on the material of the scintillator. The shorter the

decay time, the higher event rates the detector can handle. Short decay time is good for

time-of-ight measurements. Additionally, faster light production within the scintillator

(faster decay time) results in better timing resolution and it is important for coincidence

detection of annihilation photons. The slow decay time leads to increased detector dead

time and high random coincidences. Also, the decay time of the scintillator is a limiting

factor in how many photon interactions a detector can process per unit of time and

avoiding the pile-up e�ect.

The transparency of scintillator to its own scintillation light is important for good light

collection.

The index of reflection should be low enough. Usually it should be as close as possible

to �1.5, that is the same as the glass entrance window on a PMT, to provide minimal

internal reection at the scintillator crystal and PMT or other photo-sensor interface.
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Other desirable properties of scintillating crystals are non-hygroscopy (so the detectors

do not have to be protected from water vapor), fast operation speed, low cost, and

production capability and durability.

Although there are many di�erent scintillating materials, only a few are suitable for

the detection of photon radiation from annihilation. All scintillating materials are di-

vided into two groups: organic scintillators and inorganic ones. The organic scintillators

usually are fast, but their light output is low. Alternatively, the inorganic materials typ-

ically have a high light output, high stopping power, and very good linearity, but they

are relatively slow in the response time. Additionally the high light output of inorganic

scintillators results in better energy resolution. All these makes inorganic scintillators

extremely suitable for the detection of photon radiation from annihilation event. The

most popular inorganic materials for this purpose are thallium-doped sodium iodide

NaI(Tl), bismuth germanate Bi4Ge3O12 (BGO), lutetium oxyorthosilicate doped with

cerium Lu2SiO5:Ce (LSO), gadolinium oxyorthosilicate doped with cerium Gd2SiO5:Ce

(GSO), and barium uoride BaF2. Some properties of these and other scintillators are

shown in Table 2.2 [10]. Most of scintillating detectors are very fast (scintillation decay

time is in the order of nanoseconds). Their time resolution varies from few hundred

picoseconds to few hundred nanoseconds. This fact makes scintillators an excellent tool

for the time measurements. One of the principle drawback is relatively low energy

resolution.

Table 2.2: Physical properties of common inorganic scintillators for photon detec-
tion [10]

Property NaI(Tl) BGO LSO YSO GSO BaF2

E�ective Z 50 74 66 34 59 52
Density (g/cm3) 3.7 7.1 7.4 4.5 6.7 4.9
Scintillation decay time (ns) 230 300 40 70 60 0.6
Photon yield (photons/keV) 38 6 29 46 10 2
Relative light output (%) 100 15 75 118 25 5
Linear attenuation coe�cient, µ(cm−1) 0.35 0.96 0.87 0.39 0.70 0.44
Energy resolution (% at 511 keV) 6.6 20 10 12.5 8.5 11.4
Hygroscopy yes no no no no no

YSO: Yttrium oxyorthosilicate doped with Ce, Y2SiO5:Ce.

2.3.3 Semiconductor detectors

Semiconductor solid-state detectors work similar to gas-�lled detectors: a crossing the

detector incident particle creates electron-hole pairs that get separated by applied electric

�eld. When an incident particle or a photon goes through the semiconductor material

it excites electrons from the valence band. The excited electrons get transferred to the
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conduction band, leaving behind a hole in the valence band. Thus, the track of the

passing particle gets surrounded by a tube of electrons and holes. The concentration

of charges is quite high (1015{1017 charges per cm3) due to the fact that one electron-

hole pair appears per 3{5 eV of absorbed incident radiation energy [23]. In order to

separate these charges and collect electrons on the anode and holes on the cathode,

before they recombine with each other, an electric �eld is applied. The electric �eld is

generated by the cathode and the anode of the semiconductor detector. When charge

is collected by the polarized electrodes, an electrical signal is generated and read by the

associated electronics. The measured pulse is proportional to the collected charge from

the primary ionization process. Thus, the energy of incident radiation can be measured.

Additionally, since the concentration of charges is very high, the produced pulse is very

large, so it allows to count individual incident particles.

Figure 2.12: A p{n junction in thermal equilibrium with zero-bias voltage applied.
Electron and hole concentration are reported with blue and red lines, respectively.
Gray regions are charge-neutral. Light-red zone is positively charged. Light-blue zone
is negatively charged. The electric �eld is shown on the bottom, the electrostatic force
on electrons and holes and the direction in which the di�usion tends to move electrons

and holes. The �gure is taken from [24].

The p{n junction semiconductor crystals are usually used for the photon detection (Fig-

ure 2.12). In this semiconductor type, there is di�usion of electrons from the n to the p

region and a di�usion of holes in the opposite direction. This process creates a voltage

di�erence in the p{n junction and the depletion region, i.e. a region where the charge

carriers stay in the balance. When a photon goes through the detector, each electron

that is created in the depletion region is accelerated into the n side and each created

hole is accelerated into the p side. Thus, a spontaneous electric �eld gets generated.

Normally, since the depletion region is usually small and the junction capacitance is
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high, this electric �eld has low intensity and does not allow the charge carriers to move

quickly. In order to create higher electric �eld, the non-zero bias voltage has to be ap-

plied. However, the applied bias voltage creates some known problems in semiconductor

crystals.

One of the problems is the polarization e�ect. The induced in the semiconductor elec-

tric �eld pairs the positive and negative charges in a certain way, thus, molecules gain

electric dipole moment. The electric dipole moment get oriented along the electric �eld

vector, and the semiconductor is said to be polarized. The polarization of semiconductor

can be de�ned as the vector �eld that expresses the density of permanent or induced

electric dipole moments in a semiconductor material. The polarization e�ect grows with

time, because more and more molecules of semiconductor gain electric dipole moment.

Typically, it leads to the reduction of speed of charge carries and, thus, increases the

charge trapping e�ect. Thereby, it can lead to a time-dependent decrease in the counting

rate, charge collection e�ciency, depletion region thickness, and energy resolution of the

detector. The polarization can be reduced by cycling the bias voltage (turning it o� and

on).

The second problem that arises in semiconductor detectors due to the high bias voltage

is leakage current. In this condition, even in the absence of ionizing radiation, the detec-

tor will have a �nite conductivity and therefore some electrons will go to the conduction

band, creating holes in the valence band and move towards the electrodes. These un-

wanted spontaneous move of charge carriers is called the leakage current. This e�ect

also occurs at the edges of the p{n junction where relatively large voltage gradients over

small distances take place. There is another additional reason of the leakage current. It

is thermal generation of electron-hole pairs within the depletion region of the p{n junc-

tion. In summary, the leakage current increases with the increase of the applied voltage,

the crystal size (or its depletion region), and the crystal temperature. It also depends

on humidity, and contamination of the detector surface. Random uctuations of the

leakage current produce steady electronic pulses and can represent a signi�cant source

of noise in detection of annihilation photons and, thus, worsen the energy resolution of

the detector. Normally, in order to decrease the leakage current, one can cool down the

detector and reduce the applied bias voltage.

Another problem of semiconductor detectors, usually related to the crystal impurities,

is charge trapping. The charge trapping is a phenomenon of stopping the charge carries

within the crystal for a relatively long time or forever, in case of their recombination.

When electrons and holes move towards the electrodes they can be collected or get

recombined. If semiconductor is perfectly pure, the average lifetime of the charge carries

before recombination can reach � 1 second [25]. In reality, impurities always exist in
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the detector crystals. These impurities shorten the lifetimes by three or four orders of

magnitude comparing to the ideal case. The impurities act as traps for charge carriers,

i.e. electrons and holes get captured and immobilized for a relatively long period of time,

preventing the contribution to the measured pulse. Sometimes, when the impurities

catch both, electrons and holes, the recombination process takes place. The charge

trapping can be also caused by defects and imperfections within the crystal lattice.

Semiconductor detectors have lower stopping e�ciency for 511 keV photons than some

scintillating crystals. Their time resolution is not as good as scintillator's one, and,

usually, does not go lower than few nanoseconds. Moreover, they are more expensive

than the scintillators and their manufacture is way harder. However, in spite of the all

listed above problems, the solid-state detectors have excellent energy resolution (1%{4%)

and, therefore, becoming a promising material for annihilation photon detection.

Usually, following semiconductor materials are used for the detection of incident radia-

tion:

� silicon (Si);

� germanium (Ge);

� cadmium telluride (CdTe);

� cadmium zinc telluride (CZT).

The Ge semiconductor cannot operate at room temperature. The bandgap of this mate-

rial is so narrow (Table 2.3), that the thermal energy of electrons is enough for crossing

the bandgap and reaching the conduction band. Thus, Ge always have a background

current at room temperature and needed to be cooled in order to have a \clean signal"

induced by incident radiation. The Si has a wider bandgap (Table 2.3), thus, it is more

preferable than Ge for the measurements at room temperature.

Since Si and Ge have a relatively low atomic number (Table 2.3), the impurities reduce

their detection e�ciency. The production of highly pure Si and Ge materials or intro-

duction into the crystal matrix other impurities that donate electrons to compensate

this e�ect is very expensive and time consuming, thus, not very practical.

In order to overcome the limitations of Si and Ge, the CdTe and CZT semiconductor

materials are developed. Both have very similar properties (Table 2.3). CdTe and CZT

can work at room temperature without producing background charge current, and they

have high atomic numbers (Table 2.3) that lead to very good detection e�ciency for

relatively thin detectors. Their production is also expensive and complicated. Recently,
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Table 2.3: Physical properties of common semiconductors for photon detection

Property Si Ge CdTe CZT

Z 14 32 48/52 48/30/52
Density (g/cm3) 2.33 5.33 5.85 5.81
Bandgap at 300 K (eV) 1.12 0.663 �1.44 �1.6
Energy resolution (% at 511 keV) �0.1{0.3 �0.1{0.3 �1 �2{3
Electron mobility (cm2/Vs) �1400 �3900 �1100 �1000
Hole mobility (cm2/Vs) �450 �1900 �100 �50

a CdTe Schottky diode detector is developed [26]. Such detector uses Schottky barrier

instead of p{n junction. The use of such Schottky contacts in CdTe diodes signi�cantly

reduces the leakage current when comparing to standard ohmic CZT detectors [26].

This allows to apply a very high bias voltage and make the detectors thinner (down to

�0.5 mm thick). With a thin detector that can handle a high bias voltage, it is much

easier to reach full charge collection. The full charge collection improves the energy

resolution of the detector by reducing the \hole tail" (Figure 2.13) and the electronic

noise [26].

Figure 2.13: 18F pulse-height spectra obtained with a CZT detector. 1O: photoelec-
tric peak (Epe = 511 keV ); 2O: \hole tail" caused by charge trapping and incomplete
charge collection within the CZT crystal; 3O: Compton edge (Ece = 341 keV ); 4O:
backscatter peak (Eb = 170 keV ); 5O: two peaks with energy of E1 = 73 keV and
E2 = 86 keV that are caused by characteristic X-rays of lead from shielding material

around the source in this experiment. The �gure is taken from [23].





Chapter 3

Overview of the Positron

Emission Tomography Imaging

Technique

3.1 Basics of PET

The Positron Emission Tomography (PET) is a technique used in clinical medicine and

biomedical (preclinical) research to create images that show how certain organs perform

their physiological function. PET maps the concentration of position emitting radionu-

clides in the �eld of view (FOV) by detecting pairs of annihilation photons (Figure 3.1).

The radionuclides are used to label di�erent substances (pharmaceuticals), such as sugar,

to create radiopharmaceuticals (Figure 3.1(1)). The radiopharmaceutical is injected into

human (or animal) body and then transported by the blood circulation and incorporated

into the organ of interest through the metabolism of the pharmaceutical (Figure 3.1(2)).

For sugar, the relevant metabolic process is glucose utilization. After the radiopharma-

ceutical is injected into the patient, the patient is then positioned in the PET scanner

(Figure 3.1(7)). In general, a PET scanner utilizes a ring of photo-detectors that sur-

round the patient, and has special circuitry that is capable of identifying the photon pairs

produced during annihilation (Figure 3.1(7)). When a photon pair from positron annihi-

lation (Figure 3.1(6)) is detected in coincidence by two opposite detectors of the scanner,

it is known that the annihilation (and thus decay event) took place somewhere along a

straight line, called line of response (LOR), between those two detectors (Figure 3.1(7)).

This information is stored in special matrices, called sinograms (Figure 3.1(8)), where

each row in the matrix represents a parallel projection of the activity distribution in the

patient at a speci�c angle and axial position. The sinograms are used to mathematically

24
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compute the three-dimensional distribution of the positron emitter, resulting in a series

of tomographic emission images (Figure 3.1(9)). The images shown in Figure 3.1(9)

are maps of radiopharmaceutical accumulation throughout the body reflecting glucose

utilization by the different tissues.

1 2 3

4 5 6

7 8 9

Figure 3.1: Physical principles of PET imaging. 1: sugar labeled with a radionu-
clide is injected into a human body. Typical activity is 370 MBq; 2: the radioactive
agent is transported by the blood circulation and gets absorbed by the organs (glucose
metabolism); 3: tumor cells are characterized by higher glucose uptake; 4: the agent
that is used is a positron emitter; 5: so, tumor cells release higher number of positrons
with respect to neighbor tissues; 6: each positron soon annihilates with an electron
inside the body, producing a pair photons that go in opposite directions; 7: a photon
pair from positron annihilation is detected in coincidence by two opposite detectors of
the scanner; 8: the information from the detectors is stored in special matrices - sino-
grams; 9: the sinograms are used to mathematically compute the three-dimensional
distribution of the positron emitter, resulting in series of tomographic emission images.

3.2 Radiopharmaceuticals for use in PET

A pharmaceutical can be defined as any chemical substance intended for use in the med-

ical diagnosis, cure, treatment, or prevention of diseases. The radiopharmaceutical is a

pharmaceutical labeled with a radionuclide. Radiopharmaceuticals are normally used

in nuclear medicine as tracers in the diagnosis and treatment of various diseases. Many

tracers are being used to study more than a hundred different biophysical, biochemical,

and pharmacological processes in the human body. They are used in many important
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clinical areas such as oncology, cardiology, and neuroscience. However, not all possible

radiopharmaceuticals can be used for PET imaging. There are several requirements

that PET tracers must complete. First of all its �nal specific activity should be high

enough. The speci�c activity is de�ned by losses in radionuclide activity that occur

during the chemical synthesis of the radiopharmaceutical. The radiochemical purity as

well as the chemical purity should be higher than 95% and 99% correspondingly. The

radiochemical purity is the fraction of the total activity in the sample that is present

in the desired chemical or biologic form. Radiochemical impurities represent a problem

because their distribution in the body is usually di�erent. Thus, they can add a back-

ground to the reconstructed image. It is also very important that the labeling process

produces a minimal interference in the physicochemical characteristics of the molecule.

The chemical purity is the fraction of the sample that has the desired chemical form. Ad-

ditionally, radiopharmaceuticals should be labeled with radionuclides of half-lives that

are long enough to study the chosen biologic process, and be about the same duration

as the biologic half-life of the radiopharmaceutical. The biologic half-life is the rate of

clearance of the radiopharmaceutical from the body. It also de�nes the time that a ra-

diopharmaceutical takes to circulate in blood before signi�cant uptake in a target. Some

radiopharmaceuticals have fast uptake and clearance, and others circulate in blood for a

longer time and are uptaken very slowly by the tissues chosen for the study. Short-lived

radionuclides with half-lives of minutes or less are not used to label radiopharmaceuticals

with biologic half-lives of hours or days. The physical half-life of the radionuclide and

the biologic half-life of the radiopharmaceutical determine the number of radioactive

decays produced in a region of interest as a function of time. Therefore, both factors

should be taken into account when setting the radiation dose to the patient. Finally,

the radiopharmaceutical must not be toxic to not poison the patient.

All radioisotopes presented in Table 2.1 are used in PET. There are several important

considerations that must be taken into account in the selection of positron emitters

for PET studies. First of all, the mean energy of the positron should not be very

high, because it is directly proportional to the positron range in tissue. If the positron

range is big, the e+e− annihilation will happen far away from the decay event, that will

worsen the spatial resolution of the PET system. The half-life of the radioisotope, as

it was mentioned above, should be long enough to permit chemical synthesis and the

PET study but, at the same time, not too long to avoid radiating the patient after the

study is �nished. Besides, the short half-life requires to have a dedicated cyclotron in

the vicinity of the PET facility, and the radionuclides with too long half-life can cause

problems in terms of storage and disposal. The radionuclides for use in PET must have

speci�c chemical and physical properties that make them suitable for metabolic studies.
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The positron emitters such as carbon (11C), nitrogen (13N), and oxygen (15O) are very

good for use in PET because they allow to label a lot of di�erent organic molecules.

However, their relatively short half-lives (see Table 2.1) limit the complexity of the

molecules to be labeled and the range of processes that can be studied in vivo. Other

positron emitters with relatively long half-lives such as 76Br with t1/2 of 16 hours, or 124I

with t1/2 of 4.2 days are more suitable for complex labeling and long-term physiological

changes studies. However, their presence is not very common in organic molecules, and

their introduction can cause signi�cant changes in the physicochemical properties of the

molecule.

A notable exception is uorine-18 (18F, see Table 2.1), which has been used in PET with

great success. On the one hand, its relatively short positron range (�0.5 mm in water)

permits to reach the sub-millimeter spatial resolution of the PET scanner. On the other

hand, the relatively long half-life of 18F allows its distribution within a radius of a few

hundred kilometers from the site of production, thus avoiding the need of cyclotrons in

the hospitals. The 18F is a substitute for the hydrogen atom. Therefore, the substitution

of hydrogen by 18F is the most common form of labeling in PET, because the changes

introduced in a molecule by this substitution are minimal [27]. Deoxyglucose labeled

with 18F form 18F-uorodeoxyglucose (FDG) [28]. The synthesis method provides a

stable product with good labeling yield, high speci�c activity, high purity, and high

tissue selectivity. FDG, as a glucose analog, is taken up by high-glucose-using cells

such as brain, kidney, and cancer cells [29]. Nowadays it is the most e�ective and

powerful radiopharmaceutical of all time. FDG is a single tracer that makes it possible

to study brain metabolism, cardiac function, image sites of infection, and detect cancer

in thousands of scans world-wide every day.

3.3 Acquisition modes

As already mentioned, PET is based on the detection in coincidence of the two 511 keV

annihilation photons that originate from β+ emitting sources. The data collected by

a PET system can be acquired in three basic ways: frame mode, list mode, and gated

imaging. In each scanner operation mode di�erent coincidence logic is used.

In frame-mode acquisition individual events are sorted into their appropriate x-y loca-

tions within the digital image matrix immediately after their position signals are dig-

itized. After a preset amount of time has elapsed or after a preset number of counts

have been recorded, the acquisition of data for the image is stopped and the pixel values

(p(x, y) = number of counts per pixel) are stored in the computer memory. When a series

of such images is obtained sequentially, individual images in the sequence are referred
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to as \frames". The image matrix size (number of pixels that the image is consist of)

must be speci�ed before the acquisition begins. In this mode the coincidence is usually

calculated on the y with speci�c circuits.

In list-mode acquisition, the incoming information about detected events is digitized

but it is not sorted immediately into an image grid. This information can contain the

coordinates, energy, the arriving time of individual event, e.t.c. It is also possible to

add additional information, for instance, position or movements of the patient. In this

mode the coincidences are found after the data is acquired (o�-line) and it permits

retrospective framing. The list-mode acquisition provide greater exibility for data

analysis. However, it is not an e�cient method for memory usage during the acquisition

for conventional imaging, especially for high-count images, because every recorded event

occupies a memory location.

In gated imaging mode, data are acquired in synchrony with the heart beat or with the

breathing cycle, so that all images are acquired at the same time during the motion cycle.

This helps reduce blurring and other possible image artifacts induced by body motion.

In this mode, as well as in the frame-mode acquisition, the coincidence is calculated

on-line.

3.4 Two-dimensional and 3-dimensional data acquisition

Figure 3.2: 2-D (A) and 3-D (B)
data acquisition schemes in PET. The

�gure is taken from [10].

Originally, most PET scanners were designed with

axial collimators or septa, made of tungsten or

lead, between each ring of detectors. As shown in

Figure 3.2A, the septa allows to be detected only

those photons that are emitted parallel to the plane

of the detector ring. This is known as 2-D data ac-

quisition. The septa provide e�cient rejection of

scattered events. It also reduces the single-channel

counting rate, thereby lowering the random coinci-

dence rate thus leaving only the true coincidences

to be recorded. Detector pairs connected in coinci-

dence in the same ring give the direct plane event.

To improve sensitivity in 2-D acquisition, detector

pairs in two adjacent rings are connected in a co-

incidence circuit (Figure 3.2A). It can be done, for

instance, with slight modi�cation of the lengths of

the septa. Coincidence events from a detector pair in this arrangement are detected
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and averaged and positioned on the so-called cross plane that falls midway between two

adjacent detector rings (Figure 3.2A). Because the cross planes receive data from two

di�erent LORs, they have roughly twice the sensitivity (and therefore twice the counting

rates) as the direct planes. Instead of two adjacent rings, such cross planes can be ob-

tained from other nearby rings that are connected in coincidence. For an n-ring system,

there are n direct planes and n-1 cross planes obtained in 2-D acquisition. Thus, a total

of 2n-1 sinograms are generated, each of which produces a transaxial image slice. As a

larger number of the cross planes are accepted, the sensitivity increases. However there

is a loss of spatial resolution in the axial direction.

To increase the sensitivity of a scanner, the 3-dimensional (3-D) acquisition has been

introduced in which the septa are removed from the PET scanner and data are obtained

for all possible LORs (Figure 3.2B). This mode usually increases the sensitivity by a

factor of almost 4 to 8 over 2-D acquisitions. If there are n rings in the PET scanner,

all ring combinations are accepted and so n2 sinograms are obtained. However, the

number of scattered and random photons also are increased, thus degrading the spatial

resolution as well as requiring more computer memory. As a trade-o�, one can limit

the angle of acceptance to cut o� the random and scattered radiations at the cost of

sensitivity. This can be achieved by connecting in coincidence each detector to a fewer

number of opposite detectors than N/2. The sensitivity in 3-D mode is highest at the

axial center of the �eld of view and gradually falls o� toward the periphery.

Reconstruction of 3-D PET data also is more complex, because they cannot be sorted

into a set of independent 2-D slices. Thus, fully 3-D reconstruction algorithms should

be used. In case of the 3-D reconstruction computation times are roughly an order of

magnitude longer than for 2-D reconstruction, because they involve computations in

three dimensions rather than two. Nevertheless, because of the dramatic improvement

in sensitivity and growing computer power, 3-D acquisition is widely used in modern

PET scanners.

3.5 Classification of detected events

In PET an event is regarded as valid if:

� two photons are detected within a prede�ned time window known as the coinci-

dence window,

� the resulting LOR formed between them is within a valid acceptance angle of the

tomograph,
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� the energy deposited in the crystal by both photons is within the selected energy

window. The energy window is the selected upper and lower levels on the energy

spectrum that de�ne the detected photon energy range used to produce the image.

The events that satisfy these conditions are often called prompt events (or “prompts”).

However, some of the prompt events can be undesired events because one or both of the

photons can be scattered or the coincidence is the result of the \accidental" detection

of two photons from unrelated positron annihilations (Figure 3.3) [18].

Figure 3.3: The various coincidence events that can be recorded in PET are shown.
The black circle indicates the location of positron annihilation. From top left clockwise
the events shown are: a true coincidence, a scattered event where one of the photons
undergo a Compton interaction within the imaged body (indicated by the open arrow),
a multiple coincidence arising from two positron annihilations in which three events
are counted, and a random coincidence arising from two positrons in which one of the
photons from each positron annihilation is counted. In the case of the scattered event
and the random event, the mis-assigned LOR is indicated by the dashed line. The

�gure is taken from [18].

The terminology commonly used to describe the di�erent kind of events in PET detection

are:

� A single event is a single photon counted by a detector;
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� A true coincidence is an event that derives from a single e+e− annihilation. Both

the annihilation photons reach detectors on opposite sides of the tomograph with-

out interacting signi�cantly with the surrounding atoms and are recorded within

the coincidence time window;

� A random coincidence occurs when two nuclei decay at approximately the same

time. After annihilation of both positrons, four photons are emitted. Two of

these photons from di�erent annihilations are counted within the time window

and are considered to have come from the same positron, while the other two are

lost. These events are initially regarded as valid prompt events, but are spatially

uncorrelated with the distribution of tracer. Random events add to the background

causing artifacts and loss of image contrast;

� Multiple (or triple) events are similar to random events, except that three events

from two annihilations are detected within the coincidence time window. Due to

the ambiguity in deciding which pair of events arises from the same annihilation,

the event is disregarded.

� Scattered events arise when one or both of the photons from a single positron anni-

hilation detected within the coincidence time window have undergone a Compton

interaction. As it was explained above, Compton scattering causes a loss of the

energy of the photon and a change in direction. Due to the relatively poor energy

resolution of most PET detectors (�10% at 511 keV), many photons scattered

within the emitting volume cannot be discriminated against on the basis of their

loss in energy and scattered events can account for up to 50% of the prompts. The

consequence of counting a scattered event is that the LOR assigned to the event

is uncorrelated with the origin of the annihilation event. This causes inconsis-

tencies in the projection data, and leads to contrast deterioration and inaccurate

quanti�cation in the �nal image. Scattering arises from the object containing the

radiotracer, the gantry of the tomograph, the oor and walls in the room, and also

within the detector itself.

The prompt count rate is given by the sum of the true plus random plus scattered

event rates. The ratio between the number of prompt events and the total number of

annihilation events produced in the FOV is called sensitivity of the PET scanner. The

ratio between true coincidences and prompt coincidences is called signal-to-noise ratio

(SNR or S/N).
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3.6 Tomographic image reconstruction

3.6.1 Definitions: LORs, projections, and sinograms

Figure 3.4: A LOR, de�ned as detec-
tion coordinates (x1, y1, x2, y2). The

�gure is taken from [30].

The two photons are detected within a time win-

dow characteristic of the system in use, with the

source laying along the straight line connecting

the centers of the two detectors, called the line

of response (LOR). It is not known where along

the LOR the event occurred, since photons are ac-

cepted within the set time window and their ex-

act times of arrival are not compared. The only

information we have is the positions of the two de-

tectors that registered the event, i.e., the location

of the LOR is established by the (X, Y, Z) coor-

dinates of the two detectors. The position of the

LOR is usually determined in terms of polar coor-

dinates (Figure 3.4). In a full ring system, the data

are collected simultaneously by all detector pairs,

whereas in partial ring systems, the detector assembly is rotated around the patient in

angular increments to collect the data. In acquiring the coincidence events, three steps

are followed:

� the location of the detector pair in the detector ring is determined for each coin-

cident event;

� the pulse height of the photon detected is checked if it is within the pulse energy

window set for 511 keV;

� the position of the LOR is de�ned and the event is stored in the computer memory.

A full set of parallel LORs at a speci�c angle φ recorded across the detector is called a

projection, or a projection profile:

p(s, φ) =

∫ ∞
−∞

f(x, y)dyr (3.1)

where f(x, y) is a two-dimensional representation of the activity distribution, s is the

radial coordinate, and yr is the transversal direction coordinate.

The projections from all angles can be arranged in a matrix called sinogram. The name

sinogram arises from the fact that the path of a point object located at a speci�c (x, y)
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position traces out a sine curve in the matrix (Figure 3.5). The coincidence events in

Figure 3.5: Two-dimensional intensity display of a set of projection pro�les, known
as a sinogram. Each row in the display corresponds to an individual projection pro�le,
sequentially displayed from top to bottom. A point source of radioactivity traces out a

sinusoidal path in the sinogram. The �gure is taken from [23].

PET systems are stored in the form of a sinogram. Sinograms are the basis of most

of the image reconstruction schemes. An example of a sinogram of a simple object is

shown in Figure 3.6.

Figure 3.6: A: a PET phantom. The brighter
the color the higher the dose uptake. B: sino-
gram of this phantom. The �gure is taken

from [23].

The PET technology together with image

reconstruction techniques provide us with

3-D maps of radiopharmaceutical distri-

bution inside the patient. Nowadays the

majority of scans are acquired in 3-D

mode. However, the 3-D data are more

complex, harder to handle and process

than the 2-D data. Thus, the 3-D data are

often rebinned into 2-D format for further

reconstruction. In this case, the �nal re-

constructed 3-D image represents a stack

of 2-D reconstructed layers of structures

lying within a selected plane of the 3-D object. This approach of getting images is

called the tomographic imaging.
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Final tomographic images obtained with a PET scanner are the result of the application

of an image reconstruction algorithm. There are many di�erent reconstruction meth-

ods that can be generally classi�ed into either analytic or iterative methods. The most

commonly used methods, representatives of the two families, are the filtered backpro-

jection (FBP) algorithm, the maximum-likelihood expectation-maximization (ML-EM)

algorithm, and its speeded up version called ordered subset expectation maximization

(OSEM) method. Relatively recent iterative reconstruction techniques that are getting

popular are the list-mode OSEM (LM-OSEM) and the origin ensemble (OE) algorithms.

The basic features of the listed methods are described below.

3.6.2 Filtered backprojection (FBP)

The 2-D FBP reconstruction algorithm is probably the most commonly used algorithm

in tomographic images. It is an analytic method and therefore it is very fast. The

reconstruction speed, however, is not the only reason why FBP is important: analytic

algorithms are linear and thereby allow an easier control of the spatial resolution and

noise correlations in the reconstruction. Figure 3.7 demonstrates the basic FBP steps.

The projection pro�les acquired at N projection angles in the spatial domain are ex-

Figure 3.7: The concept of the �ltered backprojection image reconstruction algorithm.

pressed in terms of a Fourier series in the frequency domain as the sum of a series of

sinusoidal waves of di�erent amplitudes, spatial frequencies and phase shifts running

across the image. The 1-D Fourier transform (FT) of the image pro�le is necessary to

apply a �lter to each FT pro�le. After the �ltering, the inverse FT of each FT pro�le

is computed. This way one gets �ltered projection pro�les. Finally, the conventional

backprojection [31] [32] is performed using the �ltered pro�les.

The backprojection is an operation of the image reconstruction from the LORs acquired

by the detector. The principles of the backprojection for a point-like source are shown

in Figure 3.8 [23]. First of all, projection pro�les p(s, φ) are acquired at di�erent angles

around the source (Figure 3.8A). Then, each value of p(s, φ) is placed back into the
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Figure 3.8: Illustration of the steps in backprojection. A: projection pro�les for a
point source for di�erent projection angles. B: backprojection of one pro�le across the
image at the angle corresponding to the pro�le. This is repeated for all projection

pro�les to obtain the backprojected image. The �gure is taken from [23].

image grid along the appropriate LOR with an equal weight for all of the pixels (see

Figure 3.8B). The equal weight (a constant value) is placed into all pixels along the LOR,

because the knowledge of where the values came from is lost in the projection step. In

principle, a simple backprojection of all the collected projections is enough to reconstruct

the true source distribution. However, the �nite sampling of projection angles and the

uniform distribution of the photon count values along the LORs generates artifacts. In

the reconstructed image there are regions to which some counts are attributed but that

in reality have no activity, like a gray background that appears around the point-like

source as shown in Figure 3.8B. As a result, the image gets blurred when compared

to the original source distribution [31]. The magnitude of the blurring decreases in

proportion to 1/r, where r is the distance from the source. Thus, a simple backprojection

is unsatisfactory to reconstruct good images.

In order to avoid the blurring an analytic method can be used, called direct FT re-

construction. If a noise-free data and ideal LORs (thus, ideal projection pro�les) are

used, this method can produce an exact representation of the object. The direct FT

reconstruction represents image pro�les as a sum of sine and cosine functions of di�erent

spatial frequencies, k, and based on the central slice theorem. Basically, this theorem

says that the FT of the projection of a 2-D object along the projection angle φ (i.e.

the FT of a pro�le p(s, φ)), is equal to the value of the FT of the object measured

through the origin and along the same angle φ, in the spatial-frequency domain [23].
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Figure 3.9: Concepts of the central slice theorem. Left : p(s, φ) is a 1-D pro�le of the
2-D object f(x, y) at projection angle φ. The theorem states that the 1-D FT of this
projection pro�le (right) is equal to the values of the 2-D FT of the object, F (kx, ky),
along a line through the origin of k-space at the same angle φ. The �gure is taken

from [23].

Figure 3.9 illustrates this concept. The direct FT reconstruction calculates the real

source distribution (or the 2-D object) f(x, y) following the steps:

1. Calculate the 1-D FT of each pro�le.

2. Put all the values of these FTs on a polar grid to obtain the 2-D function P (ks, φ).

Then these values are need to be interpolated to a Cartesian grid in the spatial-

frequency domain in order to obtain F (kx, ky).

3. Calculate 2-D inverse FT that gives the image of the object.

The interpolation from polar to Cartesian coordinates in step 2 is computationally in-

tensive and can cause artifacts in the image. This makes the direct FT reconstruction

an unpopular method. However, the FT of the projection pro�les and the representation

of the data in spatial-frequency domain plays an important role in the data �ltering in

the FBP methods.
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3.6.2.1 Filtering

Figure 3.10: E�ect of the ramp �lter in
the spatial-frequency domain. The image is

taken from [33].

Once the FT of each pro�le is computed, the

�ltering can be applied to each pro�le in the

spatial-frequency domain to avoid the blurring

of the image from the backprojection. Filter-

ing is a mathematical technique applied dur-

ing reconstruction to improve the appearance

of the image. First of all, a ramp filter is ap-

plied to each Fourier transformed pro�le in the

spatial-frequency domain. In frequency do-

main, it is de�ned as [34]:

HR(kx, ky) = jkj = (k2x + k2y)
1/2 (3.2)

where kx and ky are spatial frequency. The ramp �lter is a high-pass filter named for

its shape in the spatial-frequency domain. High-pass �lters retain high-frequency data

and discard low-frequency data. So, the ramp �lter selectively ampli�es high-frequency

components relative to low-frequency components. It is designed to reduce the 1/r

blurring resulting from backprojection and to sharpen image details. Figure 3.10 shows

how the ramp �lter removes the blurring artifact while keeping both signal and noise

data.

Figure 3.11: E�ect of a combination
of low-pass and ramp �lters on signal
data, and statistical noise. The �gure

is taken from [33].

The high-pass ramp �lter is usually applied to-

gether with a low-pass �lter in order to reduce

the ampli�ed high-frequency noise. Low-pass �l-

ters retain low-frequency data and reject high-

frequency data. Low-pass �lters help to reduce

high-frequency noise while retaining signal, which

is predominantly composed of low- and middle-

frequency data (Figure 3.11). There are many low-

pass �lters available to process PET data. The

most popular �lters are following: Hann, Ham-

ming, Butterworth, Wiener, and Parzen. Each �l-

ter has a di�erent shape (Figure 3.12), and thus,

they modify the image di�erently. For instance,

the Parzen �lter greatly smooths data. The Hann

and Hamming �lters are �lters with some smooth-

ing but a relatively greater acceptance of mid- and

high-frequency data than the Parzen �lter. The
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Butterworth �lter allows the user to adjust the relative degree of high-frequency wave

acceptance. The Butterworth and Hann �lters are also \exible" �lters in that their

shape can be altered by specifying certain parameters. The broad, light gray band in

Figure 3.12 roughly delineates the possible range of shapes of the Hann �lter; the darker

gray band delineates the possible shapes of the Butterworth �lter.

The �lters are usually characterized by the cutoff frequency. The cuto� frequency is

the maximum frequency the �lter passes. If the cuto� frequency is greater than the

Nyquist frequency (half of the sampling frequency or 0.5 cycles/pixel), the �lter is sharp

terminated at the Nyquist frequency of 0.5 cycles/pixel, i.e. eliminates the all frequencies

that are higher than the 0.5 cycles/pixel. Nyquist frequency is the minimum fundamental

frequency useful for showing that two adjacent points are separate objects, and it is

always equal to 0.5 cycles/pixel (see an example in Figure 3.14). Although the Nyquist

frequency is always 0.5 cycles/pixel, the numeric value when expressed in cycles/cm is a

function of the pixel size. For instance, for a pixel size of 0.5 cm, the Nyquist frequency

is 1.0 cycle/cm; for a pixel size of 0.25 cm, it is 2 cycles/cm.

The �lters such as Hann 3.3, Hamming 3.4, and Parzen 3.5 are characterized only by

the cuto� frequency [34]:

H(f) =

 0.50 + 0.50 cos
(
πf
fm

)
, 0 � jf j � fm

0, otherwise
(3.3)

H(f) =

 0.54 + 0.46 cos
(
πf
fm

)
, 0 � jf j � fm

0, otherwise
(3.4)

P (f) =


jf j � 6jf j

(
|f |
fm

)2
�
(

1� |f |fm
)
, jf j < fm

2

2jf j
(

1� |f |fm
)3
, fm

2 < jf j < fm

0, jf j � fm

(3.5)

where f are the spatial frequencies of the image, and fm is the cuto� frequency.

The Butterworth �lter is also characterized by the order :

B(f) =
1

(1 + (f/fm))2n
(3.6)

where n is the order of the �lter. The order controls the slope of the curve (see Fig-

ure 3.13).

Hann and Butterworth �lters with di�erent cuto� frequencies are shown in Figure 3.13.
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Figure 3.12: Commonly used low-pass �lters. The �gure is taken from [33].

Figure 3.13: The Butterworth and Hann windows (�lters) can be modi�ed to match
the characteristics of the data set. The �gure is taken from [33].
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Figure 3.14: The demonstration of the Nyquist frequency. The extremum (the min-
imum or the maximum) of the sine wave turns on a pixel. A frequency of 0.25 cy-
cles/pixel causes only every second pixel to turn on. For a frequency of 0.5 cycles/pixel
(Nyquist frequency), each pixel is on. At higher frequencies each pixel is also on. The

�gure is taken from [33].

3.6.3 Ordered subset expectation maximization and maximum likeli-

hood expectation maximization algorithms

ML-EM [35] and OSEM [36] are iterative image reconstruction algorithms. The iter-

ative methods are computationally more intensive than FBP, but since the computer

processing speed continues to improve they are �nding their way into general use. One

of the advantages of iterative reconstruction techniques is that they are less sensitive

to the imperfections of the detector and the dataset. In iterative methods, an initial

estimate of an image is made. Often the initial estimate is very simple, such as a blank

or uniform image. Then the projections are computed from the estimated image, using a

process called forward projection. This process is exactly the inverse of backprojection.

It is performed by summing up the intensities along the potential photon paths for all

projections through the estimated image. Afterwards, this set of computed projections

(or sinogram) is compared with the actually measured projections (or sinogram). If

there is a di�erence between the estimated and measured projections, corrections are

made to improve the estimated image, and a new iteration is performed to assess the

convergence between the estimated and measured projections. Iterations are continued

until a reasonable agreement between the two sets of projections is achieved.

ML-EM and OSEM are similar and the most widely used iterative algorithms in PET.

Figure 3.15 demonstrates the schematic concept of ML-EM. ML-EM method incor-

porates statistical considerations to compute the \most-likely" source distribution that

would have created the observed projection data, including the e�ects of counting statis-

tics. Speci�cally, it assigns greater weight to high-count elements of a pro�le and less

weight to low-count regions.

The maximum-likelihood algorithms are based on the de�nition of a \response" system

matrix mapping the probabilities of all the possible combination of data for a given

FOV. The iterative ML-EM formula has the following form:

fk+1
j =

fkj∑N
i=1 tij

N∑
i=1

yitij∑M
b=1 tibf

k
b

(3.7)
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Figure 3.15: The concept of the ML-EM image reconstruction algorithm.

where N is the total number of bins of the de�ned response system matrix and M is the

total number of reconstructing image pixels. The sum
∑N

i=1 tij = sj is the sensitivity,

or the probability that a photon emitted from image pixel j is detected anywhere. The

tij is the probability that a photon emitted from image pixel j is collected in bin i of

the response matrix. The yi is the measured data (number of counts) in bin i. Finally,

fkj is the estimation of the intensity of pixel j (i.e., the image estimate) at the iteration

number k.

In the ML-EM algorithm, all collected projection pro�les are considered at each iteration.

One way to speed up the convergence rate of an iterative algorithm is to make more

frequent image updates. In the OSEM algorithm, the projection views are grouped

in di�erent sets (called subsets), the algorithm goes through the subsets in a speci�ed

order, and the image is updated after each subset is considered. The update equation

has the following form:

f
(k,l+1)
j =

f
(k,l)
j∑
i∈Sl tij

∑
i∈Sl

yitij∑M
b=1 tibf

(k,l)
b

(3.8)

where f
(k,l)
j is the image estimate at the iteration number k and the subset number l. The

Sl means the l-th subset. Increasing the number of subsets accelerates the convergence

rate but may increase the noise as well. Roughly speaking, if there are N subsets, the

ML-EM algorithm may accelerate about N times. The acceleration of approximately 10

times is possible with very little increase in noise.
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3.6.4 List-mode ordered subset expectation maximization

LM-OSEM [37] [38] is also an iterative algorithm but, unlike maximum-likelihood algo-

rithms, that uses the binned data and sums over the system matrix bins (see Eq. 3.7 3.8),

LM-OSEM only considers and sums over the detected events that are presented in list-

mode. The LM-OSEM image reconstruction method is getting popular because the use

of list-mode data has certain advantages. One of them is that the complexity of the

algorithm is independent of the number of LORs, that makes it suitable for high reso-

lution scanners. This system response matrix of maximum-likelihood algorithms can be

huge because its size is proportional to the number of all possible LORs. Since the num-

ber of detectors of modern high-resolution PET scanners increases continuously and the

system matrix produces by maximum-likelihood methods is needed to be loaded in the

computer memory, often this memory is not big enough. The list-mode can be streamed

from disk storage and processed event-by-event. The \a-posteriori" approach reduces

considerably the amount of memory needed by ML-EM and OSEM to map the system

matrix. The maximum-likelihood algorithms usually pre-process the data by binning

it into evenly-spaced angular sinograms. This process changes the Poisson nature of

the data. LM-OSEM instead act on the raw data as it was recorded by the scanner,

preserving the statistics of the data.

The iterative LM-OSEM formula has the same form as one for the conventional OSEM

(Eq. 3.8) with two exceptions. First of all, in LM-OSEM, each measurement in the

list-mode is considered as a unique , so that yi = 1 for each detected photon, and yi = 0

for the in�nite number of possible events not detected in the current measurement. The

value N is the total number of detected measurements instead of the number of detector

bins. The second exception is that the sensitivity is no longer the sum over the detected

events sj 6=
∑N

i=1 tij , but rather, it is the integral over all possible events i originating

from source element j, including those for which yj = 0. The LM-OSEM iteration

consists of two steps:

� forward projection of the image estimate f onto the detector:
∑M

b=1 tibf
(k,l)
b , where

tib is the transition probability for event i to have originated from FOV bin b and

M is the number of bins in the FOV that are intersected by the LOR of event i.

� backprojection of the measured data, weighted with the forward projected data,

providing an update correction for the image estimate.

Thus, the LM-OSEM update equation is:

f
(k,l+1)
j =

f
(k,l)
j

sj

∑
i∈Sl

tij∑M
b=1 tibf

(k,l)
b

(3.9)
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The quality of the �nal image depends on how the values tij and sj are de�ned. The

simplest and the best for CPU time consuming and computation memory way is to set

these values to one. Another simple method assumes uniform sensitivity and perfect

energy and spatial resolution of the detectors, and ignores physical e�ects such as the

Compton scattering of photons. The probabilities tij are approximated as some constant

times the line integral of the LOR through pixel j. This technique has two advantages.

The uniform sensitivity approximation makes the method to be independent of the

imaging system, and the coe�cients tij can be generated trivially during a fast initial

back-projection operation that is usually done to obtain an initial estimation of image.

Finally, tij and sj can be computed based on the calculation of probability of each

event to occur, starting from a particular FOV bin, taking into account its particular

cross-section.

Another bene�t of using list-mode data is that the energy and detection time are known

for each event. This allows to apply corrections for photon scattering, perform dynamic

reconstruction or use time-of-ight information in the reconstruction (for scanners with

very good time resolution). Nevertheless, due to the large number of pixels in the FOV

along LORs, it can still be very time consuming.

3.6.5 Origin ensemble

OE [39] is a stochastic and relatively fast converging technique. The main features of

OE are following:

� its convergence speed does not depend on the number of detector voxels;

� it does not require forward- and backprojection operations nor voxelization of the

image space;

� it is suitable for any scanner geometry;

� it accepts the raw list-mode data from scanners.

The reconstruction process can be described following way. First of all, each entry

of the list-mode data provides the LOR coordinates. Then, for each entry a random

position is assigned along the LOR and the event density matrix D stores the number

of entries for each FOV voxel location L. At this point, it is necessary to ensure that

the chosen random positions (origins) along LORs are all inside the FOV. Image is

de�ned as a set of origins of events. Current set of origins of events in the ensemble

is described by the vector Y that contains 3N parameters corresponding to the three-

dimensional coordinates of the events, where N is the number of events. Then, the
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algorithm randomly moves the available event origins along the corresponding LORs,

generating system state transitions governed by the acceptance probabilities. During

one iteration, the following steps are done for each event:

� A new random location Li+1 is selected on the corresponding LOR inside the FOV.

� This new location at this iteration Li+1 is accepted with certain probability P ,

comparing the event density DLi+1 at the new location with the density DLi at

the old location for this event:

P (Yi ! Yi+1) = min[1,
DLi+1 + 1

DLi

], (3.10)

where the current set of origins of events is described by the vector Yi.

� When the new location for the event is accepted, the density matrix D is immedi-

ately updated accordingly before moving onwards to the next event.

Additionally, the OE algorithm can be modi�ed to model the physics of photon detec-

tion, thus allowing to vary the selected position according to the resolution recovery

mechanism. However, due to the stochastic nature of the algorithm, in order to get a

good quality image, various trial runs should be executed and the �nal result should be

an average of these trial runs.

3.7 Factors that limit the image quality

One can de�ne the image quality as the faithfulness of the reconstructed image with

respect to the imaged object. The essential characteristics of image quality in nuclear

medicine are:

� spatial resolution;

� contrast;

� noise.

Spatial resolution is the minimal distance at which two points (or lines) can be still

distinguished. In PET it refers to the ability of the scanner to provide sharp and

detailed images. A number of factors contribute to the lack of sharpness in the images.

All of them are reviewed in the next section.
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The image contrast is the measure of di�erences in intensity in parts of the image

corresponding to di�erent levels of radioactive uptake. The contrast can be also de�ned

as the ratio of number of detected radioactive decays in a region of interest relative to the

number of detected decays in the surrounding region. Good image contrast is crucial for

quantitative image analysis. If the size of an object of interest is larger than the spatial

resolution of the scanner, but its contrast is low, the object might be indistinguishable.

The image noise can be statistical (or random) and structured. The statistical noise

(or random noise) causes the mottled appearance of reconstructed images. It is caused

by random statistical variations in counting rate. The structured noise refers to all non-

random variations of the counting rate. For instance, it can arise from the radionuclide

distribution or/and from imaging system artifacts (see section 3.8).

Additional distortions of PET images are caused by image artifacts. The artifacts are

arti�cial image features such as dust or scratches in photographs, that can arise from

physics processes (i.e. attenuation of photons), scanner geometry, imperfections of the

detectors (i.e. variation in detection e�ciency), dead detector voxels, and image recon-

struction processes. Since artifacts can cause incorrect measurements, it is important to

recognize and avoid them, and understand their origins and reasons.

All the factors that inuence the �nal image quality can be divided into three main

groups: intrinsic limitations set by physics, detector related limitations, and other

sources of limitations. All of them are reviewed and described below.

3.7.1 Intrinsic limitations set by physics

3.7.1.1 Spatial resolution

Figure 3.16: E�ective positron range.
The �gure is taken from [23].

One of the main limiting factors to the im-

age quality is the finite positron range. The

positron range depends on the energy with

which it is emitted and the (electron) den-

sity of the surrounding matter. According to

the Table 2.1, the maximum energies of the

positrons emitted from radionuclides used in

PET are in the range of 0.5 to 4 MeV. Thus,

the positron range can reach several millime-

ters (up to 2 cm) in water (Figure 2.1). The

positron range introduces an uncertainty in

the location of the nuclear decay event, and,
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thus, degrades the spatial resolution of the scanner [40]. Among all radioisotopes used

in PET, the 18F emits positron with the smallest energy producing the shortest average

(or effective) positron range of 0.46 mm (Table 2.1). The e�ective positron range (Rp) is

the average distance from the emitting nucleus to the end of the actual positron range,

measured perpendicular to a line de�ned by the direction of the annihilation photons

(Figure 3.16).

Figure 3.17: Non-collinearity of an-
nihilation photons. The �gure is taken

from [10].

The second limitation is the non-collinearity of an-

nihilation photons due to residual momentum of

the positron at the moment of the annihilation

(Figure 2.3). The non-collinearity contributes to

the uncertainty in the localization of the annihila-

tion point and, thereby, degrades the spatial res-

olution of the scanner (Figure 3.17). Obviously,

the larger diameter of the scanner, the bigger the

contribution from non-collinearity. The displace-

ment from the real LOR due to the non-collinearity

(R180) is linearly dependent on the detector ring

diameter (D) and can be calculated as:

R180 = 0.0022D (3.11)

According to the Eq. 3.11 this displacement reaches 1.8 to 2 mm for 80-cm to 90-cm

PET scanners, and up to 0.93 mm for head PET scanners of 42-cm diameter. This e�ect

together with the positron range set a fundamental lower limit of the spatial resolution

that can be achieved in PET technology.

3.7.2 Detector related limitations

3.7.2.1 Spatial resolution

The spatial resolution of a PET scanner that consists of discrete detector elements is

determined by the width of the detector element (d). When a photon hits an individual

detector (voxel), the exact position of the hit is not known. The error Rdet of the hit

position is normally equal to d/2 at mid-position between the two opposite detectors,

and to d at the face of either detector. Thus, full-ring PET scanners have a spatial

resolution that is radially dependent. It is best at the center of the FOV and becomes

worse at the periphery of the FOV. For instance, for a 6 mm detector width, the Rdet is
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�3 mm at the center of the FOV and �6 mm at the edge of the FOV. Thus, in order to

achieve a spatial resolution better than 1 mm, a very �ne detector pixelation is needed.

Figure 3.18: Schematic representa-
tion of the parallax error. The �gure

is taken from [18].

Another error is due to the parallax error or depth-

of-interaction effect. The parallax error appears

after a photon, that enters a detector, travels a

certain distance before depositing all its energy.

Sometimes, PET systems are not capable to mea-

sure the exact point of the energy deposition,

known as the depth of interaction (DOI), and the

corresponding end of the reconstructed LOR is as-

signed to the center of the entrance surface of the

detector element. The Figure 3.18 shows two dif-

ferent possible LORs for a single annihilation event

occurring near the edge of the ring of detectors.

The parallax error can produce signi�cant devia-

tions from the real position, leading to a deteriora-

tion of the spatial resolution. The larger the depth

of individual detectors, the bigger the error from the parallax error. The depth-of-

interaction e�ect can be reduced using thin crystal with high stopping power or using

a system (or an algorithm) that is able to measure the photon DOI within the crys-

tal [41] [42]. The use of a PET scanner with larger diameter relative to the size of the

object being imaged, produces less parallax error, since the annihilation events will be

more centrally located and the photons will cross the detector at a less oblique angle.

3.7.3 Other sources of limitations

3.7.3.1 Spatial resolution

The additional factors that worsen the spatial resolution of the PET system are: recon-

struction method used, patient motion, and pixelization e�ect in the image. Normally

image reconstruction methods use spatial �lters. They are applied to suppress noise in

the reconstructed image. Application of �lters with a selected cuto� frequency results

in the additional degradation of the spatial resolution of the scanner. Usually, the fewer

the number of counts collected in an image, the lower the �lter cuto� frequency is used

and the greater the loss of spatial resolution.

The next e�ect that degrades spatial resolution is the sampling error (K). Figure 3.19

shows a collection of possible LORs in a PET scanner, As one can see, the sampling
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in the FOV is not uniform. There are image pixels that include a very big number of

LORs, when others include just few LORs. An error due to the sampling is usually a

factor of 1.25 [43].

Figure 3.19: Schematic repre-
sentation of the sampling error.
Some of image pixels are well
sampled (have many LORs cross-
ing them), while other image pix-
els are very bad sampled (include
only a few LORs). The �gure is

taken from [43].

Patient motion also a�ects �nal image sharpness. The

most problematic motions are cardiac- or breathing-

related patient motion, because the duration of the

screening time is usually much bigger than these mo-

tions period, and the image blurring is the biggest. In

order to reduce the inuence from this motions gated-

imaging techniques are used, especially in cardiac stud-

ies. Breath-holding and special breathing technique

also are used to minimize blurring caused by respira-

tory motion. Additionally, some systems have special

setups that can measure the external motion and use

that information to correct the image. Small amounts

of patient motion can be corrected by special correc-

tion algorithms that automatically shift the projection

views to align the organ of interest.

Reconstructed images are digital, i.e. they consist of

discrete pixels. The size of the image pixels sets a limit

on the spatial resolution of the image. In order to avoid the pixelation e�ects and

signi�cant loss of image detail, the image pixel size (�r) should not be larger than

about one third of the expected spatial resolution, that is expressed in FWHM of the

point spread function (PSF) or line spread function (LSF) [23]:

�r � FWHM

3
(3.12)

When choosing the image pixel size, one should take into account that the smaller the

pixel the more statistic is needed to keep desirable SNR of individual pixel. According

to [23], the SNR of individual pixel (SNRpixel) degrades with the decrease of the pixel

size in the following proportion:

SNRpixel �

√
12Nimage

π2(D/�r)3
(3.13)

where, Nimage is a total number of coincidences recorded during the imaging, D is a

image matrix size with pixel size �r. Thus, for very small pixels and limited statistic

one will su�er from statistical noise.
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Combining all the factors that a�ect the spatial resolution, the overall spatial resolution

Rsys of a PET scanner can be estimated by [44]:

Rsys � K �
√
R2
det +R2

p +R2
180 (3.14)

3.7.3.2 Contrast

There are a lot of factors that a�ect the image contrast in a varying degree. First

of all, the image contrast is determined by the properties of the radiopharmaceuticals,

discussed in the section 3.2. The choice of a radiopharmaceutical that has high lesion-to-

background uptake is crucial for getting high contrast. Another common factor that can

suppress the contrast signi�cantly is background counting rates that are distributed more

or less uniformly over the FOV. The background counting rates can arise from several

sources, such as scatter, random and multiple coincidences. The number of collected

coincidences or the count density also a�ects the image contrast. The smaller the count

density, the bigger the statistical noise. So, it is important to collect a certain minimum

number of counts to reach good image contrast. The necessary count density usually

depends on the dosage of the radiopharmaceutical, the tracer uptake by the organ of

interest, screening time, and the detection e�ciency of the scanner. Image contrast

also depends on the size of a lesion of interest relative to system spatial resolution and

its surrounding background. Precisely, it depends on the background activity and on

whether it is a \cold" (no activity in the lesion) or \hot" (there is activity in the lesion)

lesion. Normally, \hot" lesions have high contrast when compared to lower background,

and \cold" lesions can be missed in the surrounding higher activity background tissues,

especially if they have relatively small size. Finally, patient's motion also reduces the

image contrast.

3.7.3.3 Image noise

Usually, factors that a�ect image contrast also a�ect the statistical noise levels in the

image. For example, the background counting rates increase the statistical noise levels

in the image. The structured noise also can arise from imaging system artifacts, such

as non-uniformities in PET images. An estimation of the noise level can be obtained by

making an image without an object between the source and the detector. Additionally,

the noise level can be estimated by calculating the SNR, or, in the terminology of images,

the contrast-to-noise ratio (CNR).
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3.8 Correction techniques and image artifacts

When photons pass through the absorber medium, they undergo one or a combination

of four processes (photoelectric interaction, Compton scattering, pair production, and

Rayleigh scattering) depending on their energy, or they are transmitted out of the ab-

sorber without any interaction. The combined e�ect of the 4 processes is called the

attenuation of the photons. In order to reconstruct an image of high quality, an exact

correction for attenuation is necessary. However, accurate attenuation correction is not

so easy to achieve in practice. Besides, there are many other factors that potentially

impact on the accuracy and precision of PET measurements. Among them:

� count-rate losses due to dead time limitations;

� variations in detector e�ciency;

� acceptance of unwanted scattered and random coincidences;

� dilution of the signal from small structures (partial volume effect).

Each of these factors contributes to the sinogram in a di�erent way depending on the

2-D or 3-D acquisition and therefore must be well corrected when producing images.

3.8.1 Data normalization

Modern PET scanners can have more than 20 000 detectors arranged in blocks and

coupled to several hundred PMTs. Each detector may have small physical variations,

variations in the gain of PM tubes, and geometrical ones [45]. Since the photons travel

with di�erent angles of incidence, there also may be di�erences in the e�ective thickness

of detectors. Because of these variations the detection sensitivity of a detector pair

varies from pair to pair, resulting in the non-uniformity of the raw data. The correction

for this e�ect caused by di�erent detector e�ciency and geometric factors is known as

normalization [46] [47].

The most straightforward approach to the normalization is to record the number of

counts detected by each coincidence detector pair by exposing uniformly all pairs to the

same homogeneous radiation source. The source usually extends through the axial FOV,

occupies almost all transaxial FOV of a scanner, and does not have any other subject

inside of it. A scan with this kind of source is called a blank scan. The source can

be made of, for instance, of radioactive water. Then data are collected for all detector

pairs in 2-D or 3-D mode. In an ideal scanner, each detector pair (i, j) would record
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the same number of counts N (within statistical limits). In reality, some detector pairs

record more counts and some record less counts because of e�ciency and geometry

variations. The normalization factor Normi,j is calculated for a speci�c pair by dividing

the average of counts of all coincidence detector pairs (LORs) hNi by the individual

coincidence detector pair count Ni,j :

Normi,j =
hNi
Ni,j

(3.15)

The normalization factor is then applied to each detector pair data in a scan of a patient

Ci,j as follows:

CNormi,j = Ci,j �Normi,j (3.16)

where Ci,j are the measured counts and CNormi,j are the corrected counts. This correc-

tion is applied to the projection (sinogram) data prior to image reconstruction.

Statistical errors due to the �nite number of counts in the normalization scan will in-

crease the noise levels in the corrected data, that is undesirable. In order to achieve a

small statistical uncertainty in the normalization factor a very long normalization scan

is needed to accumulate a very large number of counts. It is the main problem of the

straightforward approach. Therefore, often this approach gets modi�ed to reduce the

number of required counts without increasing statistical noise. Most of the modi�ed

methods are based on computing the e�ciencies of the individual detector elements,

rather than all possible detector pairs, and then combining them to estimate the e�-

ciency of the full detector [48].

3.8.2 Attenuation correction

Figure 3.20: Two 511 keV photons detected by two de-
tectors after traversing di�erent tissue thicknesses a and
b. D is equal to the sum of a and b. Attenuation is in-
dependent of location of annihilation, and depends on the
total dimension of the body. The �gure is taken from [10].

The most important factor that

degrades the image quality and

the quantitative accuracy in PET

is the attenuation of photons in

tissues [49]. Therefore, the at-

tenuation correction is by far

the largest single correction in

PET [23].

Since annihilation photons from

radiotracers located in the cen-

ter of the patient have to pass
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through a larger amount of tissue to reach the detector than those present in the periph-

eral organs, the photons emitted in the former case get more attenuated. The probability

P that both annihilation photons will reach the detector is given by the product of their

individual probabilities [10]:

P = e−µa � e−µb = e−µ(a+b) = e−µD (3.17)

where µ is the linear attenuation coe�cient of 511 keV photons in the tissue, a and

b are the tissue thicknesses traversed by the two 511 keV photons along the line of

response Figure 3.20, and D is the total thickness of the body. As one can see from the

equation 3.17, the probability P is independent of the source location along the LOR.

Figure 3.21: True image and reconstructed im-
age without attenuation correction.

Photon attenuation causes non-uniformities

in the images, because of the loss of rel-

atively more coincidence events from the

central tissues than the peripheral tissues

of an organ (Figure 3.21). Therefore, cor-

rections must be made for this attenua-

tion of photons in the body tissue. There

are several ways to perform the attenua-

tion correction. The easiest way is known

as Chang’s multiplicative method [50] [51].

This methods is a simple theoretical cal-

culation based on Eq. 3.17. It can be applied for attenuation correction based on the

knowledge of µ and the contour of an organ, such as the head, where uniform attenuation

can be assumed [52]. An initial image is formed by FBP without any corrections, and

this image is used to estimate the outline of the body part being imaged and therefore

the distance (D) that the photons have to travel through tissue to the detector. Each

projection can then be scaled up by an appropriate factor given by e+µD. However, in

organs in the thorax (for instance, heart), attenuation is not uniform due to the preva-

lence of various tissue structures, and the Chang's method cannot be applied. In this

case the transmission method can be employed.

The transmission method includes two steps: the blank scan and the transmission scan.

In this method one uses a thin rod source that contains a positron emitter with a long

half-life, for instance 68Ge (t1/2 � 271 days). The source is placed into the PET FOV

along the axis of the scanner and rotates around the central axis, so that all detector

pairs expose to radiation uniformly (Figure 3.22) [53] [54] [55]. The �rst step is the

coincidence measurement made without a patient (or subject) in the scanner (blank

scan). In the second step, the patient (or subject) is placed in the scanner and the
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measurement is repeated (transmission scan). The attenuation correction factor A for a

detector pair (i.e, each LOR) (i, j) is given by:

Ai,j =
Blanki,j
Transi,j

(3.18)

Figure 3.22: Coincidence measurements
using a rotating positron-emitting rod

source. The �gure is taken from [18].

where Blanki,j and Transi,j are the counts in

the blank and transmission scans for the de-

tector pair. These factors are then applied

to all individual LOR counts in the sinogram

obtained in the subsequent patient's emission

study. The blank scan is performed only once a

day. The transmission scan is performed prior

to injecting the patient with the radiotracer.

Between the transmission and emission scan

the patient should not move to avoid serious

artifacts (e.g. areas of too high or too low ra-

diotracer uptake) in the �nal images. In order

to reduce the total screening time, the post-

injection transmission scanning [56] [57] [58]

and simultaneous emission/transmission scan-

ning [59] [60] [61] [62] [63] techniques are developed.

Still another approach to the measurement of transmission data is to combine a Com-

puted tomography (CT) scanner with a PET system [64]. The resulting data are taken

at energy that is very di�erent from 511 keV, so the data must be scaled to use for

attenuation correction of the emission data [65].

3.8.3 Correction for random coincidences

Random or “accidental” coincidences happen when two unrelated 511 keV photons from

two di�erent positron annihilations are detected within the coincidence time window

(see Figure 3.3). Random coincidences add a relatively uniform background across the

imaging FOV suppressing contact and causing artifacts. They can cause signi�cant

errors in areas which have very low activity. Random coincidences rise with the increase

of the energy window width, the coincidence time window, and with increasing activity

(varies as the square of activity according to the Eq. 3.19).

If two detectors i and j are considered, then the rate of random events (Rrij) is given

by [10]

Rrij = 2τCiCj (3.19)
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where 2τ is the coincidence resolving time of the system in nanoseconds, and Ci and Cj

are the single count rates in counts/sec in the individual detectors i and j. However, the

relationship of the rates also depends on the implementation of the counting electronics.

The number of random coincidences detected may be reduced by shortening the coin-

cidence time window. However, the window should be big enough not to loose true

coincidences due to the di�erence in arrival times or statistical variations in the trig-

gering of the event timing circuitry. Thus, the selection of the coincidence window is

a trade-o� between minimizing the acceptance of randoms and minimizing the loss of

sensitivity to true coincidences. Usually, the coincidence time window is set to 2-3 times

the FWHM timing resolution of the PET scanner. Another way to reduce the detection

of random event is to use the shielding of the detectors from activity that lies outside

the tomograph FOV [66].

There are few methods for the correction of the random coincidences. The most common

method is the delayed window method. This approach employs two coincidence circuits

- one with the standard time window (usually 6{12 ns) and another with a delayed

time window (typically about 60 ns after an event is recorded) using the same energy

window. The standard circuit is used to measure the total number of coincidences. No

true nor scattered coincidences will be detected in the delayed window, because photons

from the same decay will always arrive at the detectors within a few ns of each other.

Thus, the additional measurement being delayed well beyond the standard coincidence

resolving time means that only accidental coincidences are recorded. For a given source,

the rate of random coincidences in the delayed and standard windows will be the same

within statistical variations, because the rate at which uncorrelated photons hit the

detector is the same for both windows. The correction for random coincidences is made

by subtracting the delayed window counts from the total number of coincidence events

provided by the standard window for the detector pair.

An alternative correction method is to measure the single count rates Ci and Cj on

each detector i and j for a given time window. These measured values can be used to

estimate the corresponding values of Rrij using Eq. 3.19, which are then subtracted from

the acquired prompts between the detector pair.

3.8.4 Correction for scattered coincidences

The 511 keV annihilation photons that undergo Compton scattering while passing

through a body move in the forward direction without much loss of energy [67]. A

lot of scattered photons can fall within the energy window of the scanner set for 511 keV
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photons and can be detected within the coincidence time window (Figure 3.3). Ad-

ditionally, the Compton scattering also happens in the detector itself. The scattered

radiation leads to a fog background in the reconstructed images, generally more con-

centrated towards the center of the image. This decreases the image contrast, leads to

errors in the reconstructed activity concentration and can cause artifacts. The scatter

contribution increases with the density and depth of the body tissue, the density of the

detector material, the activity in the patient, and the energy window width of the PET

system. The fraction of scattered events in PET can be very high. Typically, it ranges

from 10{15% in 2-D mode to more than 40% in 3-D mode (due to the absence of the

lead septa) in modern PET scanners based on scintillators. The large value of scattered

fraction arises due to three main reasons:

� the predominant interaction in body tissues and detectors for 511 keV is Compton

scattering;

� relatively wide energy acceptance window used in crystal PET;

� only one of the two annihilation photons needs to be scattered.

The simplest method for scatter correction is based on taking the counts just outside

the FOV, where no true coincidence counts are expected. The outside counts contain

both random and scattered events. Thus, after correcting for random coincidences, the

only events left in these counts are those that are mispositioned due to the scattering.

Then, the signal intensity is measured and normally �t to a 1-D Gaussian [68]. This

approach is based on the fact that the scatter distribution contains mainly low spatial

frequencies and form \tails" in the projection pro�les. The measured and �tted \scatter

tails" function is then can be subtracted from the projection pro�les recorded inside the

patient to give the corrected image. This method assumes that scattering is uniform

throughout the FOV. Therefore, it works reasonably well for relatively homogeneous

organs such as the brain, but, it cannot be used for the abdomen.

Another method for the scatter correction is to use multiple energy window tech-

niques [18].

An alternative method is called the estimation of trues method (ETM) which also uses

two windows. In this case the lower window is 450{650 keV, and the upper window is

between 550 and 650 keV. One can make the assumption that all of the events in the

upper window arise from photons that have not been scattered. These data are then

scaled appropriately to equal the number of events recorded in the lower window, and

these scaled data are then subtracted from the photopeak energy window.
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Finally, a very e�cient but also very computationally intensive and time-consuming

method is a simulation-based scatter correction [18]. This technique uses information

from the original scatter-contaminated image and the CT-obtained attenuation maps

to derive the correction. Since the physics of photon interactions in matter is well

understood, it is possible to simulate these processes and, using the two images, estimate

a distribution of scattered events and their contribution to individual pro�les. The

estimated contribution of scattered radiation then is subtracted from the projection

pro�les and the reconstruction is repeated with the scatter-corrected data.

3.8.5 Pile-up and correction for dead time losses

Since radioactive decay is a random process, there is always some probability that a

prompt event will be lost because it occurs in the detector too quickly after arriving of

a previous event. At high count-rates, the fraction of events falling in this category can

become very signi�cant. In PET technique there is always a certain maximum count

rate that a system can record. This limitation takes place due to pile-up and dead time

e�ects at high counting rates.

The pulse pile-up events are usually two (or more) photons that arrive simultaneously

to the individual detector element and (their energies) get summed up. If these events

are two (or more) Compton scattered photons, the resultant peak may fall within the

energy acceptance window. This leads the event to be counted but be mispositioned

because of the two unrelated events. The pile-up events can cause image distortion at

high count rates.

The dead time is de�ned as the time of processing an event during which the detector

(more precisely, the whole PET system in the case of the frame-mode acquisition, and an

individual detector element in the case of the list-mode acquisition) is not able to record

and process a second event, which will be lost [69]. This loss is called the dead-time loss.

The main e�ect of the pile-up and dead time e�ects is a loss of the linear relationship

between the number of coincidence events registered by the PET scanner and the total

activity inside the FOV. Thus, without a dead time correction the concentration of

radioactivity will be underestimated at high counting rates.

The degree to which a system su�ers from dead time is highly dependent on its design and

electronics being used. One source of dead time is the integration time, that is, the time

spent integrating the charge from the photo-detector. Moreover, the detector electronics

usually has a \reset" time, during which it is unable to accept further events. Another
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sources are the time needed for analog to digital conversion and the data transmission

speed [18].

Dead time correction is made by empirical measurement of observed count rates as a

function of increasing concentrations of activity. The measurement is usually performed

for a range of object sizes and at di�erent energy thresholds. From these data, the dead

time is calculated and a correction is applied to compensate for the dead-time loss. Some

systems apply a global dead time correction factor for the system, whereas others apply

corrections to individual pairs of detector modules.

3.8.6 Image artifacts: partial-volume effect

Because of the limit of the spatial resolution of PET scanners, "hot" structures relative

to a "cold" background, that are smaller than twice the resolution of the scanner, show

partial loss of intensity, and the activity around the structure appears to be smeared

over a larger area than it occupies in the reconstructed image. While the total counts are

preserved, the object appears to be larger and to have a lower activity concentration than

it actually has. Similarly, a cold spot relative to a hot background would appear smaller

with high activity concentration. Such underestimation and overestimation of activities

around smaller structures in the reconstructed images is called partial-volume effect [70],

and this reduces the contrast between high and low uptake regions. While the count loss,

the e�ciency disuniformity, and the random/scattered event contamination inuence

the image as a whole, the partial volume e�ect has a crucial impact on recognizing the

small-size lesions surrounded by the medium background activity.

A correction factor, called the recovery coefficient (RC) can be applied. The RC is

the ratio of the reconstructed count density to the true count density of the object of

interest. It is determined by measuring the count density of di�erent objects containing

the same activity but with sizes larger as well as smaller than the spatial resolution

of the system. Normally, the RCs would be 1 for larger objects. In principle, an RC

correction factor can be applied to correct for the partial-volume underestimation of

concentrations for small objects. This approach works well in phantom studies in which

object sizes are well characterized. However, the sizes of the in-vivo structures are not

precisely known, and so the phantom RC data may not be accurate for these structures,

unless high-resolution anatomic information is available from another modality such as

CT or magnetic resonance imaging (MRI).

Sometimes, the object of interest has low radiotracer accumulation relative to surround-

ing structures and activity from these surrounding areas \spills over" into the structure

of interest. The e�ect due to contamination of activity from the neighboring tissues
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to \cold" areas is called spillover e�ect. The spillover e�ect occurs as a result of the

same resolution e�ects described previously. In all cases, partial-volume e�ects cause

the reduction of the contrast between areas of high radiotracer uptake and those of low

uptake and to lead to underestimation or overestimation of radiotracer concentrations.

This can be the dominant source of error in quantitative PET studies of small structures

and must be carefully considered when comparing images of di�erent-sized objects.

3.8.7 Image artifacts due to reconstruction process

Figure 3.23: A: simulated phantom. B: alias-
ing artifact due to the coarse sampling. The

image is taken from [23].

As it was mentioned, the most popular re-

construction method is FBP. This method

involves the use of the FT of the data for

�ltering. This process can create certain

image artifacts. Projection data are not

continuous functions but discrete point-

by-point samples of projection pro�les.

The distance between the sample points

(or image pixel size) is the linear sampling

distance. Projection pro�les are acquired

only at a �nite number of angular sam-

pling intervals around the object. The

wrong choice of linear and angular sampling intervals and the cuto� frequency of the

low-pass �lter cause the appearance of the artifacts on the �nal image.

Figure 3.24: Artifact due to the choice of too
small number of angular samples. The image is

taken from [23].

If the chosen linear sampling distance is

too large (the image pixel size is too big),

an image artifact known as aliasing oc-

curs [23]. When it happens, a sharp edge

in a projection is badly approximated, re-

sulting in a high-frequency damped oscil-

lation around the edge. During recon-

struction, this error is backprojected along

the line tangent to the edge in the im-

age. The example of the aliasing artifact

is shown in Figure 3.23. In order to avoid

this artifact it is enough to ful�ll the sam-

pling requirement of Eq. 3.12.
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If the number of chosen angular views is too small (or, the same, angular sampling

interval is too big), alternating dark and bright streaks occur in the peripheral image

region where the sampling density is smallest. An example of this so-called \streak"

artifact is shown in Figure 3.24. In order to avoid the angular undersampling artifact,

the minimum number of angular views (Nviews) should be approximately the length of

the 180° arc over which projections are acquired divided by the linear sampling distance

(�r):

Nviews �
πD

2�r
(3.20)

where D is diameter of the FOV.

Another artifact that can appear during the reconstruction is the ringing artifact.

Fourier transformed data includes high-frequency components. These components are

necessary for good representation of the sharp edges of an object. However, the applica-

tion of a low-pass �lter to the Fourier transformed data can create the \ringing artifacts"

in object space [71]. Normally, the use of di�erent �lter parameters helps to avoid this

artifact.

3.8.8 Other image artifacts

Figure 3.25: Artifacts due to that fact that
the ring geometry of the scanner is not full. The

image is taken from [23].

Additional artifacts appear when a PET

scanner does not cover 180-degree arc and

does not collect data at certain angles.

In this case geometric distortions are pro-

duced on the reconstructed image. Fig-

ure 3.25 demonstrates such distortions.

Normally, they are perpendicular to the

direction of the absent projections. It can

happen that the FOV of the detector does

not provide full coverage from all direc-

tions. This is also a common reason of

artifacts appearance.

Two other possible sources of artifacts are patient movement and missing or distorted

values in individual pro�les caused by instrumentation failures, such as an unstable

element in a detector array.



Chapter 4

PET in Nuclear Medicine

4.1 Brief history of PET

a

b

Figure 4.1: a: First clinical positron
imaging device. Drs. Brownell (left)
and Aronow are shown with the scanner
(1953). b: Examples of scans of patient
with recurring brain tumor obtained by
this device. (Reproduced from [72]). The

�gures are taken from [73].

Functional imaging with positron-emitting iso-

topes was �rst proposed in the early 1950s as an

imaging technique that could o�er greater sen-

sitivity (detection e�ciency) than conventional

nuclear medicine techniques with single photon-

emitting isotopes such as Single photon emission

computed tomography (SPECT).

A very �rst and simple prototype of positron

scanner that used two opposed NaI detec-

tors connected to PMTs and coincidence de-

tection was designed and built in 1950 under

the direction of Gordon L. Brownell in the

Physics Research Laboratory (PRL) at Mas-

sachusetts General Hospital (MGH) within only

six months [73]. The screenings of patients with

suspected brain tumors started almost immedi-

ately. The results were encouraging and were

published in 1951 [74]. In the same year inde-

pendent studies on annihilation radiation detec-

tion were performed and published by Wrenn,

Good, and Handler [75]. The �rst attempt to

record three-dimensional data in positron detec-

tion was done just a bit later, in 1953 [72].

60
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Figure 4.2: PC-I, the �rst tomographic PET
imaging device. The �gure is taken from [73].

The next clinical positron imaging device

built in 1952 (Figure 4.1a) followed the

same general concepts of the instrument

constructed in 1950 but included many re-

�nements. It produced a low resolution

image but was remarkable sensitive in de-

termining whether a tumor existed [73].

An example of two scans of a patient is

shown in Figure 4.1b.

One of the early PET prototypes includ-

ing also a commercial version was devel-

oped in the middle 1960s and results were

published in 1968 [76]. It was made of two

rows of nine detectors each in coincidence with three detectors in the opposite row. The

scanner was designed speci�cally for brain imaging and served for that purpose in a

clinical setting for about 10 years.

The �rst computed tomographic imaging device named PC-I (Figure 4.2) was designed

in 1968, completed in 1969, �rst tested in 1971 and reported in 1972 [77] [78]. It used

2-dimensional arrays of detectors.

Figure 4.3: Example of a brain study using
PC-I and 68Ga. The image is reconstructed with

FBP.The �gure is taken from [73].

At about the same time, in 1970,

David Chesler created and tested by

computer simulation the FBP algo-

rithm [79] [80] [81], an image reconstruc-

tion method that is still the most com-

monly used in clinical practice. The FBP

algorithm was soon applied to data from

the PC-I scanner. Brain images obtained

with PC-I and reconstructed with FBP

are presented in Figure 4.3. PC-I was the

�rst device to obtain PET images and, to-

gether with its improved rotate-translate

version, PC-II, that was constructed dur-

ing 1971-1976, remained the only PET de-

vices in use for animal and human imaging

for almost a decade [73].

Later, the �rst proposals of ring systems

were published in [82] and [83], in 1973
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and 1975 respectively. Then, it was proposed to use a much larger number of detectors

individually connected to small phototubes in order to increase sampling to reconstruct

images of better quality. This concept was realized in the Donner ring developed in

Berkeley [84]. However, in order to get better spatial resolution of a ring system it was

necessary to reduce the size of individual detectors, what was impossible due to the

relatively big size of PMTs. A few years later a design that permitted to use multiple

small detectors identi�ed by a smaller number of phototubes was introduced [85] [86].

This idea was used in two PET systems developed at MGH, PCR-I [87] (Figure 4.4)

and PCR-II [88] [89]. PCR-I used a ring design while PCR-II used a cylindrical design.

PCR-I was used for 16 years for di�erent studies especially for brain, heart and cancers

studies in small animals, dogs and primates [73]. The results obtained with PCR-I gave

rise to development of special PET scanners for small animals in the whole world.

Figure 4.4: PCR-I, a single ring positron emis-
sion tomograph. Left: tomograph with cot and
computer. Right: the electronic assembly. The

�gure is taken from [73].

However, PET, probably because of rel-

atively low spatial resolution, could not

compete with the explosive growth of the

CT technique during the 1970s, nor, dur-

ing the 1980s, with the comparable growth

of MRI. Only in 1990s PET was recog-

nized as an important technique for imag-

ing cancer by mapping glucose uptake of

body with FDG. The high utilization of

glucose by malignant cells allows cancer-

ous tissues to be identi�ed anywhere in

the body, even though it may have no

anatomic correlate that would allow iden-

ti�cation on a CT scan (Figure 4.5) [90].

As we can see from Figure 4.5 (left), the

composite of PET and CT systems yields a combination of anatomic, functional and

molecular information. Thus the PET/CT hybrid imaging systems are powerful and

e�cient instrument for tumor diagnostic. The same will be true for PET/MRI hybrid

device, and huge e�ort is being dedicated to the development of commercially available

clinical systems for simultaneous PET/MRI images [91].

Today, researches are focused on improving PET scanners to reach two principal goals:

high spatial resolution and high sensitivity. Scientists are considering new scanner ge-

ometries, new detector materials, new techniques for the image reconstruction, and new

radiopharmaceuticals.
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Figure 4.5: The transaxial image through the pelvis of a 31-year-old woman. Left:
pelvic CT scan does not demonstrate any pathology. Center: PET scan clearly shows

the place of FDG uptake. Right: the fusion image. The figures are taken from [90].

4.2 State-of-the-art PET scanners

a

b

Figure 4.6: a: Typical geometry of modern PET sys-
tems. The figure is taken from [90]. b: A schematic dia-
gram of the block detector system, shown here as an 8× 8
array of detectors, and the four PMTs. The light shared
between the PMTs is used to calculate the x and y posi-
tion signals, with the equations shown. The figure is taken

from [18].

Nowadays, the most frequently

used detectors in PET are in-

organic solid scintillation detec-

tors because of their good stop-

ping power, good energy resolu-

tion, relatively low cost, and rela-

tively simple mounting. In mod-

ern PET systems the crystals are

organized to a so-called block de-

tector. The block detector is a

rectangular parallelepiped made

of a scintillator, sectioned by par-

tial saw cuts into discrete detec-

tor elements to which a number

(usually four) of PMTs are at-

tached. Such a PET scanner, and

a schematic diagram of the block

detector system are shown in Fig-

ure 4.6. Typically, each block de-

tector is about 3 cm deep and

grooved into an array of 6 × 8,

7 × 8, or 8 × 8 elements by mak-

ing partial cuts through the crys-

tal with a saw. The cuts are made at varying depths, with the deepest cut at the edge of

the block. The grooves between the elements are filled with an opaque reflective material
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that prevents optical spillover between elements but facilitates sharing of light among

the PMTs.

The width of the detector elements determines the spatial resolution of the imaging

device and is normally 3 to 5 mm in modern PET scanners. A PET scanner can

contain many block detectors, the number of which varies with the manufacturer. These

detectors are arranged in arrays in full rings or partial rings in di�erent con�gurations.

The number of rings usually varies from 18 to 32 depending on the manufacturer. The

use of PMTs results a very good SNR for low light levels and is the primary reason for

their success and applicability for scintillation detectors. The main drawback of a PMT

is the low e�ciency in the emission and escape of a photo-electron from the cathode

after the deposition of energy by a single scintillation photon. This property is called

the Quantum Efficiency (QE) of the PMT and it is typically 25% for most of the PMTs.

Figure 4.7: A: PMTs assigned in 4 quadrants sep-
arately. B: Each PMT shares 4 quadrants of 4 block
detectors and improves the spatial resolution. The

�gure is taken from [10].

A modi�cation of the basic block de-

tector has been made such that each

PMT covers four quadrants of four

di�erent blocks (Figure 4.7). The

technique of quadrant sharing [92]

permits the use of larger (in size)

PMTs and reduces the total number

of PM tubes used in the PET scan-

ner. This design improves the spatial

resolution relative to the basic design,

because it allows to use smaller crys-

tals (normally, half the size in each

(x and y) direction). However, it has

the disadvantage of increased dead time due to the need to analyze signals from bigger

numbers of PMTs (usually nine instead of four) for a signal event.

In order to have a dead time as short as possible together with a good spatial resolution a

so-called one-to-one coupling can be used, when a single crystal is glued to an individual

photo-detector. In this case, to achieve spatial resolution better than 3 mm, very small

photo-detectors are needed.

Another option can be the coupling of individual channels of a Position Sensitive PMT

(PS-PMT) or a Multi-Channel PMT (MC-PMT) to the small crystals [93]. The PS-

PMT has a �ne grid dynode structure that restricts the spread of photoelectrons thereby

providing a position-sensitive energy measurement within a single PMT enclosure [94].

The MC-PMT has several very small channels instead of a single PMT enclosure. It

uses a 2-D array of glass capillary dynodes each of which is a few microns wide.
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One can use Avalanche Photo Diodes (APDs) [95] instead of PMTs. The APD pro-

vides an internal ampli�cation of the signal, thereby improving the SNR comparing

to other types of photodiodes. The APDs are normally developed either as individual

components or in an array, so they are ideal for use in such a detector design [96] [97].

Additionally, they are not a�ected by a strong magnetic �eld, so they can be used in

hybrid PET/MRI systems [98]. However, the SNR of the APDs is several orders of

magnitude lower than the PMTs give. More importantly, APD gains are sensitive to

small temperature variations as well as changes in the applied bias voltage that can lead

to practical problems of stability in their implementation for a complete PET scanner.

Other devices as PIN diodes or more recently and very popular silicon photomultipliers

(SiPMs) are also being used [99] [100]. SiPMs are built from an APD array set on

common Si substrate. Normally, each APD element has a very small pixel pitch that

varies from 20 � 20 to 100 � 100 µm2. Their density can be as high as 1000 per

mm2. Each APD is connected to the others and operates in Geiger-mode. In PET

imaging, SiPMs represent a very good replacement for the conventional PMTs because

of their high gain (the ability of a photosensor to amplify the input signal expressed in

volts per photon), low bias voltage and fast response. Additionally, they are compact

and compatible with magnetic �elds. Table 4.1 summaries some basic characteristics of

SiPMs and conventional PMTs for their comparison. As one can see, SiPMs combine

Table 4.1: Characteristics of SiPM and PMT

Parameter SiPM PMT

Quantum e�ciency <40% 20-30%
Gain 105-106 105-107

Bias Voltage, V �50 1000-2000
Timing jitter at FWHM, ns 0.1 0.3
Magnetic �eld Compatibility Yes No

the fast response of PMTs with the magnetic �eld insensitivity and easy segmentation

of APDs, that makes them very popular photo-sensors for the PET technique nowadays.

4.3 Current trend in PET clinical applications

PET scanners are currently used in a large variety of clinical applications, such as tumor

diagnostics and treatment, clinical cardiology, and clinical neurology. In the following

sections, each of these aspects is reviewed.
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4.3.1 Tumor diagnosis

A tumor is an abnormal mass of tissue that is created due to abnormal growth of cells.

It can be benign or malignant. Benign tumors are not cancers. Tumor can usually be

removed and, normally, they do not spread to other parts of the body and do not come

back. Additionally, benign tumors rarely cause death. Instead, malignant tumors are

made of cancerous cells. They grow chaotically, without any control or order. They can

invade and destroy the surrounding tissues. The most dangerous thing is that cancerous

cells can escape from their original place, invade the bloodstream and lymph system

and travel around the whole body attaching to any organ and, �nally, continue to grow

there. This process is called the metastasis and it results in new tumors within the

body.

Nowadays, the PET systems together with the FDG tracers are most commonly used

for cancer diagnosis [101]. PET measures the metabolic rate of the glucose utilization.

Since, cancer cells absorb higher levels of glucose (that is preliminarily labeled with 18F

isotope), they have a much higher metabolic rate than other cells. If some region of the

body is cancerous, it will accumulate more labeled glucose (i.e. FDG) and the number of

β+ decays will be higher there than in the surrounding tissue. Thus, the cancer location

can be spot by PET by looking at the distribution of the FDG in the patient's body.

PET screenings play an important role for the cancer staging, patient treatment sched-

ule, assessment and monitoring of treatment response [102]. A PET scan can identify

many forms of cancer, such as lung, breast, brain, neck, colorectal, lymphoma (a type

of blood cancer) and melanoma [90]. Moreover, it can distinguish between benign and

malignant tumors [103]. One of the most signi�cant features of the PET technology is

that it can detect anomalies in cellular activity, normally before any anatomical change

takes place. Often, such anomalies can be detected by PET before structural changes

can be measured by the ultrasound, X-rays, CT, or MRI techniques. Additionally, a

high-resolution PET scanner can spot metastasis localization and estimate intratumoral

inhomogeneity [104], that is crucially important for the e�ciency of any radiation ther-

apy.

Unlike whole-body (WB) PET, some PET systems are developed to observe only speci�c

organs as, for example, positron emission mammography (PEM) [105] [106]. The organ

dedicated PET systems are optimized for their purpose. They are usually smaller than

the WB PET and can be placed much closer to the organ of interest of a patient in

order to increase the solid angle coverage and gain good sensitivity. Normally, smaller

individual crystals are used in these systems, so they have better spatial resolution and,

sometimes, are able to measure the DOI. Additionally, due to the small size, the organ
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dedicated PET is cheaper than any WB PET. Thus, better performance in sensitivity

and spatial resolution for a lower cost, makes these systems very popular and useful. For

instance, a PEM system can be adapted to guide the biopsy [107], to serve the diagnosis

with image fusion, to help when there are the geometric constraints of data acquisition,

e.t.c.

Finally, PET is widely used in radiation therapy planning of various malignant tu-

mors. The PET guided tumor treatment is very important for successful radiother-

apy [108] [109]. It helps to generate dose distributions such that a tumor gets the

highest portion of the dose while minimizing the dose delivery to the surrounding nor-

mal tissues [110] [111]. Very often a PET/CT scan is used for the radiation therapy

planning. PET can detect areas of disease that are not visible for CT, and CT pro-

vides better spatial resolution and anatomical information. Additionally, CT data can

be used for the attenuation correction of the PET data [112] [113]. Thereby, the use

of the PET/CT hybrid system allows to improve the image quality as quantitatively as

visually. PET/CT is a very promising technique for the e�cient and accurate radiation

therapy planning, however, there are some certain technical challenges and problems to

work on to make use of its full potential [114].

4.3.2 Brain diseases

The most challenging screenings are related to brain pathologies, like brain tumors,

the Alzheimer's disease (AD), Parkinson's disease (PD) and epilepsy. Among all the

tumor kinds, the brain tumor is one of the most dangerous and intractable disease. The

American Brain Tumor Association [115] asserts that brain tumors are:

� the second leading cause of cancer-related deaths in children (males and females)

under age 20 (leukemia is the �rst);

� the second leading cause of cancer-related deaths in males ages 20-39;

� the �fth leading cause of cancer-related deaths in females ages 20-39 [116].

The National Cancer Institute (NCI) at the National Institutes of Health (USA) de�nes

brain tumor as the growth of abnormal cells in the tissues of the brain. Brain tumor

can be benign and malignant.

Alzheimer’s disease currently a�ects an estimated 30 million people worldwide [117]. It

is a disease that destroys certain parts of brain and causes the loss of memory, problems

with thinking, and at least one area of behavior seriously enough to interfere with daily



Chapter 3. PET in Nuclear Medicine 68

life. There is no cure for the disease, only some medications exist to help to ease

symptoms and improve quality of life for people with AD and their caregivers. AD is a

progressive disease, and eventually leads to death. Usually, AD is diagnosed in people

of age over 65 years [118] although it can also occur much earlier. Today, there is a

worldwide e�ort under way to �nd better ways to treat the disease, delay its onset, and

prevent it from developing.

Parkinson’s and Alzheimer's diseases are di�erent form of the dementia. PD is a pro-

gressive disorder of the nervous system that a�ects movements. Just as AD, it cannot

be cured, but special medications can help to improve the symptoms. It usually starts

with trembling of the hands and head and, as it progresses, it can become di�cult to

walk, complete simple tasks, and talk.

Epilepsy is a brain disorder that causes seizures. The seizures happen because neurons

in the brain transmit the wrong signals. There is no cure for epilepsy, but certain

medications usually control well seizures for most people.

Metabolic activity reected by FDG-PET can provide important diagnostic related to

brain tumors, AD, PD, and epilepsy. However, pathologic variations in the brain FDG

uptake can be very challenging to spot due to the high background that results from the

glucose metabolism of the normal brain. FDG-PET studies show that in case of AD,

as well as in case of PD, the glucose uptake in the a�ected area of the brain (normally,

temporoparietal areas) is lower than in the rest of the health brain [119] [120]. The use of

special radiopharmaceuticals (such as 11C-methylpiperidin-4-yl propionate (11C-PMP))

help distinguish patients with AD from PD dementia [90]. The main clinical use of PET

in epilepsy is to localize epileptogenic focus in patients with focal epilepsy in order to

perform a further surgery. In case of the focal epilepsy, the glucose metabolism in the

region of the epileptogenic focus are increased during the seizure period [121] and after

it for 24 to 48 hours [122].

4.3.3 Cardiovascular pathologies

In cardiology studies PET is used to determine how much heart muscle is damaged by

a heart disease or a heart attack by injecting the FDG tracer. Normally, heart cells

that are damaged or destroyed by a heart disease or a heart attack use a very little

amount of glucose or they do not uptake glucose at all. Healthy cells and cells that

are recovering from injury use bigger amount of glucose. The FDG-PET technique in

this �eld is used for several purposes, such as to con�rm heart damage indicated by

other tests, to measure how badly heart tissue is damaged after a heart attack or by a
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heart disease, and to decide if a patient needs a surgery, a heart transplant, or other

procedures [123] [124].

Another tracer, labeled with Rubidium-82 (82Rb), allows to measure blood circulation

in the heart arteries. PET screenings with 82Rb are used to �nd the coronary artery

disease [125]. The coronary arteries of a patient with this disease get completely or

partially blocked. It reduces blood ow to the heart muscle and leads to the deprivation

of oxygen in it. The coronary artery disease often causes an increased possibility of

having a myocardial infarction, or a heart attack. Patients with this disease normally

su�er chest pain and shortness of breath. PET studies in this case are very important

for the decision of the best treatment, and the schedule of following tests.

In order to reduce image blurring and avoid other artifacts due to the heart beat and

breathing motion the gated imaging mode of data acquisition is used (see section 3.3).

In this case, PET screenings should be gated to the electrocardiogram signal from the

heart, such that data from certain portions of the cardiac cycle gets isolated. This

procedure improves image sharpness and contrast.

4.4 PET in research

Many PET systems are not designed for clinical application, but for research studies.

This type of scanners are called pre-clinical or small-animal PET and they are usually

characterized by a small FOV (just enough to �t a small animal), high sensitivity,

better image quality, and lower cost. Normally, small-size animals such as mice, rats,

and, sometimes, nonhuman primates are used for the research purposes. The advantage

of pre-clinical PET technique is that the same animal can be studied during a long

time, permitting a continuous study of disease model and various interventions over

periods of days, weeks, and months. Additionally, a lot of radiotracers are evaluated

in animal models using pre-clinical PET scanners. Finally, an important advantage of

using small animal PET systems is that imaging provides a bridge between the animal

model and human studies. A valid concern in the use of animal models relates to how

well that model predicts what will happen in the human. This technique provides the

opportunity to perform exactly the same experiments in mouse and human, facilitating

direct comparison and appropriate interpretation of the animal model data.

PET studies of the nonhuman primates are used in the investigation of new pharmaceu-

ticals and in the development of new PET tracers; The mouse is a suitable animal for

creating human disease models and for trying to understand mammalian biology. Mice

are physiologically and genetically similar to humans. Most human genes have a related
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mouse gene, allowing mice to be used to mimic many human diseases. Additionally, the

mouse studies are economically bene�cial, because of their rapid rate of reproduction (up

to 250 descendants from a pair of mice per year), and it is relatively cheap to maintain

mouse colonies. Rat models are important in several �elds of biology and are favored as

experimental animals, particularly in neuroscience. There are several reasons of it. One

one them is historical (many useful experimental models were established in rats before

starting to use of mice). Another reason is related to the ease of surgical manipulations,

anatomical and developmental studies because of the larger rat brain (roughly 3.3 grams

compared to the 0.45 gram mouse brain). Thus, the rat brain will probably remain an

important experimental system in the close future and is another appropriate target for

small animal PET systems.

The image quality of small-animal scanners is required to be much better than one of

usual PET systems. Better image quality is reached due to several factors. First of all,

since small-size animals are used as mice and rats, the number of produced scattered

events is considerably lower when compared to the whole human body study. Pre-clinical

PET systems normally have a narrow timing window to minimize random coincidences.

These two factors lower the image noise and, thus, improve image contrast. Additionally,

small FOV allows to reduce the error from the non-collinearity, thereby improving the

spatial resolution, that also inuences on the �nal image quality. The absolute sensitivity

of the pre-clinical scanner should be better than the sensitivity of the typical PET for

clinical purposes. Since the number of detected counts per image pixel directly a�ects

the SNR of the reconstructed images, it directly a�ects the �nal image quality. If the

sensitivity criterion is not satis�ed, statistical noise in the reconstructed images will

require spatial smoothing which will degrade the spatial resolution. In principle, in case

of animal studies, the necessary sensitivity can be reached by injecting larger amounts

of radioactivity. However, there are some fundamental issues that limit how far the

injected dose can be raised. One of them is that the dose levels should be low enough

to not perturb the biological system under study. Also, the random coincidences are

proportional to the square of the injected activity and increase rapidly as the injected

dose is increased. This is problematic in small animal PET studies because in many

circumstances the entire animal (and therefore the entire injected dose) is within the

FOV and cannot be shielded if the whole body is being imaged.

4.5 Future PET generation

Nowadays, there are three major trends of PET development: time-of-ight (TOF)

PETs, simultaneous PET/MRI hybrid systems, and PETs based on semiconductor diode
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detectors. Each technique has advantages and drawbacks, and each one is shortly re-

viewed below.

4.5.1 Time-of-flight (TOF) PET

When a coincidence event is detected, usually, one only knows that an annihilation

took place somewhere along the LOR between the two detectors. If it was possible

to measure the exact arrival time of two photons, assuming perfect collinearity, one

could know precise location of the annihilation. The time of ight taken by annihilation

photons to reach a detector is of the order of hundreds of picoseconds. It is less than the

time resolution of most of the PET scanners. However, nowadays, the modern scanners

with fast scintillating crystals and fast electronics can measure the arrival time with a

time resolution better than 1 ns. Thus, the annihilation event can be localized along

a line segment instead of the complete line. The faster the detectors the shorter the

segment. The segment's length (�x) can be calculated as follow [126]:

�x =
1

2
c�t (4.1)

where c is the speed of light and �t is the time di�erence in measuring the coincidence

(TOF PET time resolution). For instance, for 500 ps time resolution, the annihilation

is located along a �7.5-cm line segment. PET scanners that use this technique are

called time-of-flight PETs. Normally, a TOF PET obtains images of signi�cantly better

quality comparing to conventional PET scanners [127]. For TOF PET, extremely fast

scintillators, such as BaF2 (barium uoride) or CsF (cesium uoride) are used [128] [129].

The advantage of estimating the location of the annihilation point is the improved SNR

obtained in the acquired image, arising due to a reduction in noise propagation during

the image reconstruction process [130]. However, since BaF2 and CsF also have a very

low stopping power, TOF scanners have a reduced sensitivity that has the opposite e�ect

of lowering the SNR. Hence, the overall design of such scanners requires a careful trade-

o� between the scanner sensitivity and the TOF measurement so that the overall SNR

for the scanner remains high. Nevertheless, recently it was proposed a TOF technique

that utilizes LSO crystals [131] [132], already implemented in a commercially available

clinical device [133]. Even bigger improvements of the time resolution is expected with

the design and development of new photo-detectors [134]. It was already shown that a

time resolution better than 200 ps can be achieved by using digital SiPMs [135].
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4.5.2 Hybrid imaging

The PET technique provides functional imaging, that represents physiological processes

of the organism, such as blood ow and glucose metabolism. The current resolution of

a PET scanner is of the order of a few mm. MRI and CT provide anatomical imaging,

that accurately visualize the structure of the organism with great details. MRI and CT

can reach a spatial resolution in the µm domain. When combined, the two imaging

modalities provide extremely valuable information to doctor about both the exact lo-

cation and the nature of the anomalies. The combination can be done visually, using

special software, or with simultaneous screening using PET/CT and PET/MRI hybrid

systems. The last method has become very popular, because it provides signi�cant

clinical advantages [136] [137].

Nowadays, the most popular and common combination is a PET/CT hybrid system. As

it was mentioned in the subsection 3.8.2, the CT data can be used in PET/CT to cor-

rect for photon attenuation. The acquisition of the CT data is usually done immediately

before or after acquisition of the PET data, so a very good temporal and spatial correla-

tion between the images is achieved. Thus, PET/CT provides images with better quality

(through attenuation maps with less noise), and adds the anatomical information. The

�rst hybrid PET/CT scanner appeared quite recently, in 2000 [138]. First commercial

PET/CT systems appeared soon after. They were the Discovery LS (GE Healthcare),

the Biograph (CTI PET Systems, later part of Siemens Medical Solutions) [139], and

the Gemini (Philips Medical Systems). Hybrid systems have revolutionized the PET

technique. In the 1990s PET scanners were normally used only in research and very

rarely used in clinical applications. But, with the advent of hybrid PET/CT systems,

PET has become a mainstream diagnostic imaging tool.

Recently, the interest of the use of the PET/MRI hybrid system has also increased. Just

like CT, MRI provides an anatomical reference for localization of lesions discovered by

PET. Nowadays, state-of-the-art high-�eld (7{11 T) MRI systems are able to visualize

super-�ne structures (e.g. neuronal bundles in the pons, �ne blood vessels) with great

image contrast. At the same time, modern high-resolution PET systems are capable

of imaging metabolic processes with high spatial resolution and sensitivity. Thus, the

combination of two powerful techniques can signi�cantly increase the level of the cur-

rent knowledge about the human brain, the most complex biological organ. In clinical

practice, PET/MRI hybrids, as well as PET systems, can be used in neurology [140],

oncology [141], and cardiology [142]. Comparing to PET/CT systems, PET/MR has

several advantages:
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� Improved soft tissue contrast. MRI provides much greater soft tissue contrast than

CT, making it especially useful in neurological, musculoskeletal, cardiovascular,

and oncological imaging. Some tumors can be distinguished in MRI and not in

CT.

� Reduced exposure to ionizing radiation. Unlike CT, MRI does not use any ionizing

radiation. Instead, it uses a powerful magnetic �eld to align the magnetization of

hydrogen atoms in the body.

� True simultaneous acquisition. As opposed to sequential acquisition in combined

PET/CT, integrated PET/MR allows true simultaneous acquisition.

� MR-based motion correction. Due to the simultaneous acquisition and the lack

of ionizing radiation, real-time MRI data can be used to account for the patient

motion during the PET acquisition.

� A wide range of MRI measurements. MRI provides functional MRI (fMRI), dif-

fusion imaging, perfusion imaging, and Magnetic Resonance Spectroscopy (MRS).

All of these can add useful information to the functional measurements by PET.

� Decrease in positron range [143]. The positron range is reduced in the plane

perpendicular to the main magnetic �eld (but not in the direction parallel to it).

The resulting gain in in-plane spatial resolution is clinically insigni�cant for low-

energy isotopes (e. g. 18F) but might be relevant for high-energy isotopes (e. g.

82Rb), especially when higher magnetic �elds (�7 T) are used.

Since the PMTs cannot work in a strong magnetic �eld, the APDs or SiPMs are normally

used in PET/MRI systems. The simultaneous APD-based PET/MRI hybrid system has

been already developed for animal use and showed a success in a tumor �nding [144].

An APD-based PET/MRI hybrid system for humans has been also developed [145].

APDs and SiPMs are not a�ected by strong magnetic �eld, so their use allows true

simultaneous acquisition and requires a smaller scanner room [98]. However, APDs

have a limited timing resolution [146], that increases the rate of random coincidences

and, additionally, makes impossible to use APDs for TOF PET measurements. SiPMs

allow a time resolution su�cient for TOF capabilities.

Another important challenge in PET/MR scanners is the attenuation correction. As

opposed to CT, MR does not provide direct information about the density of tissue.

At present, PET/MRI hybrids are very promising diagnostic systems. However, there

is still a lot of work to be done for their improvement and optimization.
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4.5.3 Beyond the scintillating crystals

Every year the semiconductor diode detectors (Si, CZT, and CdTe) become more and

more popular for use in PET. Due to their excellent energy resolution, which is very

important for the reducing of scattered events, high Z semiconductor detectors are be-

coming a promising material for the new generation of PET scanners. Moreover, it is

also possible to distinguish multiple interactions inside the detectors due to the possi-

bility of the electronic pixelization. Semiconductor detectors are generally thin and can

be operated in stacks, providing DOI information.

Thereby, a PET scanner based on room temperature semiconductor detectors, such as

CdTe and CZT, has several advantages when comparing to a PET system based on

scintillating crystals:

� it has excellent energy resolution at room temperature.

� it has very good spatial resolution due to the fact that the location of the photon

interaction can be de�ned within a 0.5 � 0.5 � 0.5 mm3 cubic volume, because of

the small size of cloud of electron-hole pairs.

� unlike the scintillating crystals, where the generated signal is indirect (�rstly, the

X-ray converts to visible photons and then the visible photons convert to electrons),

in semiconductor PETs the pixel readout is direct, that improves the energy res-

olution.

� the number of signal carriers produced in semiconductors is more than an order

of magnitude higher than in crystals. It improves the energy resolution of the

scanner;

� DOI is known, based on the voxel position;

� �nally, semiconductor detector assembly are more compact and maneuverable than

crystals coupled to PMTs;

The possible drawbacks, that a Cd(Zn)Te PET scanner may su�er of, are following :

� to reach a very good spatial resolution, it is necessary to use thousands, or even

tens of thousands, of individual channels of electronics;

� the PET scanner is considerably more expensive;

One of the advantages of CdTe and CZT with respect to the scintillating crystals is their

high electron-hole yield that is approx. 200 e-h/keV comparing to 38 photons/keV yield
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of Na(I) [18]. For the scintillation detectors, the amount of photons that will reach the

photo-detector depends on the length of the crystal, and the way the crystal is wrapped

and coupled to the photo-detector. The e�ective numbers electrons/keV depends very

much on the QE of the photo-detector. One can sense that full yield of the crystal is

easily 10 times (not mentioning the non-uniformity of the light response) less than that

of CdTe/CZT.

There are several drawbacks of CdTe/CZT. First of all, they are expensive. One reason

for the high cost is that there is not much suppliers and at the same time the material is

being used on very small scale. However, the trend in the use of Cd(Zn)Te in future CT

machines is increasing every year [147]. Thus, one can expect, in the foreseen future,

to see signi�cant drop in the price of such detector and at the same time signi�cant

improvements in the quality and quantity that can be delivered. Additionally, the slow

mobility of the holes, which is 10 times slower than the one of the electrons, makes these

detectors have relatively poor timing resolution (10 ns) compared to scintillators. For

this reason, it will not be possible to construct TOF PET using CdTe or CZT. Even

though one can use the di�erent mobilities between holes and electron as an advantage

to measure the DOI along the drift �eld [148], it is still desirable to reduce the impact of

slow charge carriers on the time resolution. A possible solution is to use thin detectors,

say 1 or 2 mm that are biased at 1000 V/mm. At such high bias value the detector at

room temperature will su�er high leakage current and this will deteriorate the energy

resolution. To solve this problem one can use Schottky contacts and operate the detector

at low temperature, say at around -5�. This will make it possible to reduce the leakage

current by a factor of 100. The cooling can be considered as drawback but it is achievable

and it does not need cryogenic expertise. The Schottky contact will help to reduce the

leakage current but it makes the detector polarized quite fast. This requires recycling

the high voltage (that is ramp down and then up) to maintain the detector operating

in excellent spectroscopy conditions. Finally, CdTe/CZT does not have high stopping

power like current crystals used in PET.

Although the all di�culties and expense of growing large pieces of CdTe and CZT

with required purity, they are now being used in some PET devices and show good

results [149] [150] [151] [152] [153].



Chapter 5

The Voxel Imaging PET

Pathfinder Project

5.1 A novel design

The Voxel Imaging PET (VIP) path�nder is an ambitious project aimed to overcome

the intrinsic limitations of modern scintillators based PET scanners. The scanner is

currently under development in the framework of the VIP path�nder project [154]. The

VIP PET uses electronically pixelated room temperature solid-state CdTe detectors and

has a new unique design that allows to:

� achieve a competitive detection e�ciency for 511 keV photons with a seamless ring

geometry and a stopping power of 4 cm CdTe;

� improve the spatial resolution using pixelated structure of the individual detectors;

� eliminate the parallax error by yielding very precisely reconstructed LOR with a

true 3-D detector and a density of 450 channels per cm3;

� achieve very high SNR by rejecting most of the scattered events due to the excellent

energy resolution of CdTe detectors

In addition, the response of the detector is not a�ected by the strength of the magnetic

�eld and the VIP design can be in principle a potential candidate for developing simul-

taneous PET/MRI hybrid imaging systems. Moreover, the VIP modular design allows

to package the detector in di�erent shapes and for di�erent functionalities: e.g. a WB

PET, a small-animal PET, a PEM scanner [105], a Compton camera [155]. Since the

clinical applications related to brain pathologies are among the challenging screenings,

76
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the VIP is presented as a human brain dedicated PET. Its particular design features

suppress the huge amount of scattered events that are due to high density passive ma-

terial such as human skull in the FOV and that would lead to lower contrast and higher

noise images.

5.1.1 The VIP module

Figure 5.1: Conceptually new design of an individual
VIP detector module. It is made of 4 CdTe pixelated
detectors. Each pixelated detector contains 200 voxels (3-
D pixels) with dimensions 1 mm � 1 mm � 2 mm. The
blue piece at one end of the kapton PCB is a connector to

couple the detector module to a bus of signals.

The VIP scanner has a mod-

ular design based on the con-

ceptually new detector module

shown in Figure 5.1. The mod-

ule hosts 4 pixelated CdTe de-

tectors with 10 mm � 20 mm

size and 2 mm thickness. The

2000 V high voltage (HV) is ap-

plied such that the electric �eld

is perpendicular to the surface

with resulting 1000 V/mm bias

and an expected energy resolu-

tion of 1.6% for 511 keV photons

at room temperature [156]. Each

of the CdTe detectors is electron-

ically pixelated into 200 voxels

of 1 � 1 � 2 mm3 pitch, for

an accurate photon impact point

measurement, and bonded to a

thinned read-out chip (ROC) and then mounted on a kapton printed circuit board

(PCB). One of the essential ideas is reducing the passive material by thinning the ROC

and the kapton PCB down to 50 µm each. The conductive glue between the ROC,

the CdTe detectors, and the kapton PCB will occupy an additional thickness of 15 µm.

The combined attenuation coe�cient of the passive material accounts for less than 2%

compared to 2 mm CdTe. A distinctive characteristic of the VIP is that the module

can be given a trapezoidal shape to form a scanner ring without cracks to boost the

system sensitivity. This idea has been already implemented earlier by using continuous

NaI scintillating crystals [157]. The VIP module, by design, is made to point to the cen-

ter of the PET cylinder with the 511 keV photons entering from the edge of the CdTe

detector. Therefore, even though CdTe has lower density and thus signi�cantly lower

stopping power than scintillating crystals such as LSO, the depth of the VIP module
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can be extended in radial direction by adding CdTe detectors as much as needed to

reach the necessary detection e�ciency. In the proposed design, incident radiation tra-

verses a minimum of 4 cm CdTe with 70% of singles 511 keV photons being completely

absorbed. The pixelated structure of the PET scanner will signi�cantly improve the

spatial resolution and exclude the DOI e�ect.

5.1.2 The full ring

a b c

Figure 5.2: a: A VIP module block that is made of 30 detector modules and contains
24000 voxels. Its top part will have PCB with connectors (not shown) so that it can be
connected to the outer bus for the I/O signals as well as for the LV and HV supplier.
b: A VIP ring section formed from 4 module blocks connected to the same bus (black
region). The full VIP scanner consists of 66 such sections. c: General view of the VIP
scanner. Due to the trapezoidal shape of the CdTe detectors the system does not have

cracks in between ring sections.

The next unit of the VIP scanner is a module block that consists of 30 detector modules

stacked together (Figure 5.2a). Thereafter, 4 such module blocks connected to the same

electronic bus form a VIP section (Figure 5.2b). The electric �eld ~E inside the detector

is directed as shown in Figure 5.2b and therefore it is parallel to the magnetic �eld ~B of a

possible MRI scanner. It is shown in [156] that in such a con�guration, with ~E� ~B = 0,

the response of the detector is not a�ected by the strength of the magnetic �eld and

the VIP design can be in principle a potential candidate for developing simultaneous

PET/MRI imaging systems. However, the impact of radio frequency (RF) on the VIP

system, as well as the inuence of the VIP scanner itself with the accompanying elec-

tronics to the SNR of an MR image, has not been assessed. Finally, when 66 sections are

put together, they form a cylindrical seamless PET scanner (Figure 5.2c) with a total

of 6,336,000 detector voxels. The complete scanner has an inner diameter of 42 cm, an

outer diameter of 54 cm, and an axial length of 25.4 cm to match the typical size of a
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brain PET. With a such big number of channels the signal processing, described in the

following section, represents a big challenge.

5.1.3 The VIP ASIC

Figure 5.3: Architecture of the proposed readout inte-
grated circuit for the pixelated CdTe detectors of the VIP

project [158].

Due to the large number of

individual channels, the de-

sign of the electronics for the

signal processing and read-

out is a crucial and unique

feature of the VIP project.

For each channel indepen-

dently, the VIP readout will

provide a digitized value of

the energy, the time stamp

of every photon detection,

and the position of the chan-

nel where the detection hap-

pened. The signal processing

takes place in-situ with the

electric layers located in between adjacent detector modules. To obtain the energy and

time information, each channel is bonded to a pixel hosting a fully integrated front-end

electronics for a total surface of 1 � 1 mm2 per channel. Figure 5.3 shows the archi-

tecture of the proposed application speci�c integrated circuit (ASIC) for the pixelated

CdTe detectors of the VIP project. The ASIC consists of two main areas. The �rst one

is a 2-D array of independent pixel electronics of 10 � 10 pixels that will be connected

to the pixelated CdTe detector via bump-bonding. The second are is the location of the

back-end of the ASIC. The whole chip has dimensions of 10 mm � 13 mm where the

back-end circuitry occupies the area of 3 mm � 10 mm. The ASIC back-end contains

an analog section and a digital section. The analog section includes a band-gap and

current reference circuit, a temperature sensor, and a 6-bit global threshold digital-to-

analog converter (DAC). The digital part contains the time to digital converter (TDC),

the digital controller, a con�guration register, and the identi�cation register.

Figure 5.4 shows the architecture of an individual channels (pixel electronics). It consists

of three main sections: the analog front-end electronics (Figure 5.4 top part), the mixed-

signal circuits such as the analog-to-digital converters (ADCs) and the DACs (Figure 5.4

central part), and the digital circuits such as digital controller and con�guration regis-

ters (Figure 5.4 bottom part). Each of 100 channels has the same architecture, but the
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Figure 5.4: Architecture of the proposed pixel readout electronics [158].

three sections can be ipped horizontally according to the position of the supply lines

shown in Figure 5.3. Each channel has its own preampli�er, a detector leakage compen-

sator, a pulse shaper and a peak & hold circuit, DACs, and one ADC, a discriminator,

a tunable threshold level with a digital controller, and a pulse feeding. This solution

is called \smart-pixel". Its design, the development status, and the results of the suc-

cessful characterization of the preliminary prototypes are described in detail in [158].

The proposed design of the ASIC allows to optimize the front-end electronics in terms

of noise and time response for high-density voxel imaging systems based on pixelated

CdTe detectors. The \smart-pixel" has the advantage of compactness and of the robust-

ness of having the analog front-end and the analog to digital conversion optimized for

minimum parasitic loading and/or coupling. To knowledge of the author, to this day, no

other design with the speci�cations and functionality of the VIP smart-pixel has been

developed. In this approach, the ASIC design transforms each channel into a completely

independent self-triggered detector operating standalone.

5.2 System specifications

Detectors that are currently used in the nuclear medicine can be characterized by fol-

lowing speci�cations:

� energy resolution;

� coincidence time resolution;

� timing resolution;
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� dead time;

� measuring time;

� magnetic �eld compatibility.

In [156] the characterization of CdTe detector in terms of energy resolution and time

of response was done. A resolution of 0.98% at 511 keV has been achieved with a

4 mm � 4 mm � 2 mm detector at 900 V/mm and -7 �. The energy resolution ac-

quired with the same setup at room-temperature and 500 V/mm for 22Na isotope is

1.57% [156]. The time coincidence resolution in the scanner is de�ned by two parame-

ters: the resolution time of the detection system and the time coincidence window. The

arrival time of a photon to a detector is randomly blurred following a Gaussian distri-

bution according to the time resolution of the system. The timing resolution of a PET

detector describes the uncertainty in the time determination of the arrival of a single

photon as measured by the detection chain, on an event-by-event basis. The timing

resolution of a PET detector is important for the detection of two photons originating

from a single coincident event. Obtaining good timing resolution of a PET detector

is a challenging goal since correlated photons arrive to detectors with time di�erences

of a few hundreds of picoseconds. In case of 2 mm thick CdTe, the time resolution

depends on the location of the impact point along the 2 mm distance between anode

and cathode. This is due to the signi�cant di�erence between hole and electron drift

speed (approx. 1:10) [69]. Since timing resolution represents the variability in the ar-

rival times for di�erent events, it needs to be properly accounted for when detecting

coincident events. When a photon reaches a detector producing a single event trigger,

all detectors allowed in coincidence are looked for another single event trigger within

the time coincidence window. The size of the coincidence time window should be chosen

taking into account the timing resolution of the system. Since the amount of random

coincidences is proportional to the coincidence timing window, a narrow window helps

reducing their occurrence. At the same bias and temperature conditions (900 V/mm

and -7 �), two identical CdTe detectors show a coincidence time FWHM of 25 ns [156].

PET scanners may be regarded as a series of subsystems (individual channels), each of

which requires a minimum amount of time to elapse between successive events, for them

to be registered as separated. Since radioactive decay is a random process, there is always

a �nite probability that successive events will occur within any minimum time interval.

The total time required to complete the signal processing is the sum of the measuring

time plus the dead time. During the measuring time interval, a single channel is not

able to distinguish hits that come to the same detector from di�erent events. These hits

become a single merged hit for the detector. The expected measuring time of a single
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VIP voxel is 20 µs. Once the energy merging is complete, a single channel becomes

unable to process a second event for a minimum time interval represented by the dead

time. The resulting event loss (the dead-time loss) is a serious problem at high count

rates and varies with di�erent PET systems. One source of dead time is the time needed

for analog to digital conversion and the data transmission speed. Thus the dead-time

loss can be reduced by using detectors with faster electronics components. Based on

the technology being used for the VIP scanner the expected dead time is 130 µs (per

voxel). Given the huge number of channels, the VIP scanner is expected to be immune

to dead-time loss up to very high activity.

5.2.1 Advantages and drawbacks

The VIP system has certain advantages as well as drawbacks when compared to a similar

PET scanner based on the scintillation detectors. Some features of CdTe are described

in the sections 2.3.3 and 4.5.3. In this section one discusses the merits and the issues of

the whole VIP system.

To obtain an ideal LOR one needs to have a well segmented detector and at the same

time a good energy resolution to make sure that there is no scattered process involved.

Both features are realized in VIP, but di�cult to achieve by crystal scintillating detector.

First is not easy to segment the crystal to millimeter size voxel (i.e., 3-D pixel) and this

creates a limitation on the spatial resolution that can be achieved with crystal. In

addition, the signal is generated in the crystal is indirect and this creates a limitation

on the energy resolution when it is compared to Si or Cd(Zn)Te.

Using trapezoidal parallelepiped shape scintillating crystal will help to make the PET

crack free but such crystal will su�er from non-uniformity of light response. One ap-

proach, that is used in high energy physics, to make the light yield uniform, for such of

crystal, is to wrap it with a paper that has been blackened in gradual way, to absorb

part of the light, instead of reecting it back to the crystal. This trick reduces the

non-uniformity of light emission within the crystal but does not solve it 100%. With

CdTe such problem does not exist.

Based on the current price of CdTe detector, the cost of VIP scanner is rather expensive

when compared with typical PET based on scintillating crystals. However the price

of VIP is comparable to the fully operational CdTe PET described in [153], with the

exception that the pixel resolution of VIP is better, it has less dead material, and it is

more compact in size.
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Additional possible issue of VIP is the complexity. In spite of the integration of the device

is complex, it is much simpler than what has been described in [153]. Instead of handling

tiny coplanar detectors presented in [153], VIP uses ip chip process which allows us

to speed up the production while reducing the voxel size to 1 mm � 1 mm � 2 mm

compared to 4 mm � 7.5 mm � 1 mm from [153]. Moreover, the technology that can

handle the usage of a huge amount of channels is also already available. An example of

such technology was previously proposed in [159] in the frame of Dear-Mama project.

Finally, CdTe does not have high stopping power like current crystals used in PET.

However using VIP module design one can use as much CdTe detectors along the radial

direction of the PET scanner as needed to achieve an adequate sensitivity at no cost on

the time stamp, spatial, and energy resolution.

In summary the VIP-CdTe PET design can:

� Achieve better energy resolution than what the PET based on scintillators can

provide.

� Use as much as needed of CdTe to achieve high detection e�ciency without com-

promising on the spatial, timing, and energy resolution.

� Obtain excellent LOR and even recovery of Compton scattered events due to high

voxel density (450/cm3).

� The large number of channels, each with the corresponding smart pixel (preamp,

shaper, peak-hold, and ADC) allows the detector to handle high rate without

pile-up.

� Have trapezoidal shape of the module that makes the VIP PET crack free, without

a�ecting the spatial, the time, and the energy resolution.

5.3 Other applications

The VIP PEM scanner and the VIP Compton Camera are currently being developed

in the framework of the VIP path�nder project. Their design and features are shortly

reviewed in the following sections.

5.3.1 PEM

A PEM system is an organ-dedicated PET scanner for breast cancer detection with a re-

stricted FOV to achieve higher cancer detection performance in terms of both sensitivity
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and speci�city with respect to the conventional WB PET scanners. Additional advan-

tages are a lower cost and lower necessary dose. The VIP PEM is based on the same VIP

module shown in Figure 5.1 but shaped to a parallelepiped form instead of trapezoidal

one (Figure 5.5A). Each CdTe detector has following dimensions: 2 cm � 1 cm surface

and 2 mm thickness. The CdTe detectors are segmented into 1 mm � 1 mm pixels for

a total of 4 � 200 channels per module.

The VIP modular design allows to build virtually any detector geometry by stacking the

needed number of modules in arbitrary patterns. Following the typical coplanar design,

the VIP mammograph consists of two parallel paddles, each one hosting one sliding

detector head (Figure 5.5B). The two heads are made of 80 modules each, arranged

along two parallel lines of 40 modules for a total of 64000 channels per head. The head

section is 170 mm wide along the x-axis and 40 mm wide along the z-axis, and the two

detector heads must slide axially for a complete scan of the 170 mm � 60 mm � 240 mm

FOV.

Figure 5.5: A: basic detector module. B: full VIP PEM detector [105].

5.3.2 Compton camera

Compton gamma cameras for nuclear medicine was proposed as an alternative to the

SPECT technique. SPECT, just like PET, produces tomographic images of the activity

of radioactive tracers. However, whereas PET obtains images from annihilation photon

pairs, SPECT uses single photons to produce images. An advantage of SPECT is that

di�erent isotopes can be used simultaneously, with a large choice of radio tracers avail-

able that emit single or double gammas with di�erent energies. Also, because SPECT

detectors do not need to have full angular coverage, they are cheaper. A disadvantage of

SPECT is the use of mechanical collimation to reject photons that do not travel along a
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path within a certain angle, which makes that SPECT has a signi�cant lower e�ciency

than PET. A low e�ciency means that a higher radiotracer dose or a longer exposure

time is necessary to obtain an image with su�cient quality, which is not in the advantage

of the patient. Additionally, unless one uses a multi-headed gamma camera, in SPECT,

in order to acquire complete tomographic images, it is necessary to rotate the gamma

camera and obtain projections at di�erent angles during the rotation. Finally, the use

of the mechanical collimator restrict the spatial resolution of the scanner, that cannot

be better than the size of the collimator.

Compton gamma cameras overcome the SPECT limitations by using the kinematics

of Compton scattering (instead of mechanical collimation) to localize the radioactive

source. Photons emitted by a radioactive source scatter (via the Compton scattering

process), depositing some of their energy in the scatterer detector and, subsequently, are

absorbed in the absorber detector (via the photoelectric e�ect) where all of its remaining

energy is completely deposited (Figure 5.6). Hence, the choice of the material for the

scatterer detector depends on the attenuation strength of Compton scattering in the

detector material, whereas for the absorber, it depends on the attenuation strength of the

photoelectric attenuation in the used material. The original gamma ray source is located

on the surface of the Compton cone (see Figure 5.6) identi�ed by the cone axis and apex,

determined from the hit locations, and the scattering angle θc that can be calculated from

the equation 2.2. However, because the momentum of the electron the gamma scatters

from is unknown, Eq. 2.2 is only approximately valid. This deviation of the relation

between scattering angle and energy deposited in the scatterer detector is known as the

Doppler broadening e�ect [160] [161]. Without knowledge of the momentum of the recoil

electron, the Doppler broadening e�ect, in addition to the energy resolution, contributes

to the smearing of the Compton scattering angle. The advantages of a Compton camera

over a SPECT camera are: higher sensitivity, larger FOV, larger energy range of gamma

sources, and it is not necessary to be rotated to obtain 3-D images.

A schematic view of the VIP Compton camera design is shown in Figure 5.6. The

scatterer and the absorber are made of electronically pixelated Si and CdTe detectors,

respectively. The distance between scatterer and absorber and the thickness of both de-

tectors are optimized for the best compromise between spatial resolution and detection

e�ciency [155]. The absorber detector of the Compton camera has a parallelepiped shape

of size 540 mm � 380 mm � 62 mm and a nominal thickness of 4 cm. Each absorber mod-

ule (Figure 5.6) is the VIP module shown in Figure 5.1 that has a parallelepiped shape.

The scatterer detector has a parallelepiped shape with a 540 mm � 380 mm � 26 mm

size and a nominal thickness of 2 cm. The scatterer module (Figure 5.6) is made of 19

Si pixelated detectors of 10 � 10 voxels each. Voxels of 1 mm � 1 mm � 2 mm size

are chosen for consistency with CdTe sensors, although Si can be made much thinner
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at acceptable cost. The choice of Si for the scatterer detector is justi�ed by its optimal

Compton cross section and a relatively small Doppler broadening e�ect compared to

other semiconductor materials [160]. The advantages of the proposed design are: easy

portability, functioning at room temperatures, excellent energy resolution of about 1.6%

at 511 keV, and excellent spatial resolution with millimeter-size voxels and operational

in strong magnetic �elds.

Figure 5.6: The VIP Compton camera [155].

5.4 Data selection and processing

Due to the large number of channels in the full PET scanner, each channel is treated

as an independent detector with data collected in list mode (LM) and processed o�-

line. Hit entries of the data list are characterized by the (x,y,z) position of the center

of the correspondent voxel, the collected energy, and the time stamp. The coincidence

searching algorithm processes the LM data to group consecutive hits lying inside a

coincidence time window of 20 ns. Within a group of coincident hits, energies of hits

whose reciprocal distance is below 1.45 mm are added together and the new position

assigned to the E-weighted centroid. The merging radius is chosen in order to recover

up to 99% of the deposited energy that secondary particles can deposit away from the

original impact point (Figure 5.7). After merging, only coincidences with two hits are

considered, with both the corresponding energies equal to 511 keV � 8 keV.

Approximately two thirds of 511 keV photons in CdTe undergo one or more Compton

scatterings before the �nal photoelectric interaction and the total photon energy must
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Figure 5.7: Deposited energy pro�le after photoelectric interaction of 500 keV photons
in CdTe material. The gaps in the distribution are due to the pixelization of the CdTe
detector where the energy collected in one pixel is always assigned to the center of the

pixel.

be reconstructed out of a multiple hit signature with fraction of the energy deposited in

distant voxels. The high granularity of the VIP detector o�ers the possibility of de�ning

elaborated algorithms to reconstruct the Compton sequence and recover the otherwise

ambiguous events. The complexity of such algorithms is independent of the exibility

of the ASIC since they are applied o�-line to the LM data set. Currently, �ve di�erent

algorithms have been studied to identify the �rst impact point of a multi-hit sequence:

1. Choose the pixel with the highest energy deposition.

2. Choose the pixel with the second highest energy deposition.

3. Choose the pixel with minimum energy deposition.

4. Choose the pixel with the smallest radius (pixel closer to the source).

5. Base the choice on the reconstruction of the Compton angle.

When applied to the VIP detector, the �rst algorithm gives 58.37% of true LORs while

the second reaches 66.6%. With the third method we get 60.4% of correct LORs. The

algorithm number 4 is based on the fact that with 511 keV photons the probability of a

forward Compton is bigger than the probability of a back scattering. This algorithm �nds

70% of right �rst interaction points. Finally, algorithm number 5, in its current version,

is applied only to events with three total hits from two annihilation photons, where one

of the two photons is assumed to undergo directly a photoelectric interaction (Figure 5.8,
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hit a), while the other one su�ers a single Compton scattering before being completely

absorbed (Figure 5.8 hits b and c). In order to de�ne which hit comes �rst between

b and c, two possible Compton angles dbc and ecb are calculated from the Compton

equation 2.2. The same Compton angles can be calculated from the geometrical factors

(spatial coordinates of the hits b and c). The con�guration that best agrees with the

Compton equation is chosen. This method yields 81.5% of correct LORs and it is very

e�ective mostly because of the excellent energy and spatial resolution of the pixelated

CdTe detectors.

Figure 5.8: Example of a coincidence event where one of the two photons is directly
absorbed with a photoelectric interaction without scattering inside the detector (hit a)
and the other photon su�ers only a single Compton scattering (hits b and c). As one

can see, in this case there are two possible LORs: ab and ac.

The choice of the right algorithm to use in the present analysis aims to maximize both the

purity of the Compton reconstructed sample, and the selection e�ciency. The best trade-

o� is obtained with algorithm number 4 because the �fth algorithm, though providing

the best signal purity, is penalized in terms of e�ciency, because in its current version

it works only with three-hit events.

The study of di�erent Compton merging algorithm was performed using the simulated

data. The computer modeling of the VIP scanner is described in detail in the next

chapter.





Chapter 6

Simulation Technique and

Evaluation of the VIP Counting

Performance

In order to evaluate the VIP system performance and assess its image quality, the whole

VIP geometry was simulated using GEANT4-based Architecture for Medicine-Oriented

Simulations (GAMOS) [162]. This chapter consists of two parts. The �rst part includes

the description of the VIP PET simulation with GAMOS, including the assumptions,

the limitations, and the validation of the used simulation technique.

The second part presents the evaluation of the counting performance of the simulated

VIP system. The evaluation is performed following the prescriptions of two common

PET protocols: the National Electrical Manufacturers Association (NEMA) NU 2-2001

protocol [163], and the NEMA NU 4-2008 protocol [164]. Since the geometry of the VIP

is optimized for brain scan, the system is evaluated following the prescriptions of the

NEMA NU 2-2001 protocol, that is used for WB and head PET scanners. Neverthe-

less, despite the relatively big FOV, the VIP performance is closer to a high-resolution

high-sensitivity small-FOV PET than to a WB PET. For this reason, the system is

put through further testing following the NEMA NU 4-2008 protocol for small animal

PET. The aim of the both standards is to propose a standardized method for evaluating

and comparison of PET systems. The documents describe procedures for acquiring and

analyzing data using standard phantoms and sources. According to the document, mea-

surements of the scatter fraction (SF), sensitivity, count losses, and random coincidence

rate should be performed.

90
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6.1 The GAMOS toolkit

The goal of GAMOS is to provide a reliable software framework that serves a user to

accurately simulate an experimental setup without having to code in C++ and with

minimum knowledge of Geant4 [165].

Geant4 is a Monte Carlo (MC) code written in C++ object oriented programming lan-

guage for simulation of the passage of particles through matter. The user of Geant4 has

to describe the geometry of the particle detection system, its structure and spatial posi-

tion, de�ne initial particles, and choose an appropriate physics list for this application.

Geant4 simulation has the following structure:

� An event is any creation of a new particle. It consists of a set of initial particles

created by the user, all secondary particles produced in interactions, and a set of

detector responses to these particles as they are transported through the geometry.

The event can contain particle tracks, hits and digitizations.

� A track is evolution of a particle track's state. The track starts when a particle

is born and ends when the particle dies. It contains only information about the

initial state and the current state. Tracks consist of steps.

� A step is a part of a track between two any interactions of a particle. It contains

the initial and �nal points plus the di�erential information (energy loss on the

step, time of ight spent by the step, etc.).

� A hit is a snapshot of a physical interaction or an accumulation of interactions of

a track or tracks in a sensitive detector component.

� A digit represents a detector output, such as and ADC/TDC count or a trigger

signal. A digit is created from one or more hits and/or other digits.

GAMOS uses the Geant4 libraries and o�ers a variety of prede�ned detector applications

for PET, SPECT and Compton camera. The program simulates the detector signals

and write them into a �le in a format compatible with the popular and commonly

used Software for tomographic image reconstruction (STIR) [166]. The user can choose

which signals to simulate by using special commands, and, also, include di�erent detector

e�ects such as energy resolution, measuring time, dead time, etc. Another very useful

feature of GAMOS is a detailed simulation of the hits created in a detector and the

classi�cation of PET, SPECT and Compton camera detected events. It also gives the

detailed information about each step of every produced particle, if needed. Additionally,

after the simulation is �nished, the user is provided with a huge amount of histograms
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for better understanding and control of the setup behavior. Moreover, the user can

create and add new C++ classes and user commands, without the need to modify the

GAMOS code. This possibility is based on the plug-in technology. This exibility allows

GAMOS produce any kind of simulation achievable with the Geant4 software.

6.2 The simulation of the VIP scanner

Figure 6.1: Current simulation logic sequence.

The speci�cs used for the simulation of the

VIP scanner are summarized in Table 6.1.

For the simulation, the logic scheme pre-

sented in Figure 6.1 is used to mimic the

real scanner signal processing logic. In

the VIP simulation, for each event (e.g.

a positron emission from a 18F source),

the energies that primary (e.g. 511 keV

photons) and secondary particles deposit

in the detector's pixels get summed to get

one resulting hit per pixel per event. The

smart-pixel slow shaper integrates the de-

posited energy with 20 µs peak time. After digitizing the peak value, the time needed

to reset the pixel electronic before the next event is 130 µs. The 150 µs total signal pro-

cessing time allows each channel to handle easily 6 kHz with negligible pile-up [158]. To

simulate the e�ect of the electronic measuring time and dead time, all energy depositions

within the same voxel and within the �rst 20 µs window time contribute to the total

energy of a single hit; energies deposited right after and within the 130 µs dead time, are

lost. A Gaussian smearing is applied to the total hit energy to mimic the pedestal noise

and the energy resolution of the CdTe. A channel triggers if the total collected energy

exceeds the 20 keV trigger threshold de�ned as the 10 σ noise level above the base line

of the ampli�er. The trigger de�nes the time stamp of the hit as measured by the TDC

with 0.1 ns resolution. Additional smearing is considered due to the asymmetry between

electron and hole mobilities [167] and to the jitter of the electronic discriminator as mea-

sured in [158]. A direct measurement of the coincidence time resolution [168] shows that

for energy close to the 20 keV trigger threshold, a time coincidence window as wide as

20 ns is needed to detect at least 70% of the photon pairs. The counting performance

evaluation reported in the following section indicates that with such a coincidence time

window no signi�cant pile-up e�ect (here pile-up means a loss of the coincidences mostly

due to the appearance of multiple events) is expected up to 107 Bq activity in the FOV

and the system can handle up to 108 Bq without saturation [1].



Chapter 5. Simulation Technique and the VIP Counting Performance 93

Table 6.1: VIP scanner simulation parameters

Material CdTe
Axial length 25.4 cm
Inner radius 21 cm
Outer radius 27 cm
Radial width 40 mm

Energy resolution FWHM 1.57% [156]
Dead time per voxel 130µs

Measuring time per voxel 20µs
Coincidence time 20 ns

CdTe Voxel size (mm3) 1x1x2
ROC thickness 50 µm
PCB thickness 50 µm
Glue thickness 15 µm

6.3 Assumptions and limitations

The simulation of the VIP scanner is performed with certain assumptions. The �rst

group of these assumptions is related to some limitations in physics processes simulation.

Geant4 simulates the production of positrons and interactions of particles with matter

in a good accordance with the physics laws. The distribution of the initial energies of

positions produced from a decay of a certain isotope is read from a �le, provided by

the GAMOS software. The data for the �le is taken from the http://ie.lbl.gov/

toi.html. The simulation of the non-collinearity of annihilation photons is performed,

however the model is based on the typical distribution of the annihilation angles in

water. Taking into account that the human body mainly consists of water, the model

is expected to provide faithful results. The attenuation of photons is well simulated in

Geant4.

The second group of the assumptions is related to the simulation of the VIP geometry.

Actually, the entire simulated geometry of the system is quite approximate: the thickness

of the electronics layers and the geometry structure might change when the real scanner

will be mounted. In the simulation the glue layer is uniformly distributed on the surface

of each VIP detector module. In the reality, the glue will be dispensed under each VIP

chip. The glue might be thicker. In the simulation all 6,336,000 detector voxels are

absolutely the same and each one works perfectly. In the real life, a some voxels can be

damaged and/or function wrong or not function at all.

The third group of limitations is related to the simulation of the electronics and detector

responses to the incident radiation. First of all, it is impossible to simulate the response

of a single detector coupled to the chip. Instead, a simple model of the detector be-

havior is created and tested. The model shows good agreement with the experimental

http://ie.lbl.gov/toi.html
http://ie.lbl.gov/toi.html
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results [169]. Additionally, the simulation of the CdTe detector itself is very approx-

imate. After the photon ionizes the detector material, it is assumed that the drift of

holes and electrons always starts from the center of the voxel. The charge trapping is

not simulated at all. However, an accurate model study performed with the COMSOL

Multiphysics software [170] shows that at 2000 V bias voltage the impact of the charge

trapping is expected to be negligible (Figure 6.2). In the real life, the detectors get

polarized and the voltage cycling is needed. This fact is neither taken into account in

the simulation. It means, that in the reality the screenings will take more time, that the

duration presented in the simulation results. The most important phenomenon that is

missed in the simulation is the charge sharing.

Finally, the last limitations are related to the use of DICOM �les, that are necessary to

simulate complicated phantoms, such as a human brain. When working with DICOM

�les in GAMOS, one should take into account that the true radioisotope distribution

information gets lost after following procedures:

1. transformation real data from a human's head to a CT image (DICOM �le);

2. transformation of the obtained CT image to a Geant4 compatible format.

The factors listed above distort the simulation results. However, as the following section

proofs, the simulation results are faithful enough to predict the expected performance

of the future VIP PET system.

6.4 Validation of the simulation

The VIP project is under development and the results presented in this work are based

on simulation using GAMOS software package. However, we are aware that it is not

completely fair to compare the VIP simulation results with the current state of the art

PET systems. In order to prove that our simulation gives realistic results the ECAT

HRRT scanner is also simulated with GAMOS (see section 6.5) and the obtained results

are compared with the results published in [171]. The results of this exercise are sum-

marized in Table 6.2. Over all one can see that GAMOS prediction is very realistic. For

example, the spatial resolution of HRRT in the center of the FOV is predicted within

an error of 7%, and about 20% at 10 cm from the center of the FOV. The error in pre-

dicting the SF is about 15%, while the error in predicting total sensitivity is on average

around 25%. Therefore, we can say with more con�dence that what we have claimed

is not far from the reality given that we have used as an input to GAMOS the pixel
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a

b

Figure 6.2: The charge induction e�ciency (CIE) versus depth of interaction (\arc
length"). a: charge trapping is not included to the simulation. b: charge trapping is
included. As one can see, only for holes generated really close to the anodes (plot b),

there is some trapping (the total CIE is slightly smaller than in plot a).

detector response that has been measured in the lab for both energy resolution and time

coincidence.

To make the simulation results more robust, in addition to the ECAT HRRT exercise,

the VIP simulation was repeated assuming considerably worse values for some critical

parameters. The following defects to mimic more realistic situation were added:

� Smearing the energy resolution from 1.57% to 5%.

� Increasing the dead material by 100% (that is doubling it).
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Table 6.2: Comparison of the characteristics of the simulated ECAT HRRT scanner
with GAMOS and the data published in [171]

Our HRRT HRRT
simulated data published data

Spatial resolution
(mm) near the center
of the FOV

Transverse radial 2.16 2.3
Transverse tangential 2.16 2.3
Axial 2.78 2.5

Spatial resolution (mm)
at 10 cm radius from
the center of the FOV

Transverse radial 2.24 3.2
Transverse tangential 2.23 3.2
Axial 3.6 3.4

SF 52% 45%
Total sensitivity 3.9% 2.5% - 3.3%

� Assuming 1% dead channels (�60 k voxels).

The results of such simulation with the defects and comparison with the data obtained

without defects is demonstrated in Table 6.3. As one can see the biggest impact is on

the SF, that has increased by a factor of 3, and on the total sensitivity, that has dropped

by 25%, but overall the VIP scanner in such a worst case scenario is still performing

considerably well.

Table 6.3: Comparison of the simulated VIP scanner performance with standard and
smeared parameters

Standard Smeared

Spatial resolution (mm) near
the center of the FOV

Transverse radial 0.694 0.799
Transverse tangential 0.694 0.799
Axial 1.3 1.5

Spatial resolution (mm) at 10
cm radius from the center of
the FOV

Transverse radial 0.696 0.739
Transverse tangential 0.902 1.024
Axial 1.904 2.688

SF 3.95% 11.26%
Total sensitivity (cps/kBq) 14.37 11.41
NEC peak (kcps) 122 88
NEC peak activity (MBq) 56.2 31.6
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6.5 Evaluation of counting performance using NEMA doc-

umentation

The counting performance evaluation of any PET scanner includes measurements of

the sensitivity of a PET system, its SF, and counting rates. The method, phantoms,

radionuclides being used, radioactive source distribution and dose, data collection, pro-

cessing, analysis, and the results of each measurement are described in detail in the

next sections 6.6, 6.7, and 6.8. The simulation results of the VIP system are compared

with real measurements of several commercial PET scanners. Results from the NEMA

NU 2-2001 tests are compared to the measurements of the HRRT Siemens ECAT PET

scanner [171] and the G-PET [172] from Philips Medical Systems.

Figure 6.3: The HRRT Siemens
ECAT PET geometry simulated with
GAMOS. Each sector of the octagon
consists of 9 crystals in the transverse
direction and 13 crystals in the axial

direction (117 crystals in total).

The ECAT HRRT is a 3-D (no septa) brain scan-

ner based on double layered scintillating crystals of

16.8 mm wide and 10 mm deep. The double lay-

ered crystals are needed to achieve photon detec-

tion with DOI information. The �rst layer is made

of LSO and the second layer is made of cerium

doped lutetium-yttrium oxyorthosilicate (LYSO).

Each layer of all scintillating crystals is cut into a

8 � 8 matrix to give 2.1 mm � 2.1 mm wide detec-

tor elements. The total 117 (9 � 13) such double

layered crystals are viewed by 140 (10 � 14) PMTs

and form a sector. The detector heads have a

quadrant sharing detector block design [173] [174].

Eight sectors are arranged in an octagon as shown

in Figure 6.3. The FOV of the ECAT HRRT scan-

ner is 312 mm in diameter and 250 mm in axial

direction. Its energy acceptance window is 350{

650 keV, the energy resolution is 15% in FWHM, the dead time is 320 ns, and the

coincidence is 6 ns. The dead time a�ects the whole crystal block. The data can be

stored in list mode.

G-PET is a fully 3-D scanner (no interplane septa) with ring design. Its inner ring

diameter is 30 cm (a patient aperture) and the axial FOV is 25.6 cm. G-PET is made of

4 � 4 � 10 mm3 GSO crystals with energy resolution 10% in FWHM. The total number

of crystals is 18,560 that are arranged in 58 rings of 320 crystals each. The crystals are

coupled to 288 PMTs (8 rows � 36 columns) that are arranged in a hexagonal lattice.

The energy acceptance window is 410{665 keV.
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The obtained simulation results from the NEMA NU 4-2008 tests are compared with the

real measurements of four commercial small-animal PET scanners: the rPET-1 (SEDE-

CAL, S.A., Madrid, Spain) [175], the ClearPET (Raytest Isotopenmessgeraete GmbH,

Mannheim, Germany) [175], the Inveon DPET (Siemens) [176], and the LabPET-8TM

(GE healthcare Technologies, Waukesha , WI) [177]. ClearPET is a 3-D scanner that

has a full ring geometry with an axial FOV of 11 cm. Its transaxial FOV can be changed

from 9.4 cm for mouse imaging to 14.4 cm for rat or primate imaging. The ClearPET

scanner consists of double layer pixelated scintillators coupled to PMTs: the �rst (front)

layer is a LYSO crystal and the second (back) layer is a lutetium-yttrium aluminum per-

ovskite (LuYAP) crystal. Each crystal (LYSO and LuYAP) has surface of 2 � 2 mm2

and deep of 10 mm. The energy acceptance window can be set to 100{750 keV, 250{

750 keV, and 400{750 keV. The coincidence time window is 12 ns. The data is collected

in list mode.

The rPET-1 scanner consists of a single layer of mixed lutetium silicate (MLS) crystals.

Each crystal is pixelated and has dimensions of 1.4 � 1.4 � 12 mm3. The crystals are

coupled to PMTs and form two planar block detectors that rotate around an object

being imaged. The rPET-1 has equal transaxial and axial FOV of 45.6 mm. Its energy

acceptance window can be set to 100{700 keV, 250{650 keV, and 400{700 keV. The

coincidence time window is 3.8 ns. The rPET-1 uses 3-D list-mode data acquisition

The Inveon DPET consists of 64 block detectors that are arranged in 4 contiguous rings.

Each detector block is made of 20 � 20 matrix of LSO crystals coupled to a PMT. Each

crystal is 10 mm deep and has surface area of 1.51 � 1.51 mm2. It is a 3-D the scanner

that has axial FOV of 127 mm and the ring diameter of 161 mm. The average energy

resolution for the system is 14.6%. The energy acceptance window can be set to 250{

625 keV and 350{625 keV. The timing window is 3.432 ns. The 3-D data is acquired in

list mode.

Finally, the LabPET-8TM system has ring geometry and consists of 32 detector rings.

Each ring includes 192 double layer LYSO and Lu0.4Gd1.6SiO5 LGSO crystals coupled

to APD detectors. Each crystal has dimensions of 2 � 2 � 14 mm3 which are optically

coupled one after the other. The transaxial FOV of LabPET-8TM is 100 mm and

the axial one is 75 mm. The scanner uses a 250{650 keV energy window and 22 ns

coincidence time window. The 3-D data is acquired in list mode.
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6.6 Sensitivity test

The sensitivity of PET scanners represents the ability of detecting coincident photons

from inside the FOV of the scanner. It is de�ned as the number of prompt counts per time

unit detected by the device for each unit of activity present in a source. The sensitivity

is normally expressed in counts per second per Becquerel (cps/Bq) and depends on the

geometry and stopping power of the detectors for 511 keV photons. Small-diameter and

large axial FOV geometries typically lead to high-sensitivity scanners. High stopping

power material also increases the overall sensitivity of the system. The purpose of a

sensitivity measurement on a positron tomograph is primarily to facilitate comparisons

between di�erent systems, as, in general, the higher the sensitivity the better the SNR

in the reconstructed image (neglecting dead time e�ects).

6.6.1 According to NEMA NU 2-2001

6.6.1.1 Method

a

b

Figure 6.4: a: the position of the
radioactive source in the NEMA NU
2-2001 sensitivity test. b: a section
of the NEMA NU 2-2001 sensitivity
source (blue) inserted into 5 concen-

tric metal sleeves.

In this test the sensitivity is measured for a phan-

tom that represents a thin 700 � 5 mm long plas-

tic tube �lled with radioactive water. The outer di-

ameter of the tube should be less than 3.9 mm. It

should be placed in the center of the transaxial FOV

and aligned with the axial direction of the tomograph

(Figure 6.4(a)). The total 5 measurements (or tests)

must be performed for the sensitivity calculation. In

each test the plastic tube should be inserted into in-

creasing number of metal sleeves (from 1 to 5) such

that in each next measurement the annihilation pho-

tons need to traverse bigger thickness of metal (Fig-

ure 6.4(b)). The sleeves have the same length as the

tube (700 mm), the constant thickness of 2.5 mm, and

di�erent inner and outer diameters indicated by the

NEMA NU 2-2001 standard (Table 6.4).

The radionuclide employed for the sensitivity mea-

surement should be 18F. The activity used should be

low enough so that the counting losses are less than

1%, and the random event rate is less than 5% of

the true rate. The minimum number of collected true
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coincidences is required to be 10,000 per image slice. In order to de�ne number of

coincidences in a slice, a single slice rebinning (SSRB) [178] should be used while recon-

structing the image.

After total 5 tests are done, the total system sensitivity (Stot) can be calculated by the

following formula:

Stot =
Rcorr,0
A

(6.1)

where A is the total activity of the source in Bq, and Rcorr,0 is the count rate with no

photon attenuation (no metal sleeves) that is unknown. In order to calculate Rcorr,0,

the following procedure has to be performed. For each measurement j and each slice i,

the count rate Rj,i (in counts per second) should be calculated by dividing the counts

collected in the slice by the acquisition time Tacq. Then, this rate should be corrected

for isotope decay using the following formula:

Rcorr,j,i = Rj,i � 2
Tj−T
T1/2 (6.2)

where Rcorr,j,i is the new corrected count rate, Tj is the acquisition time for measurement

j, T is the moment of time when the source radioactivity A was measured, and T1/2 is

the half-life of the radioisotope. After, the value Rcorr,j should be calculated by summing

the Rcorr,j,i from each slice. Finally, the data should be �t to the following equation:

Rcorr,j = Rcorr,0 � e−2µXj (6.3)

whereXj is the total metal sleeves thickness for the jth measurement, and µ is the photon

attenuation coe�cient in metal in mm−1, which is allowed to vary to compensate for the

small amount of scattered radiation. The value Rcorr,0 should be found from this �t.

In order to evaluate the sensitivity at di�erent radial position, the whole test can be

repeated with the source placed at 10 cm radial o�set from the center of the transaxial

FOV. Additionally, the axial sensitivity pro�le can be gotten by computing the sensi-

tivity for each slice Si:

Si =
Rcorr,0,i
Rcorr,0

� Stot (6.4)

6.6.1.2 Simulation approach, results, and comparison

Since the simulation is used, the attenuation free measurement is directly performed by

simulating a 70-cm-long ideal 511 keV back-to-back gamma line source with no surround-

ing material. Thus, the value Rcorr,0 can be calculated directly from the simulation. The

source is placed in the center of the transaxial FOV along the axial direction and has
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Table 6.4: Dimensions of the metal sleeves for the NEMA NU 2-2001 sensitivity test

Tube number Inner diameter (mm) Outer diameter (mm) Length (mm)

1 3.9 6.4 700
2 7.0 9.5 700
3 10.2 12.7 700
4 13.4 15.9 700
5 16.6 19.1 700

an activity of 5 MBq. As required by NEMA, the activity is low enough for counting

losses to be less than 1%, and the random event rate is less than 5% of the rate of

true coincidences (see the results from the section 6.8.1). The resulting total system

sensitivity of the simulated VIP scanner SV IPtot is 14.37 cps/kBq.

For comparison, the total system sensitivity of the G-PET is �3 times smaller than

the VIP one (4.79 cps/kBq) [172]. The published absolute (percentage) line-source

sensitivity (Sabs) of HRRT ECAT PET ranges from 2.5% to 3.3% [171]. One can �nd

the total sensitivity expressed in cps/Bq using the following formula:

Stot =
BR � Sabs

100
(6.5)

where BR is the branching ratio of the isotope. Taking into account that the branching

ratio of 18F is 0.9686 [179], the total sensitivity of the HRRT ECAT scanner ranges from

24.215 to 31.964 cps/kBq, that is �2 times higher than the sensitivity of VIP PET, but

almost a half of the counts are scattered events (see section 6.7.1).

Solid angle coverage normalization. The values presented above are strongly dependent

on the geometrical acceptance of the di�erent scanners and a fair comparison requires

their normalization to the solid angle. In the assumption of a line source along the axial

center of the scanner, the solid angle coverage (
) is calculated using the formula:


 =
4 �
∫ 2π
0

∫ L/2
0

∫ atan(Ldet/2−xRdet
)

0 sin�d�dxdϕ

4π � L
(6.6)

where Ldet and Rdet are the axial length and the radius of the scanner, L is the minimum

between the axial length of the scanner and the source length, and � and ϕ are the polar

and azimuthal angle, respectively.

After normalization, the speci�c sensitivities of the three scanners are 27.3%, 5.138%,

and 28.65%{37.8% for the VIP, G-PET, and HRRT ECAT systems respectively.

The total system sensitivities of the three scanners are summarized in Table 6.5.
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Table 6.5: Sensitivity values calculated in accordance with the NEMA NU 2-2001

Parameter VIP G-PET HRRT
Energy window(keV) 503{519 410{665 350{650

Stot(cps/kBq) 14.37 4.79 �24.175{31.911

 normalized Stot 27.3% 5.138% 28.65%{37.8%

HRRT achieves the highest e�ective sensitivity thanks to the use of 10 mm thick high-

density (7.4 g/cm3) LSO/LYSO crystals, while the G-PET scanner employs 10 mm thick

GSO crystals that have smaller density of 6.71 g/cm3. The density of CdTe is even

smaller than the density of GSO material; it is equal to 6.2 g/cm3. However, due to the

implementation of 4 cm CdTe and the crack-free geometry, the VIP scanner provides

a competitive sensitivity. It also should be considered that while having comparable

sensitivity, the SF of the VIP PET is by an order of magnitude smaller than the other

presented scanners have (section 6.7.1).

6.6.2 According to NEMA NU 4-2008

6.6.2.1 Method

In this procedure, a small 22Na point-like source (no bigger than 0.3 mm in diameter)

with small concentration of activity is placed into the center of a 10 � 10 � 10 mm3

acrylic cube. The NEMA NU 4-2008 standard requires the activity concentration to be

less than that at which either the dead-time losses exceed 5% or the random coincidence

rate exceeds 5% of the total event rate. The �rst measurement should be done with the

acrylic cube positioned in the center of FOV of the scanner, both axially and transaxially.

The required minimum of 10,000 true coincidences must be acquired at this location and

at positions stepped axially at 4 mm increments, covering the axial FOV of the whole

scanner. The measurements at each position must be analyzed. At each axial position

i, the sensitivity (Si) can be calculated as:

Si =
Ri �RB,i

A
(6.7)

where A is the activity of the source measured in Bq, Ri is the rate of total counts

collected in slice (source position) i, expressed in cps, and RB,i is the background event

rate acquired without sources in the FOV.

The relative sensitivity for acquisition i is given by:

SA,i =
Si

0.9060
� 100 (6.8)
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where 0.9060 is the branching ratio of 22Na. The total system sensitivity can be com-

puted as follows:

Stot =
1

N
�
∑
all,i

Si; (6.9)

SA,tot =
1

N
�
∑
all,i

SA,i (6.10)

where N is a total number of image slices (or, the same, source positions). It is also

required to calculate the system sensitivity for the mouse phantom (SMtot) by the

following formula:

SMtot =
1

Ncentral7cm
�

∑
central7cm

Si; (6.11)

SMA,tot =
1

Ncentral7cm
�

∑
central7cm

SA,i (6.12)

Finally, the system sensitivity for the rat phantom (SRtot) should be also computed

using the following formula:

SRtot =
1

Ncentral15cm
�

∑
central15cm

Si; (6.13)

SRA,tot =
1

Ncentral15cm
�

∑
central15cm

SA,i (6.14)

In addition, the NEMA NU 4-2008 standard requires to obtain the axial sensitivity

pro�le by plotting the sensitivity SA,i for each slice.

6.6.2.2 Simulation approach, results, and comparison

In this test, the 22Na point-like source of 0.1 mm in diameter with activity of 1 MBq

placed inside the acrylic cube is simulated. The activity concentration of 1 MBq sat-

is�es to the NEMA requirements (see the results in the section 6.8.2). A total of 65

measurements are simulated and analyzed. The total system sensitivity is calculated as

the average of the all sensitivities computed for each slice using the formula 6.7. In the

case of simulation RB,i = 0.

Table 6.6 summarizes the results of the test. Sensitivity values for other commercial

scanners are also indicated for comparison. The axial sensitivity pro�le of the VIP

scanner obtained by plotting the absolute sensitivity SA for each slice number is shown

in Figure 6.5.
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Table 6.6: Sensitivity values calculated in accordance with the NEMA NU 4-2008

Parameter VIP ClearPET rPET-1
Energy window(keV) 503– 519 250– 750 250– 650

Stot(cps/Bq) 0.021 0.01698 0.00418
SA,tot(%) 2.31 1.87 0.46

SMtot(cps/Bq) 0.038 0.02108 0.00418
SMA,tot(%) 4.24 2.32 0.46
SRtot(cps/Bq) 0.038 - -
SRA,tot(%) 4.2 - -

Figure 6.5: Axial absolute sensitivity profile along the axial FOV of the VIP scanner
for the energy window of 503-519 keV measured following the NEMA NU 4-2008.

Solid angle coverage normalization. After normalization to the solid angle coverage, the

specific sensitivities of the scanners are 39.9%, 11.5%, and 3.5% for the VIP, ClearPET,

and rPET-1 systems respectively.

The sensitivity of the VIP scanner is comparable to the values published for the rPET-

1 and the ClearPET though the energy windows of the two commercial scanners are

considerably wider than the one employed in the VIP PET. The total system sensitivities

of the Inveon DPET and the LabPET-8TM are not compared, because they are computed

different way. Additionally, the values of the sensitivity for the VIP system can be

increased by relaxing the requirements on the accepted coincidences.
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6.7 Measurements of the scatter fraction

The purpose of the SF test is to measure the relative system sensitivity to the scattered

radiation. The NEMA document de�nes the SF as the ratio of scattered events to

total events, which are measured at a su�ciently low counting rate such that random

coincidences, dead-time e�ects, and pileup are negligible:

SF =
Cs

CTOT
(6.15)

where Cs is the number of scattered counts and CTOT is the sum of true and scattered

counts. As it was mentioned, the scattering of annihilation photons leads to mistaken

positioned coincidence events and thus adds noise to the reconstructed image. Vari-

ous designs and implemented energy resolution cause PET scanners to have di�erent

sensitivities to scattered radiation. A lower scatter fraction is more desirable, in spite

of the accuracy of the scatter correction method, because correction techniques cannot

completely compensate for the noise introduced by the unwanted events and can add

bias to the image.

6.7.1 According to NEMA NU 2-2001

6.7.1.1 Method

For brain scanners, the NEMA NU 2-2001 protocol recommends to use a phantom

described in the NEMA NU 2-1994 standard, since it is smaller than one from the NEMA

NU 2-2001 and, thus, more suitable for brain studies. The phantom is a polymethyl

methacrylate cylinder with an outside diameter of 203 � 3 mm and a wall thickness

of 3 � 1 mm. Its inner length is 190 � 1 mm. It should be placed in the axial and

transaxial center of the tomograph's FOV and aligned with the axial direction of the

scanner. The phantom is �lled with non-radioactive water (a scatterer medium) and

includes a line source insert that should be placed parallel to the long axis of the cylinder

at three di�erent radial positions: at 0, 45, and 90 mm o� the center with an accuracy

of � 3 mm. The line source insert must be a cylinder, �lled with radioactivity, that

has the length of at least 185 mm and no larger than 2 mm in its other dimensions.

The radionuclide for the SF measurements is 18F with the activity low enough to have

negligible random event rate (less than 5% of the total event rate) or the dead-time

losses (less than 5%).

The total three measurements (one for each radial position of the line insert) should be

performed for the SF calculation. At least 200,000 coincidences per each image slice



Chapter 5. Simulation Technique and the VIP Counting Performance 106

should be collected. The acquisition time must be equal for each measurement. The

acquired data should be corrected for dead-time losses and random coincidences, but

not for scattered coincidences or photon attenuation.

After three measurements are done, the protocol describes the procedure of analysis of

the collected sinograms, and prescribes to estimate the SF (SFi) for each slice i as:

SFi =

Cs,i,1
Aave,1

+ 8(
Cs,i,2
Aave,2

) + 10.75(
Cs,i,3
Aave,3

)

CTOT,i,1
Aave,1

+ 8(
CTOT,i,2
Aave,2

) + 10.75(
CTOT,i,3
Aave,3

)
(6.16)

where Cs,i is the number of scattered counts for the slice i, CTOT,i is the sum of true plus

scattered counts, and Aave is the average radioactivity during data acquisition over the

time interval for the line source at each position. The subscripts 1, 2, and 3 correspond

to three radial positions of the line source: 0, 45 mm, and 90 mm respectively. The

average SF of the SFi should be computed as the system SF for uniform sources.

6.7.1.2 Simulation approach, results, and comparison

As mentioned, with real detectors the number of scattered events should be estimated

from a sinogram pro�le. However, since the VIP test is based on simulated data, the

exact number of true, scattered, and random events are known, as well as the average

radioactivity of the source (1 MBq). The calculated average SF of the VIP is 3.95%.

For comparison, the average SF of the G-PET scanner, for the same test, is 39% for an

energy window 410{665 keV [172], and for HRRT ECAT PET is 45% [171]. Both SF

values are nominal of PET based on scintillating crystal detectors.

6.7.2 According to NEMA NU 4-2008

6.7.2.1 Method

According to the NEMA NU 4-2008, the SF test should be a part of the counting

performance test described in the section 6.8.2. The last measurements taking with low

activity of a source in the counting performance test are used to calculate the SF of a

scanner. According to the protocol, the SF can be computed as the ratio of scattered to

total counts (the number of scattered counts can be found from sinograms), or from the

counting rates, calculated in the section 6.8.2. Here, the SF test is described and the

system SF is computed as the ratio of the scattered counts to the collected total counts.

In the section 6.8.2, the system SF is calculated again using the counting rates of the

scanner.
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The NEMA NU 4-2008 speci�es three di�erent test phantom designs for measurement

of the SF: mouse-size, rat-size and primate-size phantoms. This is due to the di�erent

sizes of small animal PET systems. The measurements should be done using one or

more phantoms depending on the application the scanner is used for.

a

b

Figure 6.6: a: the simulated mouse-size phan-
tom. b: the phantom placed in the center of

FOV of the VIP scanner.

The mouse-like phantom is a solid cylin-

der made of high density polyethylene

(density 0.96 � 0.1 g/cm3). It has

a length of 70 � 0.5 mm and it is

25 � 0.5 mm in diameter. There is a cylin-

drical hole (3.2 mm in diameter) drilled

parallel to the central axis at a radial

distance of 10 mm. The rat-like phan-

tom as well as the monkey-like phantom

are made of the same material as the

mouse-like phantom and have similar ge-

ometry. The rat-size phantom is a solid

150 � 0.5 mm-long cylinder with the di-

ameter of 50 � 0.5 mm. The cylindri-

cal hole is drilled at a radial distance of

17.5 mm and has 3.2 mm in diameter.

The monkey-size cylindrical phantom has

the length of 400 mm and the diameter of

100 mm. The hole is drilled at a distance

of 30 mm from the center. The line source is a exible tube with a �llable section

10 mm shorter than the length of the corresponding phantom. It is get �lled with a

known activity concentration and inserted into the drilled hole of each phantom.

The VIP test is focused on the mouse-size phantom studies for fair comparison with the

other PET systems since the mouse-size phantom appears in the most published results.

In this case the line source is 60 mm long. The line source insert can be �lled with 18F

or 11C water solution. The activity concentration is required to be low enough so that

the random event rate is less than 1% of the true event rate. The phantom should be

placed in the center of the FOV parallel to the z-axis (axial direction) of the scanner

(Figure 6.6).

At least a minimum of 500,000 total coincidences must be collected. Any data correction,

such as attenuation, scattered, random etc, including real-time subtraction of random

events, should not be applied to the acquired data. Oblique sinograms should be uni�ed

into a single sinogram for each slice by the SSRB technique, conserving the number of
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counts. The SF for each slice i (SFi) is required to be calculated as:

SFi =

∑
j Cr+s,i,j∑
j CTOT,i,j

(6.17)

where j is the acquisition number (in case of several data taking), Cr+s,i,j is random plus

scattered events counts in the slice i, and CTOT,i,j is the total event counts in the slice

i. Assuming the negligible number of random events, Cr+s,i,j consists only of scattered

event counts, and CTOT,i,j consists of true and scattered event counts. The values of

Cr+s,i,j and CTOT,i,j can be estimated from a sinogram pro�le by a procedure described

in the NEMA NU 4-2008 standard. The system SF of a PET scanner is computed as:

SF =

∑
i

∑
j Cr+s,i,j∑

i

∑
j CTOT,i,j

(6.18)

6.7.2.2 Simulation approach, results, and comparison

The 18F radionuclide with activity concentration of 10 MBq is chosen to calculate VIP

SF. It is the same activity concentration as one from the last measurement of the counting

rates test described in 6.8.2. This concentration is low enough so that the random event

rate is less than 1% of the true event rate (see the results in the section 6.8.2), as the

NEMA NU 4-2008 standard requires. The number of the scattered and total counts are

known from the simulation. The formula 6.18 gives 0.71% SF of the VIP system, while

current state-of-the-art brain PET scanners and small animal PET systems normally

have SF � 10% for the same phantom. The published SF of the ClearPET and the

rPET-1 are 31.1% and 24.2%, respectively [175]. The LabPET-8TM SF is 19% [177] and

the Inveon DPET pre-clinical tomograph has SF equal to 7.8% [176].

The unprecedented signal purity of VIP is due to the excellent energy resolution of the

CdTe detectors and the resulting narrow energy acceptance window, something not easy

to achieve with scintillating crystals.

6.8 Counting rate performance

The purpose of the test is to measure the e�ect of the system dead time and the genera-

tion of random coincidence events at several levels of source activity. At higher activity

levels, coincidence events are lost because of system dead time, whereas the rate of ran-

dom coincidences rises. It is necessary to measure the counting rate performance (both

dead time losses and randoms) as a function of activity to understand the scanner's

behavior for a wide range of scanning conditions. It is also required to measure noise
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equivalent count (NEC) rate. The NEC rate is de�ned as the count rate which would

have resulted in the same SNR in the absence of scattered and random events. It is

always less than the observed count rate.

For the counting rate performance evaluation, a source of relatively high activity is

placed in the FOV of a PET scanner, and the data acquisition starts. The measurements

should be taken while the activity of the source decays over several half-lives. As the

source activity decays, random event rate decline more rapidly than does true event

rate: the random rate is proportional to 2τA2, when the true rate is proportional to A.

Here 2τ is the coincidence time window, and A is the source activity. Thus, eventually,

the random rate becomes negligible. As the activity decays, the e�ciency of the PET

scanner in processing coincidence events improves, resulting in negligible count losses.

Measurement of the true coincidence count rate with negligible random rate and count

losses calibrate the response of the system for estimating count losses at higher activity

levels.

6.8.1 According to NEMA NU 2-2001

6.8.1.1 Method

For brain scanners, the NEMA NU 2-2001 protocol recommends to use the phantom of

the NEMA NU 2-1994, because it is smaller and, thus, more suitable for brain stud-

ies. The phantom is a polymethyl methacrylate cylinder with an outside diameter of

203 � 3 mm and a wall thickness of 3 � 1 mm. Its inner length is 190 � 1 mm. It

should be placed in the axial and transaxial center of the tomograph's FOV and aligned

with the axial direction of the scanner. The phantom is entirely �lled with radioactive

water of relatively high and known activity concentration. The radionuclide used for

this counting performance measurement should be 18F.

The NEMA protocol requires to collect data at intervals more frequent than half of

the radionuclide half-life (T1/2), until count loss rates of true events are less than 1%

of the total, and the random rate is less than 1% of the true rate. The individual

acquisition times (Tacq,j) is required to be less than one-fourth of T1/2. Sinograms

should be generated for slices within the central 17 cm of the axial FOV of a tomograph,

even if the axial FOV is longer than 17 cm. If the axial FOV is less than 17 cm, then

the sinograms should be produced for the entire FOV. No data corrections should be

applied.

After the event acquisition is done, the NEMA NU 2-1994 requires to sum the counts in

each sinogram over a rectangular region of interest (ROIi) created in each slice i. Each
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ROIi should have 240 mm in width and placed in the transaxial center of the FOV. This

procedure gives a value of total number of collected coincidences CROI,t+s+r,i,j (i.e., true

plus scattered plus random counts) for each slice i and each acquisition j. The random

counts CROI,r,i,j should be subtracted from CROI,t+s+r,i,j to obtain value of CROI,t+s,i,j

(i.e., true plus scattered counts). The value of CROI,r,i,j can be obtained using any

standard method, as, for instance, one of procedures described in section 3.8.3. After,

the true and random event rates can be calculated. The true event rate (RROI,t,i,j) can

be calculated as:

RROI,t,i,j =
CROI,t+s,i,j
Tacq,j

(1� SFi) (6.19)

where Tacq,j is the acquisition time of each measurement j, and SFi is the SF obtained

in the section 6.7.1. The random event rate (RROI,r,i,j) can be calculated as:

RROI,r,i,j =
CROI,r,i,j
Tacq,j

(6.20)

The system true and random rates (RROI,t,sys,j and RROI,r,sys,j respectively) can be

calculated using the following formulas:

RROI,t,sys,j =
∑

number of slices

RROI,t,i,j (6.21)

RROI,r,sys,j =
∑

number of slices

RROI,r,i,j (6.22)

6.8.1.2 Simulation approach, results, and comparison

The initial activity of the phantom is chosen to be 562 MBq and gets reduced down

to 10 MBq. The number of total, true, scattered, and random counts are known from

the simulation, so there is no need to estimate these values from the sinograms. The

acquisition time Tacq,j is calculated as ratio of the total number of simulated events

(positron emissions) to the total activity concentration of measurement j. The counting

rates are shown in Figure 6.7 as a function of both total and speci�c activity. The speci�c

activity is the total activity of the phantom divided by the phantom volume (5966 mL).

Additionally, the total count rate (RROI,TOT,j) and the NEC rate (RROI,NEC,j) are

calculated and plotted, although it is not required by the NEMA NU 2-1994 document.

The total count rate (RROI,TOT,i,j) is computed as:

RROI,TOT,i,j =
CROI,TOT,i,j

Tacq,j
(6.23)

where CROI,TOT,i,j is the total number of counts in the ROI drawn in the slice i of the

measurement j. The system total rate (RROI,TOT,sys,j) is the sum of RROI,TOT,i,j over
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Figure 6.7: NEMA NU 2-1994 VIP scanner counting rates as a function of e�ective
activity concentration and total source activity.

all slices. The NEC rate (RROI,NEC,i,j) can be calculated using the formula from the

NEMA NU 2-2001 protocol:

RROI,NEC,i,j =
R2
ROI,t,i,j

RROI,TOT,i,j
(6.24)

As always, the system NEC rate (RROI,NEC,sys,j) is the sum of RROI,NEC,i,j over all

slices. The peak values of RROI,t,sys,j and RROI,NEC,sys,j (Rt,peak and RNEC,peak re-

spectively) with the corresponding speci�c activity values (at,peak and aNEC,peak) are

reported and compared to the results of the G-PET and the ECAT HRRT systems in

Table 6.7. The plot of the count rates measured with the G-PET scanner is shown in

Figure 6.8.

Table 6.7: NEMA NU 2-1994 counting rates measurements of the VIP

Parameter VIP G-PET HRRT

Energy window (keV) 503{519 410{665 350{650
RNEC,peak(kcps) 122 60 148
aNEC,peak(kBq/mL) 5.3 7.40 -
Rt,peak(kcps) 152 132 -
at,peak(kBq/mL) 9.43 13.69 -

Solid angle coverage normalization.
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Figure 6.8: NEMA NU 2-1994 G-PET counting rates published in [172]. A: total
(�), true (�), and random (N) coincidence rates. The dashed line is the true rate,

extrapolated to case of no dead-time losses. B: True (�) and NEC (�) rates.

For a fair comparison of the counting performance one can normalize the rate values

to the portion of the solid angle covered by the di�erent scanners around the emitting

source. The solid angle coverage is calculated by formula 6.6. After normalization, VIP

achieves the NEC peak of 1765 kcps, G-PET reaches the value of 488.3 kcps, and ECAT

HRRT reaches 1356 kcps.

6.8.2 According to NEMA NU 4-2008

6.8.2.1 Method

For this test, the NEMA NU 4-2008 standard requires to use the same mouse-size, rat-

size, or monkey-size phantoms as described in section 6.7.2. The mouse-like phantom

is used for the VIP counting rates calculation. The line source insert should be �lled

with 18F or 11C radionuclide of high initial activity concentration. The procedure of

data taking is the same as described in the section 6.8.1. Several data acquisition should

be done while the activity decays. In each acquisition at least 500,000 prompt events

should be collected. No data corrections should be applied. Oblique sinograms must be

rebinned the using SSRB procedure conserving the number of counts in the sinograms.

From the sinograms, the total event rate(RTOT,i,j) for each slice i and each acquisition

j can be calculated as:

RTOT,i,j =
CTOT,i,j
Tacq,j

(6.25)

where CTOT,i,j is the total number of counts (true plus random plus scattered events),

and Tacq,j is the acquisition time of each measurement. After, the system total event

rate (RTOT,j) can be calculated as the sum of RTOT,i,j over all slices.
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The true event rate (Rt,i,j) can be computed using the following formula:

Rt,i,j =
CTOT,i,j � Cr+s,i,j

Tacq,j
(6.26)

where Cr+s,i,j is the number of random plus scattered events in the sinogram i. The

value of Cr+s,i,j can be estimated from sinograms by procedure described in the NEMA

NU 4-2008 document. Again, the system true event rate Rt,j is calculated as the sum

of Rt,i,j over all slices i.

The random event rate is calculated di�erently depending on the PET scanner being

tested. For system that can estimate random coincidences (Cr,i,j), the random event

rate Rr,i,j is calculated as:

Rr,i,j =
Cr,i,j
Tacq,j

(6.27)

For the systems that do not estimate random coincidences, the random rate can be

computed as:

Rr,i,j = RTOT,i,j �
Rt,i,j

1� SFi
(6.28)

The system random event rate (Rr,j) should be calculated as the sum of Rr,i,j over all

slices i.

The NEMA NU 4-2008 requires to calculate the scattered event rate Rs,i,j as:

Rs,i,j = RTOT,i,j �Rt,i,j �Rr,i,j �Rint,i (6.29)

where Rint,i is the intrinsic true count rate. It is equal to zero for PET systems made

of detector material without intrinsic radioactivity. If there is intrinsic radioactivity,

Rint,i can be computed using the same phantom as for the counting rate measurements

centered in the center of the FOV, but without any activity in the line source insert. At

least 10,000 coincidences should be collected for each slice during the data taking. The

sinograms should be formed using the SSRB technique. Then the value of Rint,i can be

calculated as:

Rint,i =
Rt,i
Tacq

(6.30)

The system scattered event rate Rs,j is the sum of Rs,i,j over all slices i.

Finally, the NEC rate (RNEC,i,j) for each slice should be calculated. For the PET

systems that do not perform direct random event subtraction, RNEC,i,j is computed as:

RNEC,i,j =
R2
t,i,j

RTOT,i,j
(6.31)
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For systems that use direct random event subtraction the NEC rate should be found

using the following formula:

RNEC,i,j =
R2
t,i,j

RTOT,i,j +Rr,i,j
(6.32)

The system NEC count rate RNEC,j is the sum of RNEC,i,j over all slices i.

The plot of the calculated total, true, NEC, scattered, and random event rates as func-

tions of the activity concentration should be obtained. The peak true counting rate

(Rt,peak) and peak NEC rate (RNEC,peak) should be also determined, along with the

activity concentrations at which these peak rates occur (at,peak and aNEC,peak).

Additionally, in this test, the system SF for each measurement j should be calculated

from the counting rates by applying this formula:

SFj =
Rs,j

Rt,j +Rs,j
(6.33)

6.8.2.2 Simulation approach, results, and comparison

In this test the initial activity is 562 MBq and gets reduced down to 10 MBq. The count

rates are plotted in Figure 6.9 as a function of both total and speci�c activity. The

speci�c activity is computed as the total activity divided by the mouse-size phantom

volume (34.34 mL).

For comparison, the counting rate performance of the ClearPET and rPET-1 systems

for the same phantom are shown in Figure 6.10. Figure 6.11 shows the same result for

the LabPET-8TM (a) and the published NEC rate of the Inveon DPET scanner (b).

Values of Rt,peak, RNEC,peak, at,peak, and aNEC,peak for all scanners are summarized and

compared in Table 6.8.

Table 6.8: Parameters of the counting rates measurements for di�erent scanners

Parameter VIP ClearPET rPET-1 LabPET-8TM Inveon
DPET

Transverse FOV (mm) 420 94{144 45.6 100 161
Energy window (keV) 503{519 250-750 250{650 250{650 350{625
Rt,peak(kcps) 989.3 126.0 78.9 320 1670
RNEC,peak(kcps) 908 73.4 29.2 183 1670
SF 0.78% 31.0% 24.2% 19% 7.8%
at,peak(MBq/mL) 1.6 0.75 1.35 2.5 3.8
aNEC,peak(MBq/mL) 1.6 0.51 1.35 2.07 3.8

As one can see from the NEC curve comparison in Figure 6.12, the VIP scanner has the

potential to outperform the other commercial PETs.
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Figure 6.9: NEMA NU 4-2008 VIP scanner counting rates as a function of e�ec-
tive activity concentration and total source activity of a line source for the mouse-size

phantom.

Figure 6.10: ClearPET (a) and rPET (b) counting rate performance plots as a
function of e�ective activity concentration of the line source for the mouse-size phantom.

The �gures are taken from [175].
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a b

Figure 6.11: a: LabPET-8TM counting rate performance plots as a function of e�ec-
tive activity concentration for the mouse-size phantom published in [177]. b: Inveon
DPET NEC rate as a function of total activity for mouse-size (diamond) and rat-size

(triangle) phantoms published in [176].

Figure 6.12: The NEC rates comparison between the VIP, ClearPET, rPET-1,
LabPET-8TM , and the Inveon DPET scanners.
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Solid angle coverage normalization. The solid angle coverage normalization is also per-

formed for a fair comparison of the counting performance of di�erent small animal

PET scanners. The solid angle coverage is calculated by formula 6.6. After normal-

ization, VIP achieves the NEC peak value 30 times higher NEC peak than the rPET-1

(7.7 � 106 cps vs 2.5 � 105 cps), and 25 times the NEC peak of the ClearPET (7.7 � 106 cps

vs 3.1 � 105 cps). The the NEC peak of the VIP scanner is �4 times as high as the NEC

peak of the LabPET-8TM (1.95 � 106 cps), and �1.5 as low as the one of the Inveon

DPET system(11.58 � 106 cps).

The high counting rates that the VIP achieves in both NEMA tests are due to the

combination of two factors. On the one hand, the signi�cantly better energy resolution

of CdTe with respect to scintillating crystals provides a cleaner signal with very low

scattered event counting. On the other hand, the extremely high number of channels of

the VIP makes the random rate a�ected only by the coincidence time window with no

e�ect from to the dead time of the individual channels.



Chapter 7

VIP Image Reconstruction

The simulation result of the counting performance indicates that the VIP design has

the potential to provide high detection sensitivity together with high signal purity, that

are currently achievable only by small animal PET employed in research. The crack-

free geometry of the VIP scanner with 4-cm-thick CdTe detectors provides a sensitivity

of 14.37 cps/kBq according to the NEMA NU 2-2001 standard [163], and 21 cps/kBq

according to NEMA NU 4-2008. A very low SF of 3.95% and 0.73%, according to NEMA

NU 2-2001 and to NEMA NU 4-2008, respectively, is achieved due to the good energy

resolution provided by the CdTe detectors. The high number of channels in the VIP

scanner makes the full system less a�ected by the dead time of the individual detector

voxels. The calculated NEC curve has a peak value of 122 kcps at 5.3 kBq/mL for

NEMA NU 2-2001 and 908 kcps at 1.6 MBq/mL for NEMA NU 4-2008. Additionally,

the reference [1] shows that the VIP allows to dramatically shorten the scan time and

thereby lower the image blurring due to the motion of patients. On the other hand,

the patient dose can be signi�cantly reduced while keeping the typical time window for

screening of 20 minutes.

However, even if the VIP scanner is capable to obtain a high-purity sample, the �nal

image quality depends on the image reconstruction method and the reconstruction pa-

rameters being used. The use of an inappropriate reconstruction algorithm can distort

the �nal image, lowering its quality and adding artifacts. The choice of reconstruction

technique is one of the crucial factors in getting a good �nal image. For this reason

the designers of PET systems often develop their own algorithm (or modify existing

algorithms) to adapt it to the speci�cs of the scanner. In case of the VIP PET scanner,

we test and evaluate a few standard methods to pick the optimal one in terms of image

quality and reconstruction time.

118
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This chapter describes the optimization of the image reconstruction for the VIP PET

scanner, the standardized image quality tests from NEMA NU 2-2001 and NEMA NU 4-

2001, and includes the results and comparison with other PET systems. Three di�erent

image reconstruction methods are considered. The �rst is the 2-D FBP reconstruction

algorithm with the SSRB technique (described in section 3.6.2), the second one is OSEM

(described in section 3.6.3), and, �nally, the last method considered in the following

analysis is the LM-OSEM (described in section 3.6.4). The OE algorithm (described

in section 3.6.5) has been also analyzed. However, since it shows poor results, thus it

is not used for the VIP reconstruction. In order to evaluate the performance of each

reconstruction method three di�erent modalities are used: the bias, the variance and the

mean square error (MSE) measurements [180]; calculation of the modulation transfer

function (MTF) curve [181]; and the region of interest (ROI) analysis [164].

7.1 Optimization of the reconstruction parameters

7.1.1 Method

One can �nd the best reconstruction parameters and compare performance of various

reconstruction techniques using image quality metrics such as the bias, the variance, and

the average MSE [180]. The bias indicates how much di�erence is generated between

the reconstructed group average image and the true image. The true image is a emitting

points map (i.e. true distribution of annihilation events) of the phantom being used for

the bias, variance, and average MSE calculation. For the calculation, the true image

and each image from the considering group must have the same image matrix. For a

group of images, the bias can be calculated as following:

Bias =
1

N
�
N∑
i=1

( �Xi �XTrue
i )2 (7.1)

Where N is the total number of pixels in the whole image (or in the ROI), XTrue
i is the

number of counts in the ith pixel of the true image, and �Xi is the number of counts in

the ith pixel of the average image. The �Xi can be calculated as:

�Xi =
1

M
�
M∑
j=1

Xj
i (7.2)

Where M is the total number of images in the considering group, and Xj
i is the number

of counts in the ith pixel of the jth image.
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The variance is a measure of how consistent the several reconstructed images are. It is

computed as following:

V ariance =
1

NM
�
N∑
i=1

M∑
j=1

(Xj
i � �Xi)

2 (7.3)

The MSE measures the di�erence between a reconstructed image and the true image.

It is a \trade-o�" between the bias and the variance.

MSEj =
1

N
�
N∑
i=1

(Xj
i �X

True
i )2 (7.4)

Where MSEj is the mean square error between the jth image and the true image. The

MSE is calculated for each image in the group. Then, the average MSE is computed as

the arithmetic mean of all the MSE for a given image set.

Varying the parameters of the di�erent algorithms (such as cuto� frequency, number of

iterations) and comparing these image quality metrics, one �nds the optimum recon-

struction parameters for each of the algorithms. The best image is the one that gives

the lowest value of the average MSE.

For the quality metrics calculation we chose a small-animal PET phantom described

in NEMA NU 4-2008 protocol. The phantom is simulated with GAMOS and shown

in Figure 7.1(a). The phantom is made of polymethylmethacrylate and has internal

dimensions of 50 mm in length and 30 mm in diameter. It consists of three parts: two

lids and the main body. The main body has 5 drilled through rods of 1, 2, 3, 4, and

5 mm in diameter, respectively. Their length is 20 mm. The top lid has two cylindric

chambers of 14 mm in length and 8 mm in diameter. The main body's chamber, as well

as the rods, are �lled with 18F radioactive water of 3.7 MBq total activity. One of the

top lid's chambers is �lled with air and the other one is �lled with non-radioactive water

in order to create two cold (non-radioactive) regions. The phantom is placed into the

center of VIP such that the axis of its main body is aligned with the axial axis of the

scanner FOV (Figure 7.1(b)).

7.1.2 Results

A total of 10 million coincidences are collected to reconstruct the image. All images are

reconstructed using the 2-D FBP, 2-D OSEM, and, LM-OSEM algorithms. No atten-

uation, scatter, random correction, or normalization is applied for any reconstruction

algorithm. The image pixel size is set to 0.25 mm and the slice thickness is set to 2 mm.
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a b

Figure 7.1: a: NEMA NU 4-2008 image quality phantom simulated with GAMOS.
b: The position of the phantom in the FOV of VIP.

The bias, variance and average MSE are measured for sets of 10 images. The images are

reconstructed from 10 data sets (10 collections of LORs) with a single varying recon-

struction parameter for each method. The cuto� frequency relative to Nyquist frequency

for the Hamming �lter was varied for every run of the 2-D FBP algorithm. The result

is shown in �gure 7.2a. As one can see the optimal value for the cuto� frequency is

0.15, where the average MSE has the lowest value (33.5352). The OSEM reconstruction

method is tested by varying the number of iterations. Each time 2 subsets are used.

The resulting bias, variance and average MSE are shown in �gure 7.2c. The average

MSE shows a minimum value (76.84) for 2 iterations. Finally, the LM-OSEM algorithm

is tested also varying number of iterations and using 2 subsets for each run. The result

is shown in �gure 7.2d. The minimum average MSE has a value 29.7853 for 4 iterations.

The images of three phantom regions (the cold inserts, the uniform region, and the 5

hot rods) obtained with optimal parameters for each of the algorithms are shown in

�gure 7.3.

7.2 Reconstruction of the Derenzo phantom

7.2.1 Method

The performance of the three image reconstruction algorithms for the VIP PET is addi-

tionally evaluated with the Derenzo phantom [182]. This phantom is widely used for the

assessment of the spatial resolution of PET scanners. The Derenzo phantom is made

of a circular piece of plastic with drilled through rods. It consists of 5 segments, each
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Figure 7.2: Image quality metrics versus: A: cuto� frequency for FBP with a Ham-
ming �lter, B: number of iterations for OSEM, C: number of iterations for LM-OSEM

containing rods of length 12 mm and with varying diameters (Figure 7.4). The distances

between the rods of di�erent segments are also di�erent.

The rods of the phantom are �lled with the 18F radioactive isotope of 1 MBq total

activity.

7.2.2 Results

The image of the Derenzo phantom is reconstructed with FBP, OSEM, and LM-OSEM

methods using the optimized parameters for each algorithm found in the section 7.1.

The total of 1 million coincidences are acquired for the reconstruction. The results are

shown in Figure 7.5.

Each reconstruction method produces good images with well-de�ned smallest rods. How-

ever, the images reconstructed with OSEM are noisier comparing to FBP and LM-

OSEM.
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a

b

c

Figure 7.3: a: FBP reconstructed image with a Hamming �lter (cuto� frequency
= 0.15) and the corresponding line pro�les. b: OSEM reconstructed image after 2
iterations and 2 subsets (no �lters) and the corresponding line pro�les. c: LM-OSEM
reconstructed image after 4 iteration and 2 subsets (no �lters) and the corresponding

line pro�les.
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Figure 7.4: Schematic drawing of the Derenzo phantom used in the simulation.

a b c

Figure 7.5: Derenzo phantom reconstructed with di�erent methods and with the opti-
mized parameters found for each method and corresponding line pro�les for 6 smallest
rods. a: 2-D FBP, Hamming �lter with cuto� frequency = 0.15; b: OSEM after 2
iterations with 2 subsets (no �lters); c: LM-OSEM after 4 iterations with 2 subsets (no

�lters).

7.3 MTF test

7.3.1 Method

The performance of the reconstruction algorithms can be evaluated by comparison of

the MTF curves obtained for each method. Computation of the MTF is one of the

most complete methods to characterize completely in a quantitative way the spatial

resolution of a scanner in tomography. Modulation is synonym of contrast in optics. The

modulation (or contrast) corresponds to resolving power of an imager. The MTF shows
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how this contrast changes while reducing the size of a test phantom. The test phantom

for the MTF measurements can be a bar-pattern phantom where hot (radioactive) and

cold (non-radioactive) bars are getting reduced from pair to pair (Figure 7.6(A)). If one

measures the modulation (contrast) of the hot (or cold) bars of the true image, it will

stay the same (say 100%) for the all hot (cold) bars independently of their width and the

distance between them (Figure 7.6(C)). However, normally, the reconstructed images are

blurred, and, the smaller the size of an object the worse its contrast, as it is presented

in Figure 7.6(B). If to plot the dependence of the amplitudes of the sinusoidal curve

shown in Figure 7.6(D) on the number of line pairs (one line pair is one hot and one

cold bars) per a length unit (i.e. cm), one gets the MTF curve (Figure 7.7). Thus, the

MTF shows how the modulation (contrast) changes while reducing the size of the line

pairs of the bar phantom. Figure 7.7 shows examples of 2 di�erent MTFs. The spatial

resolution of the scanner is one where the MTF equals to 0.5. Normally, two adjacent

bars patterns cannot be distinguished when the MTF drops below a value of �0.1.

Thus, the minimum resolvable bar pattern for a scanner can be estimated using the

MTF curve. Good low-frequency response better represents large low-contrast lesions,

while good high-frequency response is better for �ne details and sharp edges [23].

a c

b d

Figure 7.6: a: example of a bar-pattern phantom for the MTF measurements. b:
contrast of the hot and cold bars. c: reconstructed bar phantom. d: contrast of the

hot and cold bars of the reconstructed phantom.

The MTF can be also calculated from the PSF or LSF as a magnitude of its 2-D (or

1-D) Fourier transform (FT):

MTF (u, v) = jFT (PSF (x, y))j (7.5)

The 1-D FT of a pro�le recorded through the center of the PSF gives the MTF of the

system in the direction of the pro�le. It is a good approach (respect to 2-D MTF from

2-D FT of the 2-D PSF) when a reconstructed point-like source has a symmetrical shape
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Figure 7.7: MTF curves for two di�erent collimators. One has better low-frequency
resolution for coarse details (blue line), whereas the other is better for �ne details

(orange line). The �gure is taken from [23].

in all directions. In case of the VIP scanner such good symmetry is reached if the point-

like radiation source is placed near the center of the axial and transaxial FOV of the

system (see section 7.4).

To obtain the PSF an ideal 511 keV back-to-back gamma point-like source of low activity

is simulated. It is placed in the center of the axial FOV and at 5 mm o� the center of the

transaxial FOV in order to avoid a central artifact. The images of the point-like source

are reconstructed using the optimal number of iterations (found in the section 7.1) for

each iterative reconstruction method. In case of the 2-D FBP algorithm no smoothing is

used in order to not blur the image and, thus, to not lose the spatial resolution. After the

reconstruction the MTFs are computed. As a general rule the smaller image pixel size

the better spatial resolution can be reached by a scanner and, thus, the more detailed

image can be obtained. However, increasing the voxel density in the FOV corresponds

to reducing the statistics per voxel with the e�ect of increasing the image noise. The

PSF of the scanner is �1 mm in the center of the FOV according to the results in the

section 7.4. Thus, a pixel size of 0.25 mm is chosen to ful�ll the sampling requirement

(Eq. 3.12) [23]:

7.3.2 Results

The results on the measured MTFs is presented in Figure 7.8. One can see the LM-OSEM

method with 4 iterations and 2 subsets and 2-D FBP (no smoothing) have similar MTF
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curves. OSEM (after 2 iterations and 2 subsets) shows worse result than LM-OSEM

and FBP. The reason of it is the lack of computer memory to handle the probability

distribution for 6,336,000 detector voxels, so that the voxels had to be merged to reduce

the multiplicity. The spatial resolution of the VIP scanner at the MTF values of 0.5 and

0.1 for each reconstruction algorithm are presented in Table 7.1.

Figure 7.8: The MTFs obtained from the reconstructed PSF.

Table 7.1: MTF test results for the VIP PET scanner

2-D FBP OSEM LM-OSEM
cuto� = 1 2 iterations 4 iterations

at MTF = 0.5 3.5 lp/cm 2.38 lp/cm 3.95 lp/cm
corresponding line width 1.43 mm 2.1 mm 1.27 mm

at MTF = 0.1 6.15 lp/cm 5.15 lp/cm 6.725 lp/cm
corresponding line width 0.81 mm 0.97 mm 0.74 mm

7.4 Spatial resolution test

Spatial resolution is the minimum distance between two point-like sources at which the

scanner is still able to distinguish them. The spatial resolution is usually characterized by

the FWHM and the full width at tenth maximum (FWTM) of the reconstructed PSF

obtained from the measurement of the activity distribution of a compact radioactive
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point source. Resolution in PET is normally speci�ed separately in transaxial (radial

and tangential resolutions) and axial (axial resolution) directions.

7.4.1 According to NEMA NU 2-2001

7.4.1.1 Method

In this study, spatial resolution should be measured using the 18F point-like source, with

activity low enough so that either the percent dead-time losses are less than 5% or the

random rate does not exceed 5% of the total event rate. The radioactive source should

be placed inside a glass capillary with an inside diameter of 1 mm or less and an outside

diameter of less than 2 mm. The length of the source inside the capillary should be less

than 1 mm.

NEMA NU 2-2001 requires to take data at six di�erent positions (inside the FOV of the

scanner) of the capillary with the source:

1. at z = 0, x = 0, and y = 1 cm;

2. at z = 0, x = 0, and y = 10 cm;

3. at z = 0, x = 10 cm, and y = 0;

4. at z = 1/4 of the axial FOV, x = 0, and y = 1 cm;

5. at z = 1/4 of the axial FOV, x = 0, and y = 10 cm;

6. at z = 1/4 of the axial FOV, x = 10 cm, and y = 0;

where z is the axial, x is the horizontal, and y is the vertical axis. At each position,

at least 105 counts should be collected. The images should be reconstructed by FBP

without applying any smoothing.

Both FWHM and FWTM of the point source response function in all 3 direction (ra-

dial, tangential, and axial) should be determined by forming the line pro�les at each

direction. The all line pro�les should go through the voxel with the highest number of

counts. The spatial resolution (FWHM and FWTM) should be determined by linear

interpolation between adjacent pixels at half (one-tenth) the maximum value of the line

pro�le function. The maximum value should be determined by a parabolic �t using

the peak point and its two nearest neighboring points. Values should be converted to

distance in mm by multiplication by the pixel size. Averaged radial (R), tangential (T ),
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and axial (A) spatial resolution values (FWHM and FWTM) should be calculated using

the following formulas for di�erent source positions.

At 1 cm radius (x = 0, y = 1 cm):

R1 = T1 =
1

4
�
(
xFWHMz=0 + yFWHMz=0

+ xFWHMz=1/4FOV + yFWHMz=1/4FOV

)
(7.6)

A1 =
1

2
�
(
zFWHMz=0 + zFWHMz=1/4FOV

)
(7.7)

At 10 cm radius:

R10 =
1

4
�
(
xFWHMz=0,x=10,y=0 + yFWHMz=0,x=0,y=10+

+ xFWHMz=1/4FOV,x=10,y=0 + yFWHMz=1/4FOV,x=0,y=10

)
(7.8)

T10 =
1

4
�
(
yFWHMz=0,x=10,y=0 + xFWHMz=0,x=0,y=10+

+ yFWHMz=1/4FOV,x=10,y=0 + xFWHMz=1/4FOV,x=0,y=10

)
(7.9)

A10 =
1

4
�
(
zFWHMz=0,x=10,y=0 + zFWHMz=0,x=0,y=10+

+ zFWHMz=1/4FOV,x=10,y=0 + zFWHMz=1/4FOV,x=0,y=10

)
(7.10)

The same formulas should be used to calculated the spatial resolutions at FWTM.

7.4.1.2 Simulation approach, results, and comparison

A 18F point-like source of 1 MBq activity inside the glass capillary is used for the spatial

resolution test. This activity is low enough that the random rate does not exceed 5%

of the total event rate (see results of the section 6.8.1). The point source is a 0.1-mm-

diameter water sphere. All dimensions of the capillary are smaller then 1 mm. At

least 105 coincidences are collected per measurement. Images are reconstructed with

the SSRB FBP algorithm without applying smoothing. The values of the FWHM of the

three spatial components of the measured PSF are calculated in the accordance with

NEMA NU 2-2001 and summarized in Table 7.2.

The reported transverse and axial resolutions of the HRRT scanner varies across the

FOV from �2.3 to �3.2 mm and from �2.5 to �3.4 mm respectively. The spatial
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Table 7.2: Spatial resolution of VIP according to NEMA NU 2-2001

Radial position (mm) 10 100

Radial res. (mm) 0.98 1.31
Tangential res. (mm) 0.98 1.35
Axial res. (mm) 1.26 2.03

resolution of the G-PET scanner near the center of the FOV is 4.1 mm in the transverse

direction and 5.2 mm in the axial direction. While state-of-the-art head PET scanners

struggle to deliver resolutions below 5 mm FWHM, the VIP PET reaches �1 mm PSF.

7.4.2 According to NEMA NU 4-2008

7.4.2.1 Method

In order to compare VIP with small animal PET scanners, the spatial resolution is also

measured using the NEMA NU 4-2008 standard. For the test the same 22Na point

source inside the 10 � 10 � 10 mm3 acrylic cube, described in the section 6.6.2 is used.

The activity of the radionuclide should be less than that at which either the dead-time

losses exceed 5% or the random coincidence rate exceeds 5% of the total event rate. The

NEMA NU 4-2008 protocol requires to do measurements with the source located at the

axial center of the FOV and at one fourth of the axial FOV from the center (at distance of

63.5 mm from the center in case of the VIP scanner) and at the following radial distances

from the center: 5 mm, 10 mm, 15 mm, 25 mm and further at increments of 25 mm to

the edge of the scanner's FOV. For each source position at least 105 coincidences should

be collected. After the data acquisition is done, the images should be reconstructed with

2-D or 3-D FBP, without smoothing the data.

The FWHM and FWTM of the point source response function in radial, tangential,

and axial directions should be determined by forming the line pro�les at each direction.

The all line pro�les should go through the voxel with the highest number of counts.

The FWHM and FWTM values should be determined by linear interpolation between

adjacent pixels at half (one-tenth) the maximum value of the line pro�le function. The

maximum value should be determined by a parabolic �t using the peak point and its

two nearest neighboring points. Values should be converted to distance in mm by mul-

tiplication by the pixel size.
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7.4.2.2 Simulation approach, results, and comparison

A 22Na source with activity of 1 MBq generates random coincidence rate less than 5%

of the total event rate (see results in the section 6.8.2). At least 105 coincidences are

collected per measurement. Images are reconstructed using the SSRB and 2-D FBP

reconstruction with no smoothing. The FWHM of the response PSF in all 3 directions

is measured. The results of the radial, tangential, and axial spatial resolution in terms of

FWHM are graphically presented in Figure 7.9 as a function of radial and axial o�sets.

The slice thickness of the reconstructed image is 0.5 mm and the pixel size is 0.25 mm.

In the reference [183] it is shown that in the case of an ideal detector with zero energy

resolution, full angular coverage, in�nite sensitivity, and capable of reconstructing the

photon hit position within a 1 mm3 voxel, the best achievable resolution is 0.8 mm.

Figure 7.9 shows that the VIP perform very closely to such an ideal detector.

Figures 7.10A, 7.10B, and 7.10C show the results of spatial resolution test for Inveon,

LabPET-8TM , ClearPET and rPET-1 small-animal scanners respectively for compar-

ison. In such ideal conditions of negligible contamination from scattered and random

events, the transaxial spatial resolution of VIP scanner is �2 times better than the

spatial resolution of any other PET presented in Figure 7.10. The gap between the per-

formance of the VIP and the other scanners is expected to become even more signi�cant

in the case of more challenging conditions including high activity in a dense medium.

7.5 The image quality evaluation

For a proper evaluation and comparison of the imaging performance of di�erent PET

scanners, it is necessary to simulate a typical imaging condition with a standardized

phantom. The phantom study can give indications of image quality for this particular

imaging situation. The purpose of the image quality test is to learn the PET scanner's

response in di�erent activity distribution conditions, such as cold regions in a hot uniform

background, hot areas in a less hot uniform background, hot uniform background, the

hot lesions in a dense scattering volume without activity. The RCs measured in the

hot rods included in a dense volume without any background activity, indicate the

spatial resolution of the scanner. The noise in the uniform region indicates the SNR

performance, while the uniformity in this region is a measure of attenuation and scatter

correction performance. The activity measured in the cold regions (in a hot background

activity) is indicative of the scatter correction performance. The imaging of the hot

lesions in a less hot background indicates how good the scanner can distinguish di�erent

activity concentration.
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Figure 7.9: VIP radial, tangential, and axial spatial resolution as a function of radial
o�set reported as FWHM according to NEMA NU 4-2008.
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a

b

c

Figure 7.10: Spatial resolution test results of Inveon DPET published in [176] (a),
LabPET-8TM published in [177] (b), ClearPET (c, left), and rPET-1 (c, right) pub-
lished in [175]. For ClearPET and rPET-1 the result is shown only in case of measure-

ments in the axial center of FOV.

The image quality evaluation is done using two standardized phantoms described in

the NEMA NU 2-2001 and NEMA NU 4-2008 protocols and, additionally, two modified

versions of these phantoms. The modified phantoms are needed to find out how the

scanner performs in more challenging conditions.
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7.5.1 Small animal phantom analysis

7.5.1.1 Method

According to the NEMA NU 4-2008 protocol prescription, the small animal phantom

should be simulated for the image quality evaluation. The phantom, its position in the

scanner, and the activity concentration are the same as presented in the section 7.1

(Figure 7.1). It is necessary to collect data during 20 minutes, excluding the time

required for the attenuation measurements.

The images should be reconstructed applying all available corrections to the data. The

chosen reconstruction algorithm (including number of iterations, �lters or other smooth-

ing), image matrix size, image pixel size, slice thickness, and other reconstruction pa-

rameters should give the best image quality.

In order to evaluate image quality, the NEMA NU 4-2008 standard requires to calculate

three di�erent merits:

� uniformity;

� RCs;

� Spill-over ratios (SORs).

Additionally, percentage standard deviations (%STD) should be calculated for each

merit.

The uniformity should be measured in the uniform region (central part) of the phantom.

It is a measure of attenuation and scatter correction performance. The noise (%STD) in

the uniform region indicates the SNR performance. In order to measure the uniformity,

the NEMA NU 4-2008 standard requires to draw a 22.5 mm diameter and 10 mm

long cylindrical volume of interest (VOI) over the center of the uniform region of the

small animal phantom. The average activity concentration, the maximum and minimum

values, and the %STD inside the VOI should be measured. The %STD is calculated as

the standard deviation divided by the mean value of the VOI multiplied by 100%.

The recovery coefficient (RC) can be de�ned as a contrast, i.e. the measured activity

concentration divided by the actual activity concentration. The RCs measured in the

hot rods included in a dense volume without any background activity indicate the spatial

resolution of the scanner. The RCs should be calculated for each of 5 hot rods. The

image slices that cover the central 10 mm length of the rods should be averaged to get

a single slice of lower noise. Then, circular ROIs should be drawn around each averaged
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rod with diameters twice the physical diameter of the rods. The maximum values in

each of the ROIs should be measured. Then, �ve line pro�les along the rods in the

axial direction should be created. The line pro�les must go through the voxels with

the maximum values. The voxel values measured along each line pro�le, divided by the

mean activity concentration found in the uniformity test should be used to calculate the

mean and the %STD of the RC for each hot rod. The %STD of the RCs (%STDRC)

should be calculated using the following formula:

%STDRC = 100 �

√(
STDline profile

Meanline profile

)2

+

(
STDUniformity

MeanUniformity

)2

(7.11)

The spill-over ratio (SOR) is the activity concentration in cold regions relative to the

mean activity concentration in the hot background. The SOR values measured in the

cold regions that are inside hot background activity indicate the scatter correction per-

formance. In order to calculate SOR values, VOIs of 4 mm in diameters and 7.5 mm

in length should be drawn in the water- and air-�lled cylindrical inserts. The ratio of

the mean in each cold insert to the mean found in the uniformity test gives SOR values.

The %STD of the SORs (%STDSOR) should be calculated as follows:

%STDSOR = 100 �

√(
STDSOR

MeanSOR

)2

+

(
STDUniformity

MeanUniformity

)2

(7.12)

7.5.1.2 Simulation approach, results, and comparison

The image quality of VIP is evaluated for di�erent reconstruction algorithms in order

to compare their performance. The used algorithms are 2-D FBP, OSEM, and LM-

OSEM. For the image quality evaluation the best images (that have the minimum value

of the average MSE) of the NEMA NU 4-2008 small animal phantom obtained in the

section 7.1 are used (Figure 7.3). The collected 10 million coincidences correspond to

�2 minutes acquisition time, that is 10 times shorter than the acquisition time required

by the protocol. For each reconstruction algorithm the pixel size is 0.25 mm and the

slice thickness is 2 mm. No attenuation, scatter or random corrections are applied to

any image. Since the data come from the simulation, no normalization is necessary. For

the NEMA NU 4-2008 image quality merits calculation, a C++ code program is devel-

oped. It reads the images in the inter�le format [184] and computes the all parameters

according to the NEMA NU 4-2008 standard procedure. The merits values for each

reconstruction algorithm are summarized in Table 7.3. Table 7.3 shows that the images

reconstructed with the 2-D FBP and the LM-OSEM methods have the highest contrast.

The 2-D FBP algorithm gives the lowest level of noise. Thus, the 2-D FBP algorithm
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Table 7.3: Image quality parameters of the phantom data obtained with VIP-PET
and reconstructed by di�erent algorithms

Parameter FBP OSEM LM-OSEM
cut-o� = 0.15 2 iterations 4 iterations

RC(%STD) 1 mm 0.3(12.7%) 0.053(19.7%) 0.28(22.1%)
RC(%STD) 2 mm 0.796(11.1%) 0.088(22.8%) 0.8(23.4%)
RC(%STD) 3 mm 1.2(10.1%) 0.14(19.4%) 1.0(26.8%)
RC(%STD) 4 mm 1.2(10.2%) 0.2(20.5%) 1.0(26.7%)
RC(%STD) 5 mm 1.19(10.8%) 0.17(20.8%) 0.85(29.8%)
Uniformity max. 4.66 0.0117 284
Uniformity min. 2.08 0.002 6.34
Uniformity mean 3.44 0.004 34.6
Uniformity %STD 9.74% 10.5% 16.99%
SOR(%STD) water 0.025(18.9%) 0.51(12.6%) 0.22(21.4%)
SOR(%STD) air 0.035(19.7%) 0.5(14.9%) 0.22(18.2%)

with the Hamming �lter and the cut-o� frequency of 0.15 gives the best image quality

in term of higher contrast, lower noise, and better uniformity. The OSEM algorithm

produce images of inferior quality when compared to FBP and LM-OSEM. In this case

additional optimization and the data correction are necessary to obtain better quality

images.

The comparison of the reconstructed images of the VIP, Inveon, LabPET-8TM scanners

are presented in Figures 7.11. A comparison of the RC values obtained for the three

scanners is shown in Figure 7.12. Overall, the images obtained with the VIP scanner

show better contrast and comparable noise with respect to the other scanners. As

expected, the three scanners have similar imaging performance in the absence of dense

scattering volume around the image target.

7.5.1.3 Small animal phantom in water sphere

The VIP scanner is designed to achieve images of very high quality in challenging condi-

tions as, for instance, the imaging of a human head. Therefore, the system is expected to

be relatively immune from scattered events contamination with no deterioration of the

imaging performance in the presence of a dense scattering volume between the emitting

source and the scanner ring. For this reason, an additional test with the NEMA NU

4-2008 small animal phantom is performed. In this test, the phantom is placed into a

water sphere with a radius of 150 mm. A total of 10 million coincidence sinograms are

collected to reconstruct the image for a total 3.7 MBq activity in the FOV.
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a

b

c

Figure 7.11: a: VIP. Small animal phantom reconstructed with 2-D FBP. b:
LabPET-8TM . Small animal phantom reconstructed with 2-D MLEM. The �gure is
taken from [177]. c: Inveon DPET. Small animal phantom reconstructed with 2-D

FBP. The �gure is taken from [176].

Figure 7.12: Comparison of RC of �ve rods of di�erent size ranging between 1 and
5 mm for 5 di�erent scanners.
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Figure 7.13: NEMA NU 4-2008
phantom placed in water sphere with
radius of 150 mm. The contamina-
tion from the scattered events is sig-

ni�cantly increased.

The image is reconstructed with the 2-D FBP algo-

rithm. Neither attenuation, scatter, random cor-

rections, nor normalization is applied. The pixel

size is 0.25 mm and the slice thickness is 2 mm.

A generalized Hamming window with 0.15 cuto�

frequency relative to Nyquist frequency is used for

�ltering in order to limit the ampli�cation of statis-

tical noise. Figure 7.14 presents the reconstructed

images of the hot rods, uniform region, and cold in-

serts with corresponding activity line pro�les. The

RCs for each rod, the minimum, the maximum and

the mean uniformity values of the center part of the

phantom, and the SOR of the two cold regions are

summarized and compared in Table 7.4. The im-

age quality parameters obtained for the standard

test are the one with the phantom in air are very

similar. Nevertheless, one should keep in mind that the VIP ring is at least three times

larger in diameter than a typical small animal PET.

a b c

Figure 7.14: Reconstructed images of the NEMA NU 4-2008 phantom placed inside
a non-radioactive water sphere. Corresponding activity line pro�les along the 1 mm

and 2 mm hot rods region (a), the cold inserts region (b), the uniform region (c).

The comparison of the two images in Figures 7.14 and 7.3(a) as well as the parameters

from Table 7.4, show no significant deterioration of the VIP image quality in

the presence of a dense scattering volume. This is an important feature of the

VIP scanner, not achievable by standard devices based on scintillating crystals. This
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is due to the excellent energy resolution of CdTe and the resulting very narrow energy

acceptance window.

Table 7.4: VIP image quality parameters comparison for NEMA NU 4-2008 phantom
placed in air and in water

Parameter In air In water

RC(%STD) 1 mm 0.3(12.7%) 0.31(19.1%)
RC(%STD) 2 mm 0.796(11.1%) 0.77(10.3%)
RC(%STD) 3 mm 1.2(10.1%) 1.2(10.5%)
RC(%STD) 4 mm 1.2(10.2%) 1.2(10.2%)
RC(%STD) 5 mm 1.19(10.8%) 1.17(10.1%)
Uniformity max. 4.66 4.49
Uniformity min. 2.08 2.25
Uniformity mean 3.44 3.41
Uniformity %STD 9.74% 8.95%
SOR(%STD) water 0.025(18.9%) 0.052(37.4%)
SOR(%STD) air 0.035(19.7%) 0.069(51.8%)

7.5.2 Big torso phantom analysis

7.5.2.1 Method

According to the NEMA NU 2-2001 standard, the big torso phantom should be simulated

for the image quality evaluation of WB PET systems. The torso phantom consists of

three parts: a body, a lung insert, and six �llable spheres of various sizes that are placed

inside the body. Figure 7.15 shows a general view of a real torso phantom used for WB

PET systems.

Figure 7.15: NEMA NU 2-2001 torso phantom for the image quality evaluation of
WB PET systems. The �gure is taken from [185].
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According to the NEMA NU 2-2001 protocol, the body should have at least 180 mm in

interior length. Its external height is 230 ± 1 mm and the longest radius is 150 ± 1 mm.

Figure 7.16: Transaxial positions of the six
fillable spheres in the body of the torso phantom.

The figure is taken from [163].

The lung insert is necessary to simulate

the attenuation of lung. It is a cylin-

der with outside diameter of 50 ± 2 mm,

wall thickness less than 4 mm and length

equal to the length of the body. The

insert is filled with a low atomic mate-

rial with of an average density equal to

0.3 ± 0.1 g/cm3. It should be centered

inside the body as shown in Figure 7.15.

The six fillable spheres have internal di-

ameters 10, 13, 17, 22, 28, and 37 mm and

wall thicknesses of ≤ 1 mm. The centers

of the all spheres should be placed at the

68 mm distance from the body back wall,

so that the centers are axially in the same

transverse slice (Figure 7.15). Transaxi-

ally, the centers of the spheres should be

placed at a radius of 5.72 cm from the center of the body (Figure 7.16). NEMA NU

2-2001 requires to place the center of the 17 mm diameter sphere along the horizontal

axis of the body.

Figure 7.17: The test phantom with a
radioactive line source inside, used for the
NEMA NU 2-2001 torso phantom analysis.

The body of the phantom should be filled with

18F radioactive water with activity concentra-

tion of 5.3 kBq/cm3 ± 5% at the start of

imaging. This activity concentration corre-

sponds to a typical injected dose for WB stud-

ies (370 MBq per 70,000 cm3). The phantom

should be placed inside the FOV of the scanner

along its axial direction, such that the centers

of the spheres are at the axial center of the

scanner (± 3 mm) and positioned transaxially

so that the transaxial center of the phantom is

in the transaxial center of the FOV. The lung

insert should not contain any activity inside of

it. The two spheres with diameters of 37 mm and 28 mm should be filled with nonra-

dioactive water for cold lesion imaging. The other four spheres of 22, 17, 13, and 10 mm
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in diameters should be �lled with 18F radioactive water for hot lesion imaging. The

activity concentration in the four smallest spheres should be 8 times (for the �rst data

acquisition) and 4 times (for the second data acquisition) higher than the background

activity concentration in the body.

Additionally, to imitate the clinical situation of having activity outside the scanner, a

long test phantom with a line source of certain activity should be also placed inside the

FOV of the scanner (Figure 7.17). The line source is a polyethylene tube at �800 mm in

length, with an inside diameter of 3.2 � 0.2 mm and an outside diameter of 4.8 � 0.2 mm.

The central 700 � 5 mm length should be �lled with 116 MBq 18F and put inside the

6.4 mm hole of a test phantom. The test phantom is a solid cylinder composed of

polyethylene and has an outside diameter of 203 � 3 mm and a length of 700 � 5 mm.

A hole of 6.4 � 0.2 mm is drilled parallel to the central axis of the cylinder at a radial

distance of 45 � 1 mm. The test phantom should be placed at the head end of the body

phantom abutting it (Figure 7.18).

Figure 7.18: Position of the test phantom and torso phantom in the scanner's FOV
according to the NEMA NU 2-2001.

The NEMA NU 2-2001 standard requires to calculate the data acquisition duration time

as follows:

TT,E =
60 min

dist
� axial step (7.13)

where TT,E includes both emission and transmission scan durations and any other tran-

sition time (for moving the source, uploading data, e.t.c.), the dist = 100 cm, and the

axial step is the distance the torso phantom is moved between positions in a WB study.

The emission and transmission duration times should be recorded as well as the total

axial imaging distance. The image should be reconstructed will applying all possible

corrections.
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For the image quality analysis, a slice centered on the hot and cold spheres should be

used. NEMA NU 2-2001 requires to create circular ROIs around each sphere. The

diameter of each ROI should be equal to the physical inner diameter of the sphere being

measured. The ROI analysis tool should take into account partial pixels and allow to

move the ROIs in increments of 1 mm or smaller.

ROIs should be also created in the background region of the torso phantom on the same

plane that passes through the centers of the spheres. Twelve 37 mm in diameter ROIs

should be drawn throughout the background at a distance of 15 mm from the edge of the

phantom but no closer than 15 mm to any sphere. After, the following sets of circular

ROIs should be created:

� 12 ROIs of 28 mm in diameters,

� 12 ROIs of 22 mm in diameters,

� 12 ROIs of 17 mm in diameters,

� 12 ROIs of 13 mm in diameters,

� 12 ROIs of 10 mm in diameters.

All these ROIs should be drawn concentric to the 37 mm in diameters background ROIs

(Figure 7.19). The same procedure should be repeated on the slices as close as possible

to � 1 cm and � 2 cm on either side of the central slice. Thus, the total of 60 background

ROIs of each size (12 background ROIs of each size on each of 5 slices) should be created.

The average counts in each ROI should be recorded.

Figure 7.19: Positions of 72 background ROIs (red concentric circles) on the plane
that passes through the centers of the spheres of the torso phantom. Green color
indicates the positions of 2 cold spheres, and dark blue color indicates the positions of

4 hot spheres. Light blue color corresponds to the cold lung insert.
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The contrast QH,j for each hot sphere j is calculated, in percentage, as follows:

QH,j =
CH,j/CB,j � 1

aH/aB � 1
� 100% (7.14)

Where CH,j is the average counts in the ROI for sphere j, CB,j is the average of the

background ROI counts for sphere j, aH is the activity concentration in the hot spheres,

and aB is the activity concentration in the background. The contrast QC,j for each cold

sphere j is calculated, in percentage, as follows:

QC,j =

(
1�

CC,j
CB,j

)
� 100% (7.15)

Where CC,j is the average counts in the ROI for sphere j, CB,j is the average of the

background ROI counts for sphere j. The background variability Nj for sphere j can be

calculated, in percentage, as follows:

Nj =
SDj

CB,j
� 100% (7.16)

Where SDj is the standard deviation of the background ROI counts for sphere j. It is

calculated as:

SDj =

√∑K
k=1(CB,j,k � CB,j)2

K � 1
, K = 60 (7.17)

In order to calculate the accuracy of the attenuation and the scatter corrections, a

circular ROIs with a diameter of 30 � 2 mm should be centered on the lung insert on

each image slice. The average pixel value in each ROI (Clung,i) for each slice i should

be measured. After, 12 circular background ROIs with diameters of 30 � 2 mm should

be created on each slice at the locations speci�ed for the background ROIs mentioned

in the previous paragraph. Average pixel values within these background ROIs (CB,i)

for each slice i should be found. In order to measure the residual error in scatter and

attenuation corrections, the relative error (the di�erence between the expected count

and the measured counts, expressed as a percentage) �Clung,i for each slice i should be

calculated as follows:

�Clung,i =
Clung,i
CB,i

� 100% (7.18)

Where Clung,i is the average counts in the lung insert ROI, and CB,i is the average of

the 60 37-mm background ROIs.
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7.5.2.2 Simulation approach, results, and comparison

The phantom geometry was built using GAMOS software package mostly following the

prescriptions of the NEMA NU2-2001 standard. As the protocol requires, it consists

of a body, a lung insert and six spheres with various sizes that are placed inside the

body. However, the shape and the size of the body is changed. The cylindrical shape

of the body, instead of the torso-like one that the NEMA protocol requires, was chosen

to simplify the simulation of the torso phantom in GAMOS (Figure 7.20). Additionally,

the body, the spheres and the lung insert do not have any plastic walls, so the phantom

consists only of water and a material of human lungs density. The simulated body's

diameter is 240 mm, it has a length of 180 mm and it is made of 18F radioactive water

of total �39 MBq background activity (corresponds to 5.3 kBq/cm3). The lung insert

is made of human lung material with density of 1.05 mg/cm3. The simulated human

lung material consists of 10.3% of hydrogen, 10.5% of carbon, 3.1% of nitrogen, 74.9%

of oxygen, 0.2% of phosphorus, 0.2% of sodium, 0.3% of sulphur, 0.3% of chlorine, and

0.2% of potassium. Inside the phantom there are 4 spheres with diameters of 22, 17, 13

and 10 mm �lled with 18F radioactive water of \hot" activity and 2 \cold" spheres with

diameters of 37 and 28 mm �lled with nonradioactive water. All the spheres are placed

at 70 mm from the front wall of the phantom.

Figure 7.20: The simulated torso
phantom. The green spheres are �lled
with non-radioactive water and the
blue ones are �lled with radioactive
water. Center insert is made of human
lung material and does not have any

activity.

The simulation is performed with hot spheres to

background activity ratios of 8:1 and 4:1 as NEMA

NU 2-2001 standard requires. In both cases 10 mil-

lion coincidence sinograms have been collected to

reconstruct the image. The image is reconstructed

using the OSEM algorithm. The OSEM algorithm

is chosen because the STIR package provides data

attenuation correction for it. Since the torso phan-

tom is big, attenuation of photons greatly distorts

the image. Thus, despite OSEM shows the worst

results obtained in section 7.1 and 7.3, the qualities

of the FBP and LM-OSEM images reconstructed

without the correction for photon attenuation are

much worse.

The sinogram pixel size is set to 0.75 mm. The

optimal pixel size for the VIP-PET scanner is

0.25 mm. However, in this test, a relatively small

number of coincidences was used to reconstruct the image. Thus, a bigger image pixel



Chapter 6. VIP Image Reconstruction 145

size is chosen in order to increase the SNR of each individual pixel (Eq. 3.13). The slice

thickness is 2 mm and the matrix size is 401 � 401.

The image quality was evaluated after 40 iterations using only 1 subset. These numbers

of the iterations and the subsets have shown the best result. The 3-D median �lter is

used for the image smoothing.

Figure 7.21: 18F activity distribu-
tion of the simulated torso phantom.

To quantify the image quality, ROIs with diame-

ters equal to the physical inner diameters of the

spheres are drawn on the spheres and throughout

the background. Six background ROIs are drawn

in the central slice, as well as in slices � 10 mm

and � 20 mm away, for a total 30 background

ROIs of each size. All image quality parameters

for both concentration ratios are computed follow-

ing the NEMA NU2-2001 prescription.

Figure 7.21 shows the 18F activity distribution of

the simulated NEMA NU2-2001 torso phantom.

Figure 7.22 shows a representative image of the

torso phantom from the study with 8:1 (a) and 4:1

(b) ratio of the hot spheres to background activ-

ity. The line pro�les for the 2 smallest hot spheres for both studies are demonstrated

in Figure 7.23. The NEMA NU2-2001 image quality parameters are summarized in

Table 7.5.

As can be seen, in both cases the smallest hot sphere is clearly visible. The image

quality analysis shows that the VIP scanner produces low background variation and

high cold and hot contrasts even in the more challenging condition of 4:1 hot spheres to

background ratio. The VIP scanner provides very low values of �Clung corresponding

to almost no residual reconstructed radioactivity concentration in the lung insert.

These results become more signi�cant if one takes into account the small number of

coincidences that were used to reconstruct the image and the use of not optimal recon-

struction method.

The comparison is done using the real measurements of four Siemens ECAT PET

scanners: HR+, EXACT, ACCEL, and EMERGE [186]. ECAT EXACT and ECAT

HR+ are based on BGO detectors with dimensions of 6.75 � 6.75 � 20 mm3 and

4.05 � 4.39 � 30 mm3 respectively. ECAT ACCEL and ECAT EMERGE, use LSO

crystals with dimensions of 6.45 � 6.45 � 25 mm3 each one. The four scanners have the

same transverse FOV of 583 mm. The EXACT, ACCEL, and EMERGE have the same
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a b

Figure 7.22: Torso phantom reconstructed images. The hot spheres to background
activity ratio is a: 8:1, and b: 4:1. Both images are reconstructed with 10 million

coincidence sinograms.

a b

Figure 7.23: Corresponding activity line pro�les along the 13 mm and 10 mm hot
spheres. The hot spheres to background activity ratio is a: 8:1, and b: 4:1.

Table 7.5: Image quality parameters of reconstructed torso phantom image obtained
with VIP PET

8:1 4:1 8:1 4:1

37mm Cold cont. 73.1% 73.9% Backg.var. 3.0% 2.8%

28mm Cold cont. 64.2% 60.6% Backg.var. 4.5% 3.7%

22mm Hot cont. 66.6% 24.9% Backg.var. 5.8% 4.3%

17mm Hot cont. 55.3% 21.5% Backg.var. 6.9% 4.9%

13mm Hot cont. 38.8% 13.6% Backg.var. 8.0% 5.8%

10mm Hot cont. 20.7% 5.6% Backg.var. 9.4% 7.4%

Aver. �Clung 6.6% 6.1%
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axial FOV of 162 mm, while one of HR+ is 155 mm. For the NEMA NU 2-2001 image

quality test all scanners were operated in 3-D data acquisition mode.

The 70-cm-long line source of the test phantom is �lled with 35 MBq 18F for the ACCEL

system and with 90 MBq 18F for the other three scanners. The background activity

concentration of the torso phantom ranges from 2.8 to 7.5 kBq/cm3. The cold lung

insert is �lled with unboiled noodles and has a density of 0.33 g/cm3. The attenuation

correction is applied for the data of each PET scanner. The images are reconstructed

with the OSEM algorithm using 8 subsets and 2 iterations followed by a Gaussian

�ltering.

The main numbers resulting from the image quality test are summarized in Table 7.6,

and the reconstructed images for all scanners are presented in Figure 7.24.

Table 7.6: Quality parameters of reconstructed torso phantom of four Siemens ECAT
PET scanners

Scanner

Parameter HR+ EXACT ACCEL EMERGE
Transverse FOV 583 mm 583 mm 583 mm 583 mm

Hot Sphere/Backg. 8:1 4:1 8:1 4:1 8:1 4:1 8:1 4:1

Backg.var.(37mm),% 5.3 6.2 5.0 5.4 3.8 4.1 5.5 6.2

Backg.var.(10mm),% 10.6 13.4 9.2 9.8 5.1 4.9 13.7 11.6

Hot cont.(22mm),% 43.1 46.2 34.2 64.8 35.9 37.2 49.9 60.3

Hot cont.(10mm),% 12.6 1.4 6.0 13.7 7.2 1.1 4.9 20.8

Cold cont.(37mm),% 56.4 54.1 40.2 44.8 55.5 57.0 46.9 44.8

Aver. �Clung,% 34.3 34.0 40.7 42.3 47.8 44.3 28.7 29.9

Figure 7.24: Transverse images of the torso phantom done with the hot sphere/back-
ground ratio of 8:1. The images show the section across the center of the spheres. a:
ACCEL. b: EXACT. c: HR+. d: EMERGE. The 10 mm sphere is indicated by arrows.

The �gures are taken from [186].

The VIP scanner is clearly outperforming the results of the commercial devices. Higher

contrast and lower background variation is observed in almost all cases, and it is espe-

cially signi�cant if to consider the big di�erence in the number of coincidences used to

produce the images. A simple calculation shows that the HR+ and EXACT scanners

used about 200 million coincidences, and the ACCEL and EMERGE scanners collected

about 100 million coincidences to reconstruct the image, whereas the VIP needs only
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10 million coincidences to get the image of better quality. Taking into account the VIP

sensitivity of 14.37 cps/kBq for a 700-mm-long line source, and high activity of the torso

phantom (39 MBq), one can expect that total 10 million coincidences can be collected

during �20 s acquisition time.

7.5.3 Modified torso phantom analysis

7.5.3.1 Method

Figure 7.25: Simulated modi�ed
torso phantom. All sphere diameters

are reduced by factor of 2.

The simulation of the torso phantom and the cor-

respondent assessment of the reconstructed image

quality is aimed to evaluate the performance of the

WB scanners. For this reason, the imaging of the

torso phantom is not optimal for a scanner meant

for brain imaging such as the VIP. So, a modi�ed

torso phantom is simulated to provide more chal-

lenging conditions for a more stringent test of the

image quality performance. In the modi�ed phan-

tom, diameters of all the spheres are reduced by

a factor of 2 while keeping the other dimensions

the same as in the torso phantom described in the

previous section (Figure 7.25). The modi�ed torso

phantom is �lled with 18F radioactive water of ac-

tivity concentration of �39 MBq. The test was

performed with a hot spheres to background activity ratio of 8:1. The image quality

parameters are computed the same way as the NEMA NU 2-2001 standard requires.

7.5.3.2 Simulation approach, results, and comparison

A total of 30 million coincidence sinograms have been collected for the OSEM recon-

struction. The sinogram pixel size is set to 0.75 mm, the axial slice thickness is 2 mm

and the matrix size is 401 � 401. The attenuation correction was applied. The image

quality was evaluated after 80 iterations using only 1 subset. The median �lter was

used to reduce the noise. Figure 7.26 shows the activity distribution in the modi�ed

torso phantom and the diameters of the hot and cold spheres that were used for im-

age analysis. The image was reconstructed with the OSEM algorithm. Figure 7.27(a)

shows the reconstructed image that corresponds to the study with 8:1 hot spheres to

background activity. The reconstructed activity for all spheres, but 5 mm, is well above
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the background. Because of the little statistics of this test, the reconstructed activity of

the 5 mm diameter sphere is at the level of the background uctuations.

Figure 7.26: 18F activity distribu-
tion in the modi�ed torso phantom.

All NEMA NU2-2001 image quality parameters are

presented in Table 7.7. As expected, the results

show a deterioration of the contrast with decreas-

ing sphere diameter and the corresponding increas-

ing of the background variability. Despite the low

contrast values for the smallest hot sphere, the line

pro�le in Figure 7.27(b) clearly shows enhanced ac-

tivity in correspondence to its position.

For the detection of small lesions and/or small size

metabolism of a brain when there is background

activity, the much bigger number of coincidences

and the optimization of the reconstructed param-

eters are necessary. Nevertheless the ability of the

VIP scanner to locate such small hot objects in the

warm background using a small number of coincidences shows its excellent potential in

terms of spatial resolution and image contrast.

a b

Figure 7.27: a: reconstructed image of the modi�ed torso phantom. b: corresponding
activity line pro�les along the 6.5 mm and 5 mm hot spheres.
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Table 7.7: Image quality parameters of reconstructed modi�ed torso phantom ob-
tained with VIP PET

8:1 8:1

18.5mm Cold cont. 52.4% Backg.var. 3.9%

14mm Cold cont. 34.8% Backg.var. 5.5%

11mm Hot cont. 27.2% Backg.var. 6.8%

8.5mm Hot cont. 16.6% Backg.var. 8.0%

6.5mm Hot cont. 8.8% Backg.var. 9.2%

5mm Hot cont. 2.6% Backg.var. 10.0%

Aver. �Clung 2.1%

7.6 Simulation and image reconstruction of real 3-D hu-

man head phantom

7.6.0.3 Method

In order to assess the expected imaging VIP performance in pseudo-clinical conditions,

a realistic 3-D human brain phantom is simulated. The brain phantom is created using

GEANT4 from a set of 20 DICOM �les [187] representing the voxelized digital images of

20 axial slices of a real brain obtained with a CT scan. It contains about 1 million voxels.

Each voxel represents di�erent human head material such as gray matter, white matter,

water, skull, skin etc. Each material has a density corresponding to typical values for

adults. The phantom is �lled with 18F radioactive source of 111 MBq total activity that

is 30% of a typical injected dose for body studies (370 MBq). The gray matter to white

matter speci�c activity ratio is 3:2, corresponding to a realistic distribution in case of

studies with 18F positron source [90]. 100 million total coincidences are collected. The

image was reconstructed using 2-D FBP method without applying any data correction.

The pixel size is 0.89 mm and the slice thickness is 6.83 mm. These dimensions were

chosen to be the same as corresponding dimensions of the DICOM image voxels.

7.6.0.4 Results

An example of one DICOM �le is shown in Figure 7.28(a). The Figure 7.28(b) demon-

strates a slice of the simulated 3-D phantom that corresponds to this DICOM image.

The brighter gray regions correspond to higher 18F metabolism. The resulting image

reconstructed using FBP is presented in Figure 7.28(c). The result does not include the

attenuation correction. The �gure represents the chosen brain slice (the same one as

in Figures 7.28(a) and 7.28(b)) after scanning the whole reconstructed phantom. The

brain structure and its 18F metabolism are clearly visible from the simulation results.
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Though, the obtained result (Figure 7.28c) is very good, this test is under estimating

the performance capability of the VIP scanner. The test was not carried out at the

optimized dose of 32 MBq (see section 6.8.1), and the attenuation correction was not

applied for the reconstructed data.

a b c

Figure 7.28: a: example of one DICOM �le. b: a slice of the simulated 3-D brain
phantom corresponding to the DICOM �le on the left. c: the same slice as one on the

left after the whole brain reconstruction.



Chapter 8

Conclusions

The VIP project is under development and the results presented in this thesis are based

on simulation using GAMOS software package. The assumptions and the parameters

that were used for the VIP PET simulation at the level of physics, geometry, and elec-

tronics are from the technical design of the VIP scanner and from the lab tests for the

case of the CdTe detectors and VIP-PIX ASIC. In order to assess the quality of the

simulation, the Siemens ECAT HRRT PET scanner was simulated and its performance

was tested. The results obtained in the section 6.4 show good agreement with the ex-

perimental data collected by ECAT HRRT PET. Additionally, to make our results more

robust, the VIP PET scanner simulation was repeated assuming some defects in the VIP

geometry and electronics. The results of this test shows the big impact on the SF and

the total sensitivity (section 6.4). However, the overall performance of the VIP scanner

in such a worst case scenario stays considerably good.

The counting and the image quality performance of the simulated VIP scanner was

completely characterized using the NEMA NU 4-2008 and NEMA NU 2-2001 protocols.

Additionally, the scanner was tested in pseudo-clinical conditions with the simulation of

the screening of a real human head.

The crack-free geometry of the VIP scanner with a stopping power of 4 cm CdTe provides

a sensitivity of 14.37 cps/kBq (according to NEMA NU 2-2001 standard). A very low

scatter fraction is achieved due to the good energy resolution provided by the CdTe

detectors. The high number of channels in the VIP scanner (450 channels/cm3 ) makes

the full system less a�ected by the dead time of the individual detector voxels. This

e�ect, together with the good energy resolution, leads to a very good NEC rate. The

calculated NEC peak values are 908 kcps at 1.6 MBq/mL for the NEMA NU 4-2008

mouse phantom, and 122 kcps at 5.3 kBq/mL for the NEMA NU 2-2001 test. The high

sensitivity together with the virtually noise-free data acquisition allows to dramatically

152
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reduce the scan time and thereby reduce the image blurring due to the motion of the

patient. On the other hand, the patient dose can be signi�cantly reduced while keeping

the time of the screening the same. It permits to perform a large number of consecutive

low-dose scans in order to control and accurately follow the disease treatment or the

drug development.

Tests based on both NEMA NU 2-2001 and NEMA NU 4-2008 standards show excellent

spatial resolution (�1 mm) in the FOV center. Nowadays, such a good spatial resolution

is achievable only by small pre-clinical state-of-the-art PET scanners. Moreover, sim-

ulated images acquired with the VIP are generally characterized by high contrast and

low noise, and are obtained with a very small number of coincidences. The system is

shown in simulations to be capable to detect down to 1 mm diameter hot rods without

background activity down to 5 mm diameter hot spheres in the presence of background

activity with only few seconds scan time needed to get good quality images. No dete-

rioration of the image quality is observed in the presence of a dense scattering volume

between the imaged source and the VIP scanner. This e�ect is again due to the excel-

lent energy resolution of CdTe and the resulting very narrow energy acceptance window.

This is a unique feature of the VIP scanner, not achievable by standard devices based

on scintillating crystals.

The cutting edge potential of the VIP design is �nally proven by the results of the

simulation of the screening of a real human head. Despite the use of not optimal dose

(111 MBq instead of 32 MBq), the data without the attenuation correction, and, �nally,

challenging condition represented by the high density of the brain material and the small

variation of the sugar uptake in di�erent regions of the brain, the brain structure are

neatly visible in the reconstructed images.

Though the VIP team is aware of the big engineering challenge of translating the sim-

ulation �ndings into a real working device, the results of this study are very promising

and show the high potential of the VIP concept for the future PET generation.

In conclusion, it has been proven that the VIP novel design has the potential to revolu-

tionize the PET technique by providing unprecedented high-resolution/high-sensitivity

images. Simulation results presented in this thesis are driving the development and the

optimization of a fully operative prototype that will prove the feasibility of the VIP

concept.
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