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ABSTRACT

Video services have become part of everyday interactions and contribute to a major
portion of network traffic. Their broader usage includes out-of-the-ordinary scenarios
as aid in emergencies, or telemedicine. Moreover, user demands of such services
in terms of overall user experience continue to increase, leading to more specialized
Quality of Experience (QoE) requirements. Guaranteeing a level of satisfaction to the
user in challenging scenarios where the alternative networks are heterogeneous in
nature continues to be an open issue.

The main objectives of this thesis have been to: 1) propose a framework for hetero-
geneous networking that allows for a seamless delivery of video content along diverse
heterogeneous networks, 2) propose a user-centric framework for video transmission
in line with heterogeneous networking, and 3) design a complete model and solu-
tion to provide video adaptation in heterogeneous networks such that it meets the
requirements for user satisfaction.

The contributions of this thesis, such that the three objectives are met are as follows.
First, we propose to model heterogeneous networks with a holistic approach. The

methodology of this holistic system design is based on two novel concepts. On one
hand, to provide a framework by which heterogeneous network instances can be mod-
eled to guarantee generality and robustness. On the other hand, to uniquely charac-
terize the network instances via their min-cut. The strength of this framework is its
usage as an underlying system model that can guarantee seamless content delivery
regardless of the network instance. The latter is possible by formulating a general
cross-layer optimization for content delivery, coherent to information-centric network-
ing philosophy.

Second, we propose a QoE-driven adaptive video framework, based on a cross-layer
optimization formulation. The derived adaptive video algorithm for time-variant net-
works is delay-driven, hence contemplates the constraints of long-delayed networks
and the challenges of establishing a feedback loop to enable the network adaptability.
The framework is evaluated systematically, in both an emulation and a fully imple-
mented experimental environment.

Third, we propose the main contribution of this thesis: a complete model to provide
user-centric video services in heterogeneous networks. The problem of combined
erasures and congestion in best effort network is decoupled to match the specific
degrading effects on the video. This allows for two separate QoE driven optimization
approaches in time (freezes) and space (artifacts) domain. The complete solution offers
a feasible dynamic streaming adaptation that suits constraint heterogeneous networks
such as satellite. The performance is evaluated through a novel QoE three-dimensional
analysis. The overall solution contemplates a novel semantical dimension, in line with
information-centric networking, with an unexplored take on semantics that intends to
reflect on the perceptual needs of the end user. We prove the strength of our design for
the situation awareness scenario, where heterogeneous networks are often used, and
show substantial gain in terms of mitigation of the effects of congestion and erasures
while improving QoE and achieving the expected user’s perceptual demands.
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1 INTRODUCT ION

1.1 motivation

Current and future trends in network convergence create challenges of interoperabil-
ity as well as integration obstacles among different kinds of networks. Such hybrid
network configurations are diverse and in need of a model characterization. Circum-
stances are particularly challenging for solutions that combine terrestrial and satellite
networks for specialized uses, such as emergency operations or telemedicine in remote
areas.

The convergence towards an IP-waistband in networking, with the “everything over
IP/IP over everything” paradigm has helped integrate next generation networks un-
der the IP protocol stack premise. However, given the diversity in the performance and
configuration of hybrid networks, and the imminent shift to an information-centric In-
ternet of Things (IoT), a gap remains as to how these network instances are to be
modeled.

These heterogeneous networks may offer limited or no Quality of Service (QoS)
guarantees, may suffer from failures, be bandwidth limited, and shared by many users.
Meanwhile, video services have become part of everyday interactions and contribute
to a major portion of network traffic. The afore-mentioned characteristics of heteroge-
neous networks influence the performance of video streaming services, damaging the
Quality of Experience (QoE) of the end-user.

Optimization of video services is primarily tackled from two perspectives. On one
hand, at the application layer of the protocol stack, from an image processing perspec-
tive, with efficient, error-resilient video (source) coding techniques (HEVC, VP8) and
intelligent stream generation and encapsulation. On the other hand, at lower layers of
the protocol stack, from the communications and networking perspective. The latter
includes cross-layer alternatives, relevant for wireless access networks, to exploit both
perspectives for a higher performance.

While the literature is broad, solutions are often solving partially the challenges
faced when the aim is to guarantee user satisfaction when delivering video in het-
erogeneous networks. Some are QoS oriented rather than user-centric, others lack
a global understanding of heterogeneous networking for a generalized optimization
and adoption. Cross layer techniques in particular have been broadly adopted for all
sorts of QoS resource management with success. Nevertheless, most of the approaches
are network-specific. As interoperability with standards and co-habitance becomes an
asset, offering closed specialized solutions may not be attractive. Two main trends,
internet-oriented and supported by standardization tracks, can be currently distin-
guished in video streaming, differentiating real-time services [1], from server-client
video on demand solutions [2].

User demands of video services have grown and will continue to do so in the near
future as broadband penetration increases, leading to more specialized QoE require-
ments depending on the service/scenario. Video is becoming a commodity, penetrat-
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2 introduction

ing a wide range of usage, proving to be more than entertainment. This is true and
more palpable in urban areas with fixed or wireless broadband access reaching the
tens of Mbps with e.g. 4th generation mobile technologies. This reachability/avail-
ability is pushing the users to demand higher levels of QoE, also in less common and
more challenging scenarios and for a broader range of applications other than the
purely recreational. Guaranteeing a level of satisfaction to the user in such scenarios
is a difficult task that has been scarcely explored. Moreover, those scenarios are a
typical example where heterogenous networks are used.

In this thesis, we target the case of video for challenging heterogeneous networking
scenarios beyond purely recreational, driven by the user’s QoE demand. The goal is
to propose models and feasible solutions that tackle the aforementioned challenges
that are inherent to these kind of scenarios. We aim for an approach that is novel,
user-driven and in line with the evolving information-centric user-driven networking.

A practical illustrative application is the case of video for situation awareness pro-
vision. Typical scenarios are emergency operations, monitoring, among others. Video
has been proven to aid in the cognitive processes that lead to the acquisition of situa-
tion awareness, but its relationship to QoE, and how limited QoS provision in a video
transmission hinders the use of video at all, has not been assessed.

1.2 objectives

Based on the challenges described above, the main objectives of this thesis are the
following:

Objective 1: Propose a framework of heteregeneous networking.

This framework shall be a novel contribution to the state-of-the-art, coherent with
upcoming information-centric networking and focus on video services. It shall be
coherent with information-centric approaches, where heterogeneous networks can be
characterized regardless of their diversity in access network, end-devices, or network
architectures. Moreover, the framework shall enable a suitable basis for optimized
video services.

Objective 2: Propose a user-centric performance framework for adaptive video transmission.

This framework shall be in line with information-centric networking, and be aware of
the QoS/QoE interplay. It shall contribute to the state-of-the-art by providing practi-
cally feasible QoE driven solution, aware of the interplay of QoS and the constraints
inherent to heterogeneous networks. This solution shall be designed such that fits into
the heterogeneous networking framework of Objective (1).

Objective 3: Develop a complete model and solution for video adaptation over heteroge-

neous networks.

The solution should build upon our proposed frameworks from Objectives (1) and (2),
to provide novel modeling and analysis of the QoS/QoE interplay and propose alter-
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natives to enhance user’s satisfaction for video services beyond recreational purposes,
in coherence with information-centric-networking.

As study case, the situation awareness application is chosen for performance analy-
sis for its relevance in some heterogeneous networks.

1.3 context of this dissertation

Part of the work leading to the results of this thesis was carried out within inter-
national projects with very practical user-oriented approaches. This doctoral thesis
has taken the ideas developed in these projects to an academic level, with the proper
modeling and generalizations.

GEO-PICTURES (acronym for GMES and Earth Observation combined with Posi-
tion based Image and sensor Communications Technology for Universal Rescue, Emer-
gency and Surveillance) [3], part of the European Commission’s Seventh Framework
Programme (FP7), was a user driven project focused on integrating different real time
sources of image communications in near realtime for the purpose of mitigating dam-
ages in humanitarian and environmental emergencies. It involved different partners,
with experts in emergency and rescue operations from United Nations and the Euro-
pean Civil Protection, as well as a multidisciplinary research teams.

The project BEATLES (acronym for BGAN Enhanced Alphasat Technology for L-
band Extended Spectrum)[4], partly funded by the European Space Agency (ESA),
was part of ESA’s call for applications to the recently launched Alphasat satellite. The
objective of BEATLES was to offer improved user experience in image and video de-
livery over band limited Mobile Satellite Services in the L-band. The target users were
disaster and emergency relief organizations in need of situation awareness. Inmarsat’s
satellite constellations and its BGAN network offered the Mobile Satellite infrastruc-
ture.

The project entitled “Mejora de la Atención Sanitaria en Entornos Rurales medi-
ante Aplicaciones de Telemedicina sobre Tecnologías Inalámbricas" (MASERATTI) [5]
brought academics and field practitioners together, to define suitable wireless tech-
nologies in rural areas, develop a number of telemedicine services for remote medical
attention and study the feasibility of deploying such technologies in remote areas of
Latin America.

1.4 structure of the dissertation

The structure of this dissertation is based on the three main objectives addressed,
covering one chapter per objective. The contribution per chapter is as follows:

1. Chapter 1: The current chapter introduces this doctoral thesis. It presents the
motivation for this work, its context and main objectives. Further it describes
the overall structure of this thesis and lists the contributions related to the work
presented.

2. Chapter 2: This chapter provides the context and preliminaries to the work and
contributions of this dissertation. We describe the preliminaries on heteroge-
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neous networks and the study case of networks for emergencies and telemedicine
in remote areas (a contribution to [6]). We contextualize video adaptation and its
various approaches, followed by preliminaries on information-centric network-
ing. Finally, we provide preliminaries for QoE for video, with definitions, map-
pings and metrics. As a study case for user’s QoE in video services beyond
recreational we present the concept of situation awareness and its context for
video.

3. Chapter 3: This chapter contributes to the achievement of Objective (1). It
presents the main contribution towards this objective with a holistic approach
to model heterogeneous networks. With this framework, generality and robust-
ness are guaranteed regardless of the network instance. The chapter explains the
methodology applied, how the network instances can be characterized via the
min-cut, and how this framework enables a general cross-layer optimization for
multimedia content delivery. To show its usefulness, several realistic instances
are presented, all within the context of emergency and humanitarian response.
Further, the results of field testing show the real challenges in the heterogene-
ity of the network instances. Finally, we present a case of system design for
a hybrid network for environmental monitoring. The work from this chapter
was presented in [7] as well as in several deliverable reports from the project
GEO-PICTURES [3].

4. Chapter 4: This chapter contributes to the achievement of Objective (2) by pre-
senting a user-centric framework for video transmissions with a QoE-driven
cross-layer optimized framework. First it presents the theoretical formulation,
with roots in the general cross-layer optimization from Chapter 3. Second, it
shows how it can be implemented. Performance of the resulting algorithm is
presented in both emulation and experimental phases. Further, the potential
of combining the QoE-driven adaptive video together with content aware over-
lapping network coding for erasure protection is assessed. The work from this
chapter was presented in [8, 9], and used as a starting point for [10]. Part of this
work was implemented for [4].

5. Chapter 5: This chapter presents the main contribution of this thesis with the
fulfillment of Objective (3). It presents a complete solution for adaptive video
over heterogeneous networks with the main novelties of space/time decoupling
of QoE/QoS interplay and the use of perceptual semantics. The chapter first
defines the scenario and challenges. Second, it presents a time-space decoupling
approach that allows for a complete solution with two independent optimiza-
tions, one tackling congestion (time), the other one erasures (space). Te overall
solution contemplates the use of random linear network coding for erasures.
The proposed mapping is based on perceptual features in QoE and system level
influential factors. Experimental results of the time-space decoupling for conges-
tion and erasures are presented using novel three-dimensional analysis. Further,
we introduce perceptual semantics, and analyze the study case of the situation
awareness scenario. The solution is mapped to future information-centric net-
works. The work presented in this chapter has been presented in [11, 12].

6. Chapter 6: This chapter draws the final conclusions and future lines of research.
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2 PREL IM INAR IES

This chapter introduces the preliminary aspects related to the state-of-the-art in video
services for heterogenous networks.

Section 2.1 discusses the preliminaries on heterogeneous networks, Moreover, it
presents practical aspects with a study case on emergencies and telemedicine scenar-
ios. Preliminaries on video adaptation follow in Section 2.2, with and introduction
to cross-layer optimization. The notions of information-centric networking are intro-
duced in Section 2.3 as a paradigm shift affecting video service provision. Finally, the
background on QoE for video is presented in Section2.4, with definitions, metrics and
related literature in particular for video. Moreover the concept of situation awareness
for video is introduced.

The link between how we meet the main objectives of the thesis and the state-of-the-
art will be discussed at the beginning of Chapters 3, 4, and 5, in order to more easily
highlight the novelties of the contributions of this thesis.

2.1 preliminaries on heterogeneous networks

Here we present an introduction to heterogeneous networks, the challenges faced and
examples in the literature of modeling alternatives.

Further, we will address a particular study case where the use of heterogeneous
networks is common, highlight the challenges and solutions for these scenarios.

2.1.1 Modeling heterogeneous networks

Heterogeneous networks are interconnecting a diverse variety of components, through
possibly diverse links. The nature of the heterogeneity can be determined by different
classifications.

Heterogeneity can be due to the following aspects. It can be that different commu-
nications modalities are part of the network, i.e., terrestrial wireless, terrestrial mobile,
satellite, fixed-line. It can reflect the possibility of different network topologies. It can
be due to different access networks, core architectures or new and legacy technologies
trying to coexist. Heterogeneity can also manifest in the different protocols used at
each of the layers of the protocol stack suite.

Interoperability of different network architectures and the demand for ubiquitous
access to the internet has contributed to the convergence towards a protocol stack
where the network layer protocol is the common base. The IP waistband paradigm
has been very successful in accomplishing this, but as the trend towards an ubiqui-
tous internetworking has lead to the possibility of diverse devices connecting to the
internet, leading to the Internet of Things, challenges in terms of interoperability still
persist.

7
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Difficulties of heterogeneous networks studied in the literature are, among others,
on-they-fly vertical handover, QoS management, interoperability, performance, secu-
rity, and interference management [13].

An example of heterogeneous networks occurs within the 4th generation of mo-
bile terrestrial standardization and beyond [14],where different cellular topologies are
exploited to simultaneously coexist and increase overall spectral efficiency.

2.1.2 Identification of practical aspects in heterogeneous networks: study case for

emergencies and telemedicine purposes

We discuss in this section examples of realistic scenarios where heterogeneous net-
works are the norm. We highlight the challenges faced in terms of networking, and
the common solutions used to provide connectivity.

2.1.2.1 Networks in humanitarian and environmental disasters

Timely and effective action taking when natural hazards events occur, is key in mitigat-
ing the potential devastating effects to the population as well as to the environment. A
rapid, focused response to events is possible when accurate and reliable information
about the situation is available to the decision makers.

challenges Network availability for in-situ communications is one of the chal-
lenges faced. Network infrastructure is often damaged during emergencies or un-
evenly deployed in the first place. Regular fixed line communications or any other
terrestrial-based network (including mobile) may be partially damaged. Furthermore,
even if the network is partially available, access to the network may be restricted due
to congestion.

When trying to establish fast/reliable communications from the field to an opera-
tions control center, different kinds of network may exist, hence heterogeneity is an-
other challenge. Each one of these access networks will have its own inherent channel
constraints. Moreover, disasters are location-agnostic. This means not only that het-
erogeneity in types of networks is characteristic but that these networks may perform
differently in different locations.

common options

Satellite Communications Satellite communications stand out as suitable network in
emergency communications for its ubiquity capacity as well as for not being affected
by any terrestrial hazard [15] The nature of the operation, will define the needs for a
short/medium term deployment of a satellite system or an immediate establishment
of communications means without any needed infrastructure in a nomadic type of
operation [ETSI TR 102.41 REF]. Examples for the former case are the very small
aperture terminals (VSAT) systems providing more bandwidth, while satellite phones,
the Thuraya network or the BGAN network by Inmarsat [16] can make the latter case
possible.

The advantages of satellite communications services can be summarized as [17]:
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Figure 2.1: MSS network architecture.

• Global reach: It is a service not subject to the density of users. The area of
coverage guarantees reaching a user regardless of its geographical location.

• Flexibility: easy installation with the possibility of using portable terminals such
as VSAT. It requires only a small simple infrastructure. Due to this fact it is also
an ideal solution to temporary services.

• It is a self-sufficient solution that does not depend on the availability and oper-
ability of the terrestrial networks.

• The aggregated cost of the intrinsic geography of the terrain and its location is
non-existent, compared to terrestrial solutions.

• In emergency and disaster situations, telemedicine gets support from satellite
networks to reach isolated and geographically difficult areas, without the need
of a telecommunications infrastructure operating.

Mobile satellite services (MSS) offer very attractive advantages to the disaster response
coordination community, with small portable terminals and no additional infrastruc-
ture. BGAN is an example of mobile or nomadic satellite services, operating in the
L-band with global coverage except in the poles. Fig. 2.1 shows the network architec-
ture of a MSS service like BGAN.

Two modes are offered to the user of the BGAN network: “streaming IP” or guaran-
teed service, and “standard IP”, or best effort. In emergency scenarios, the guaranteed
service may not be available, as more users may opt for the services offered by the
BGAN-like networks

Nevertheless, satellite networks may have the problems inherent to any wireless
channel, namely erasures, and if many users are using the resources, the available
bandwidth will reduce due to congestion. Furthermore, shadowing effects blocking
the Line of Sight in the satellite link [18] during transmission as well as heavy rainfall
at certain frequency bands may results in bursty erasures at packet level.

In addition, while VSAT networks may offer uplink rates in the order of megabits
per second (Mbps), MSS services offer limited bandwidth, in the order of the hundreds
of kilobits per second (kbps).
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Mobile terrestrial networks Mobile terrestrial network should not be discarded as
means of communication in emergency communications as they have by far overtaken
the fixed line coverage, and reached areas, specially in developing countries, where
they become the only available terrestrial network 1. By 2017, 85% of the population
will have third generation 3G mobile network coverage and 50% will have fourth gen-
eration mobile networks coverage, according to the report from the leading network
technologies provider Ericsson [19].

Nevertheless, heterogeneity of the deployment of mobile terrestrial networks results
in varying service provision across countries and regions, with prioritization of urban
areas for the highest QoS provision, and limited access to broadband in sub-urban
and rural scenarios. Further, as a shared medium, congestion at different times of day
may occur.

practical aspects In practice, emergency response follows a number of protocols
at regional and global level, aimed at organizing effective and rapid actions. Emer-
gency response activities require a high degree of coordination and involve interac-
tions among people with different background expertise.

Several organizations provide guidelines with the aim of standardizing this process
and define the technical requirements for assessment missions, including the type of
communications means available to first-responders. The International Humanitarian
Partnership (IHP) [20] specifies the support modules available for different types of
teams involved in first response, with a list of devices for communications means.
Target users such as the United Nations (UN) at global level, and the European Com-
munity Mechanism for Civil Protection at regional level, follow these recommenda-
tions and define their own standard assessment kits [21]. The assessment mission kits
(AMK) may include laptops, mobile phones, portable satellite terminals for broad-
band access to the BGAN network, and terminals for voice communications through
satellite.

Middle to longer term response to emergencies may follow guidelines from inter-
national standardization bodies in the field of communications, like the ETSI, which
outline possibilities of hybrid solutions for an emergency response network. It is
based on temporary terrestrial communications (3G, Wifi) linked to permanent satel-
lite networks.

2.1.2.2 Networks for telemedicine purposes in rural areas

We consider in this section the case of telemedicine as a medium to long term solution,
aimed at providing a certain degree of medical assistance to isolated areas.

The case of medical assistance in emergency scenarios offers similar alternatives
in terms of available networks as discussed in Section 2.1.2.1. Hence, it is worth
discussing different possible network architectures suitable for telemedicine provision.

For a specialized discussion on the matter, [22] discusses at length, all aspects in-
volved in the provision of telemedicine in rural areas. More details on satellite com-
munications for telemedicine scenario are available in [6].

1 see http://www.itu.int/osg/spu/ni/mobileovertakes/
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challenges Telemedicine appears as an alternative to provide professional medical
services to communities that lack in-situ medical professionals and are geographically
difficult to reach.

The challenges to deploy telemedicine networks from the networking point of view
are among others availability of network infrastructure, and geographical reachabil-
ity. Typically there is no fixed network infrastructure and there might be limited to
no mobile terrestrial connectivity. This motivates the use of alternative and ad-hoc
solutions that combine heterogeneous networks to provide communications link. The
geographical conditions, reachability and characteristics of the terrain also dictate the
alternative means of communications that are feasible given the scenario.

common options Satellite communications and hybrid solutions are a feasible al-
ternative for e-health in distant rural areas As with the case of humanitarian and
environmental disasters, satellite communications can offer the flexibility and global
reach needed to provide e-health to distant rural areas.

Network architectures that can be advantageous include the use of satellite technolo-
gies based on satellite communications standards for the return channel, like DVB-
RCS, to provide broadband services to remote areas. The Guidelines for connectivity
in rural areas from the International Telecommunications Union (ITU) [23], highlight
the use of VSAT systems using standards as DVB-RCS together with DVB-S2.

Remote areas often challenge the deployment of communications systems due geo-
graphical peculiarities, accessibility among others. In particular, the concrete case of
the Amazonian region has been studied in [24] due to the impact of heavy rainfall in
the satellite link in the Ka frequency band. The use of DVB-RCS/S2 for Voice over IP
(VoIP) services in remote areas was proposed in [25], with a hybrid configuration us-
ing WiMAX wireless links and satellite links. [26] presents an application of DVB-RCS
to telemedicine.

Hybrid architectures such as the one proposed in [27][28](, (See Fig. 2.2), are a
feasible option for telemedicine provision, that can cover wider extension using a
combination of wireless terrestrial and satellite topology. Broadband access in isolated
regions is guaranteed through a wireless local WiMAX network connected to a satellite
DVB-S2/DVB-RCS that serves as gateway to the internet.

Alternatives that explore other types of wireless architectures in similar challenging
settings are described in [22].

practical initiatives Following we present a summary of initiatives for the use
of satellite technologies for telemedicine that have been studied and deployed in re-
mote areas of developing countries and how they aid in providing medical services to
isolated communities.

africa Organizations such as the European Union, The European Space Agency
(ESA) and the World Health Organization (WHO), have been actively involved in
projects that support the use of satellite networks for health improvement.

[29] details the opportunities laying ahead for the use of satellite technologies in
telemedicine services in the sub-Saharan region. Some the the pilot cases presented
include projects in Mali, Uganda and Nigeria. Cases like Rwanda are worth highlight-
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Figure 2.2: Hybrid network to provide broadband to isolated areas.

Figure 2.3: Architecture of the T@HIS network.

ing: a satellite network is vital due to the fact that Rwanda is not connected to the
international fiber optics network.

asia The Indian Space Research Organization, ISRO, has launched pilot projects
focused on the application of satellite technologies for health and education [30]. [31]
presents the possibility of having a dedicated satellite to cover the needs of rural
regions of Asia and Africa in order to provide telemedicine services.

latin america The AmerHis system [32], enables broadband provision to the re-
gions covered by the Amazonas satellite operated by Hispasat. This system is totally
compatible with the satellite standards DVB-RCS and DVB-S, therefore enabling the
provision of IP services.

Fig. 2.3 shows the architecture proposed by the project T@HIS [33], focused on
telemedicine service provision in rural areas with difficult access in Latin America.
The provision of developed a medical networks via satellite in rural areas of the peru-
vian amazonian has been proposed in [34].
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2.2 preliminaries on video adaptation and cross-ayer

optimization

Video applications are populating everyday network usage. Heterogeneous networks
may not fully guarantee QoS, as they are product of converged networks of different
kinds.

In particular, video is occupying most of the traffic on the internet, the classic best
effort network. Video traffic, contrary to so-called elastic traffic, is highly affected by
the delay and throughput in a network. The need to adapt the video traffic to the time
variations of the network becomes crucial in order to guarantee QoE to the user.

Following we give an overview of the main trend in video adaptation, dealing in
particular with erasures and congestion.

2.2.1 Adaptive Video for congestion/erasures

2.2.1.1 Congestion

application layer Source adaptation techniques vary often from application to
application and have evolved together with the advances on video coding algorithms.
Source adaptation is performed in general terms either through variations in temporal
(frame rate), spatial (resolution), or fidelity (quality) descriptors of the video. These
can be performed for a single stream (i.e. H.264/AVC codec) or in multiple layers
(i.e. Scalable Video Coding in H.264/AVC, or H.265). Multiple description coding is
another approach to video coding available, where unlike SVC, results in streams that
can be independently decoded, without the aid of other streams.

The choice of source adaptation schemes in video streaming has been linked to the
application, delay-budget constraints and transport protocol used. In UDP streaming
on-they-fly bit rate control adaptation is common for real-time applications, best effort
networks [35]. In TCP scenarios, commonly chosen for non-real time such as Video
on Demand (VoD) over broadband networks, stream switching is performed. These
server-client solutions keep several versions of the video coded with different profiles,
and use standards such as Dynamic Adaptive Streaming over HTTP, DASH, [2] to
switch between pre-encoded streams as source adaptation, in a solution that meets
have way between streaming and progressive downloading.

transport layer Video streaming is growing in popularity in best effort internet
with over the top services that use the most common transport protocol: TCP. Al-
though TCP has an advantage in terms of practical deployment, it does not suit all
scenarios. On the one hand, TCP has low performance for streaming in satcom sce-
narios: the long round trip times and packet erasures decrease the TCP throughput,
leading to long startup delays in video playback. Moreover, even with long delays
at the start-up (in the order of several seconds), the video source rate cannot be of
more than half TCP throughput [36], which also decreases QoE. WIth regards to live
streaming of user generated content, HTTP options rely on intermediate servers to
prepare content for the clients e.g. in order to use DASH. This option again affects
QoE with longer startup delays and freezes. Improvements to general purpose TCP in
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satellite communications, includes performance enhancement proxy (PEP) solutions,
that alter the system architecture.

A variety of TCP-friendly congestion control schemes have been studied for video
streaming [37], [38], [39], [40] mainly focusing on the fairness of the schemes rather
than on the impact on QoE. Further, they rely on heavy feedback from the receiver,
a problematic issue in long-delayed networks. Real-time applications, on the other
hand, opt for Real Time Protocol (RTP) and use ad-hoc congestion control schemes
[35],[41]. They offer the flexibility our scenario needs at transport layer, but rarely
focus on QoE assessment nor on band limited long-delayed networks.

With respect to standardization, two distinct lines are traced, namely video confer-
encing applications are under the umbrella of RTCWEB for over-the-top video con-
ferencing applications [1], mainly ver UDP, while video on demand applications are
following DASH [2], mainly over TCP . Further, a a work group of the IETF is studying
congestion control algorithms for interactive real-time multimedia [42].

2.2.1.2 Erasures

Wireless systems in general, and in particular satellite systems, also suffer from packet
erasures due to poor wireless reception conditions and to the presence of channel
fading in wireless links, which can not be coped with by adaptivity at the physical
layer. This thesis does not focus on coding techniques for erasure protection, but
it does study how online video adaptation can be integrated with forward erasure
correction techniques in optimal ways to improve QoE. Hence we provide a short
overview of the different approaches to increase reliability in video transmission.

Two paths can be differentiated, namely add robustness within the video codec’s
internal structure, or implement it externally, at packet level or below in the protocol
stack.

Error concealment is part of state-of -art-codecs, with strategies that try to cope with
loss of video frames. Nevertheless, error concealment overcomes short temporal error
propagation but it may not be sufficient to handle a more severe one [43]. Therefore
external robustness means should be used according to the type of application.

Furthermore, the goodness of such error concealment methods relies not only on
the codec’s concealment algorithms but on the level of integration of the codecs into
the transport protocols, following payload guidelines dependent on each codec (as in
e.g. [44]).

Existing erasure recovery strategies mainly include retransmissions or use of redun-
dant packets. Retransmission based schemes (e.g. ARQ, TCP) may provide perfect
recovery, however, the increase in delay and overhead due to per packet feedback may
decrease the throughput, specially in case of wireless systems with when round trip
times are high.

Forward error correction (FEC) solutions that add redundancy to the data to be
delivered are either media-unaware, agnostic to the type of content, or media-aware.
Cross layer strategies for video robustness:[45], or Unequal Error Protection (UEP)
are part of the media aware strategies. [46] combines FEC with a feedback loop for ac-
knowledgments for random losses and bursty losses in the network. Other approaches
involve multi-path streaming and content-aware FEC.

Emerging topics in communications, such as Network Coding, have also been stud-
ied to add robustness in video streaming applications. Random Linear Network Cod-
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ing (RNC) [47],[48] allows mixing of packets to obtain a fixed amount of redundancy
such that enough protection is guaranteed without the need of feedback . The use of
RNC for reliable communication in wireless networks was first studied in [49] where
RNC is shown to be capacity-achieving for both unicast and multicast communication
with packet erasures. [50],[51],[52] also discuss the use of RNC for reliability.

2.2.2 Cross-layer optimization

The traditional layered paradigm of the Open Systems Interconnection (OSI) protocol
stack in communications networks provides simple layer-independent solutions to
optimize the performance of the network. Each layer in the stack has specific tasks to
fulfill, allowing for a modular, clean approach.

Nevertheless, in real-time applications and transmission of multimedia content, this
layered approach results in suboptimal performance. Furthermore, in wireless scenar-
ios the already limited resources are not able to adapt to the content requirements. All
layers are working separately at trying to optimize their processes disregarding each
other’s mechanisms to i.e. adapt to bad channel conditions at lower layers or improve
video/voice quality at higher layers.

An alternative to optimize the network performance is to exchange information
among layers, and in that way lower layers can adapt to the multimedia content re-
quirements while upper layers also adjust the content to the signaling from the lower
layers. There are different ways to design cross layer solutions, with different levels
of interactions among the layers in order to obtain an optimal strategy [45] that e.g.
minimizes power consumption, maximizes the throughput, guarantees a certain level
of QoS or QoE.

The cross layer queuing and scheduling architecture for a QoS aware transmission
of layered video in [53] is an example of a full cross-layer design in satellite communi-
cations scenarios. The cross layer signaling in this design involves all the layers in the
protocol stack. Other examples of cross-layer design in satellite and hybrid networks
[54] for reliability, and [55] for VoIP.

2.3 preliminaries on information-centric networking

Networking approaches are shifting from the traditional host-centric towards information-
centric architectures. The shift is driven by the user demands for content delivery, and
their new role of both producers and consumers of information in the Internet envi-
ronment. The aim of this approach is to integrate content delivery as a native network
feature, where focus is not on the network as an enabler of communication links but
as a platform for information dissemination.

Approaches in information-centric networking (ICN) propose fundamental changes
in networking architectures where the addressing is linked to the information rather
than to the host, the location of the information in the network is not relevant. [56, 57]
offer surveys of a currently very active research topic. Different approaches in ICN
are examined, some offering new, clean slate architectures completely independent of
the current IP protocol stack networking, while others propose architectures that co-
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habit with the very successful TCP/IP to which practically all kinds of heterogeneous
network architectures (regardless of their access medium) have converged to.

Some of the features of interest in ICN research (mostly from the Internet perspec-
tive as content distributor) are: optimization of content distribution by means of e.g.
in-network caching, reduction of replicated data, decoupling of time (asynchronous)
and space in content distribution (dissociation of provider/consumer as they do not
need to be aware of each other).

ICN is also influenced by the advent of plethora of end devices that are becoming
part of the internet landscape into what has been called the Internet of Things (IoT)
[58].

With respect to video, while video-on-demand is a clear beneficiary in ICN, other
services will coexist under this new paradigm. [59] ponders if ICN architectures are
ready for other sorts of video services, and shows how the capabilities of different
ICN proposed architectures can help, and what challenges remain for video services
provision.

Information-centric networking is particularly relevant to applications that intend
to deliver video content and cohabit in the future Internet of Things.

2.4 preliminaries on QoE for video

Quality of Service (QoS) has been the standard measure of performance in a network.
Its purpose tends towards representing the network provider’s benefits for an optimal
use of available resources rather than the end-user satisfaction with such services. This
paradigm is now shifting towards a user-centric evaluation of quality, from which
Quality of Experience (QoE) has emerged.

Efforts in characterizing what QoE means and how to model it have attracted the
research community, towards a more global understanding of user experience and
satisfaction with a service [60]. In particular for video, the complexity of this media
has been a challenge to model. The traditional notions of Quality of Video (QoV)
were in terms of fidelity metrics such as distortion [61], coming from image quality
assessment.

2.4.1 QoE definitions and literature

QoE is a multidisciplinary field aiming to understand the degree of human satisfaction
towards an application or service. General QoE models thus try to integrate psychol-
ogy, technology, business, context aspects, among others, into a holistic view of QoE
[62]. A thorough review of general purpose QoE models and QoE management for
wireless networks can be found in [63].

2.4.1.1 Definitions

Definition 1. Quality of Experience QoE is the degree of delight or annoyance of the
user of an application or service. [64].

Human, system and context are influential factors affecting QoE [64]:
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• Human factors consider emotional, sociological backgrounds among others. Ex-
amples are user needs and expectations

• System influential factors relate to the technical aspects affecting quality of the
application or service, including media capture, coding, transmission, playback
among others.

• Context factors describe when the application is being used, with respect to tem-
poral and location characteristics, as well as economic or social ones, describing
how the application is being experienced. Examples include location related to
the access network or time of day of usage

2.4.1.2 Mappings of QoE vs QoS

Towards a global understanding of how QoS affects QoE, general behaviors have been
studied, [65] [66][67][68], leading the way to a broader characterization of the mapping
between QoS and QoE.

Studies have led to mainly two generic quantitative relationships. The logarithmic
relationship [68], is based on psycophysics studies on human perception and reaction
to variations in the stimulus, and can be stated as:

∂QoS = k ·QoS·∂QoE (2–1)

where ∂ is the symbol for partial derivative, and k is a constant.
On the other hadnd, the exponential relationship [66] claims a user-centric approach

where variations in QoE are not only dependent on variations in QoS but on the
current level of QoE the user is experiencing

∂QoE

∂QoS
= −k1(QoE− k2) (2–2)

An example of what Eq. 2–2 represents is the fact that variations in QoS in terms
of increasing packet loss are more noticeable for the user if the current level of QoE
is high, compared to the case when the current level of QoE is low. This relationship
has been confirmed in [69], and is also known as the IQX hypothesis

One such example of logarithmic relationship in Equation 2–1, is the one proposed
in [70] and [67]for video quality in terms of increasing goodput for controllable use of
the codec resources, i.e. increase in source rate.

2.4.1.3 QoE and video

QoE for video services has been analyzed from different angles and to different video
applications.

The dominant factor that affect QoE in IPTV services have been studied and ranked
in [71] according to subjective testing. Further, a study of the impairments in video
streaming over HTTP in the internet,[72], discusses the user’s tolerance towards start-
up times (initial delay) and interruptions ( freezes) in the playback.With respect to
video conferencing applications, [73] performed subjective testing to study the effect
of video coding parameters on QoE, in controlled scenarios.
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Classification
level media, packet, hybrid

reference reduced reference (RR), full reference (FR), no reference (NR)
domain spatial, temporal, spatio-temporal

Table 1: Classification of QoE objective metrics

Considering the above, several features have been studied to improve user’s expe-
rience in streaming to cope with network constraints, e.g. video coding parameters
[71], or temporal impairments [72, 74]. Such solutions focus commonly on tackling
one of the network constraints, i.e. on erasure protection solution in lossy networks
or dynamic rate adaptation for best effort cases [75] [76].

2.4.2 Metrics

The challenge of understanding the user’s degree of satisfaction comes hand-in-hand
with the question of how to measure it.

The purpose of QoE assessment varies and may determine the most suitable mea-
surement methodology. Examples of QoE assessment scenarios are: comparison be-
tween video codecs, monitoring QoE in a streaming service, or offline evaluation of
the effects of QoS in end to end video QoE.

Subjective metrics aim for a close interaction of the user in the process of QoE
assessment. Scientific assessment using Mean Opinion Score (MOS) methodologies
for subjective QoE has been standardized by the International Telecommunications
Union (ITU), i.e. [77]. The subjective metrics approach asks the user directly, in a
very controlled environment, to rate his/her level of satisfaction, following the strict
guidelines from the ITU. MOS measures “the likely level of satisfaction of a service or
product as appreciated by an average user in a typical case”,

Given the complexity of performing subjective metrics for all applications, its coun-
terpart, objective metrics, provide aim for practicality. The target has been to develop
objective metrics that could estimate the subjective metrics with high correlation.

QoE objective metrics for video can be classified as shown in Table 1. Objective
metrics can be measured at media level, i.e. frame by frame basis, at packet level, i.e.
using metadata information and QoS metrics, or a combination of both media and
packet information.

Metrics may need, along with the received video, the original (reference) video (full
reference), only partial information about the original video (reduced reference), or
no information at all about the original video ( no reference).

Further, the metrics may measure only spatial, temporal, or combined spatio-temporal
features of the video.

The ITU has issued recommendations for FR and RR metrics for video that combine
both media level and packet level measurements, and are usually linked to particular
video codecs.[78]

An evaluation of several QoE metrics for video can be found in [79] or [63]. Follow-
ing we define the objective metrics that will be used in the performance assessment
of the work presented in this thesis. Although the literature offers metrics that may
have better correlation to subjective metrics, the following metrics have the advantage
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of low complexity and are still widely used in the community, making them tractable.
We note that the models proposed in this thesis are not dependent on these metrics.

2.4.2.1 Full reference (FR)

The FR metrics for video at media level compare the original and received video in a
frame-by-frame basis.

PSNR The Peak Signal to Noise Ratio, PSNR, is based on the mean square error in a
pixel-by pixel, frame-by-frame basis, between the original video and the received one.

PSNR is still of common usage in the scientific community although it does not
correlate well with subject metrics. The main reason of its popularity is the low com-
plexity in its calculation.

The PSNR value between two frames Xi and Yi part of the original video sequence
X and the received video sequenceY respectively is defined as:

PSNRXi ,Yi
= 10 log10

(
L2

MSEXi ,Yi

)
(2–3)

where L is the dynamic range of pixel values (i.e. if the number of bits per pixel is 8,
L = 28 − 1 = 255), and MSEXi ,Yi

is the mean squared error between the two frames
Xi and Yi in a pixel-by-pixel basis.

The PSNR value between the two videos X and Y is calculated as the mean value of
(2–3).

SSIM The Structural Similarity Index, SSIM, metric was initially defined for still im-
age assessment but its use has been extended to video with a frame-by-frame analysis
between the reference and the distorted video [80]. The SSIM metric identifies arti-
facts in the video image due to packet losses, compression rates, and other factors
degrading video quality. Its range of values is [0,1] where the highest value (1) will
represent identical sent and received video.

SSIM has shown higher correlation to subjective metrics, than e.g. Mean Squared
Error, or Peak Signal to Noise Ratio[80]. The Structural Similarity approach of SSIM
metrics is more closely related to the Human Visual System. More computationally
complex SSIM-family metrics for video include temporal and spatial aspects perform-
ing closer to MOS scores.

SSIM is based on the comparison of luminance, contrast and structural similarity
between the frames of the received and original videos.

Given the received video Y and the original video X, the SSIM index for two win-
dows of image signals x and y components of a frame in X and Y respectively,

SSIMxy =
(2μxμy + C1) (2σxy + C2)(

μ2
x + μ2

y + C1

) (
σ2
x + σ2

y + C2

) (2–4)

where μx and μy are the mean luminance intensities of x and y , σx and σy are the
standard deviations of the luminances, and σxy is the covariance of the luminances.
C1, C2 are stabilizing constants. The SSIM index of the entire videos Y and X will the
the mean value of (2–4) over all the frames in the video sequence.
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SSIM spread The Interquartile Range (IQR) value in statistical modeling is used to
measure SSIM spread. The IQR provides the spread of a sample from its 25th percentile
to its 75th percentile (the 50% of data surrounding the median value of the sample). A
narrower spread (low value) would indicate that the majority of frames in the video
sequence share very similar quality, while a broad spread indicates how uneven the
quality is.

Spatio-temporal QoE QoEST Since both PSNR and SSIM are averaged values of
quality for an entire video, the variations of these metrics throughout i.e. a streaming
session are not reflected.

QoEST , is the spatio-temporal full-reference media level QoE metric, considered as
in [81], where it has been shown to have good correlation to subjective QoE metrics.
It is defined as

QoEST = μ(θ ) − w·σ(θ ) (2–5)

where θ is, in our case, the vector with frame-by-frame full reference video quality
metric SSIM from each experiment, μ(·) indicates the mean value function, σ(·) is the
standard deviation and w > 0 is a weight value. This metric considers the variability
of quality throughout the streaming session, hence it is able to represent the impact
of time variations in the network.

No reference (NR)

Flow continuity, or temporal QoE QoET Flow continuity, or QoET is a highly valued
user metric to guarantee QoE. Bad flow continuity would mean the user is perceiving
constant freezes in the video. QoET measures at frame level the difference Δi =

tRi − tRi−1 between availability of two new consecutive frames at the receiver. QoET

is the percentage of Δi < γ, ∀ i in the streaming session, where γ is the tolerated
threshold. QoET ∈ [0 , 1], where 1 would represent no freezes in the video flow.

QoET = P {Δi < γ} (2–6)

2.4.3 Situation Awareness study case

2.4.3.1 Definition

Situation (or situational) awareness enables good decision-making [82] and hence it is
a major asset in e.g. emergency operations.

A broadly accepted definition of situation awareness is the following:

Definition 2. Situation Awareness. The perception of the elements in the environment
within a volume of time and space, the comprehension of their meaning and the
projection of their status in the near future. [83].

A three-level model is thus inferred, with the following stages: perception, compre-
hension, and projection.

Other models that have drawn attention to design completely autonomous “cyber”
situation awareness are found in [82]. The work presented in this dissertation refers
to non-computer-aided situation awareness.
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2.4.3.2 Video for situation awareness

Video as a specific source of information for situation awareness can both give accurate
accounts and contemplate the temporal aspects of dynamically changing situations.
The possibility of capturing dynamic scenes, gives video an advantage in assessing
temporary evolving events.

Examples of provision of situation awareness using video in the literature can be
found in [84] for healthcare, or [85, 86] in emergency response. It can be a “people
as sensors” video capture, or an unmanned capturing device as in surveillance or
monitoring systems, whether static or moving. Expert practitioners in disaster man-
agement and humanitarian operations mentioned words like immediacy, rapidness,
fast response, and the possibility of seeing actions in the make, as the advantages of
video [3].

Video can be used in different scenarios characterized by their temporal immediacy
[85]. In live mode, a dynamic sequence is streamed at the same time a particular event
is happening to the pertinent control center authorities. In near live mode, a short lag
in time lies between the event and the moment the control center is viewing the video
material. In the scheduled mode, the video clips are viewed at specific moments
during the assessment and coordination processes, to inform broader audience of
current events. Finally, the video is a valuable archiving material for any post-event
analysis.

Studies on the relevance of video in situational awareness suggest that video best
supports the comprehension level in the situational awareness model, compared to
other media types like photos or audio [86]. The argument lies in the broader and
richer information video can convey, while it also enhances memory and recalling
related activities/events claimed to be directly linked to better comprehension and
therefore situational awareness.

To our knowledge, QoE in the context of situation awareness, and the negative
effects of network impairments when transmitting the video for this purpose have not
been studied so far.

2.5 conclusions

This chapter has introduced the context and preliminaries necessary prior to present-
ing the main contributions of this thesis. The aim has been to introduce to the reader
the key context and and definitions such that the derivation of our proposed frame-
works is sufficiently understood and justified.

We have discussed the characteristics of heterogeneous networks, the approaches
towards video adaptation and how cross layer optimization can be of use. Further-
more, we have presented the preliminaries on QoE for video, with the mappings and
necessary metrics. We have introduced the concept of situation awareness part of our
case studies are related to this scenario. Finally we have introduced the new paradigm
of information-centric networking.





3 HOL IST I C MODEL ING FOR

HETEROGENEOUS NETWORKS

3.1 objectives

This chapter presents the holistic system design proposed to tackle the challenges of
network convergence in heterogeneous networks.

The work presented in this chapter was framed within a project focused on inte-
grating different real time sources of image communications in near real time for the
purpose of mitigating damages in humanitarian and environmental emergencies[3].
The type of scenarios addressed were very dissimilar in nature, which consequently
led to propose holistic ways for a system design.

3.1.1 Link to thesis objectives

This chapter presents the contribution that meets Objective (1) of this thesis, as defined
in Section 1.2:

Objective 1: Propose a framework of heterogeneous networking.

As stated in Section 1.2 these models shall tackle heterogeneity, interoperability
aspects in network convergence and provide a suitable framework for optimized video
content delivery.

Moreover, the resulting holistic system design is coherent with the content-oriented
approach of information-centric-networks. This is possible since under the holistic
umbrella, dissimilar network instances seamlessly enable content delivery

3.1.2 Link to state-of-the-art

Our contribution differs from current state-of-the-art as follows. In [87] a holistic
view is used in vehicular networks, with the target of improving scalability of data
dissemination along the nodes . In [88] they have a layered approach to optimize
multi-layer networks, where an alternative formulation of the min-cut concept is used.
Our approach, does not involve layered networks and our holistic perspective is of
the overall system design, in particular the network instantiations. Regarding opti-
mization methods, the model for video streaming in wireless networks in [89] allows
different instantiations to use different models for the cost function and the network
constraints. Instead of their approach, in which each instantiation will solve a differ-
ent optimization problem, we propose a general optimization formulation. We argue
that our general optimization model can be used with different network instantiations
by means of the min-cut characterization.

23
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3.1.3 Contributions

• We propose a holistic framework to model heterogeneous network configura-
tions considering. This framework is applied to the context of disaster recovery
scenarios.

• Our methodology proposes two main novelties compared to state-of-the-art.
First, we propose to model the communication network following a holistic ap-
proach. This framework guarantees generality and robustness of the overall de-
sign since any network can be considered as part of the different instantiations
of a disaster scenario.

• Second, we characterize the particular network instantiations via their min-cut
(well known parameter from graph theory), which can be used as underlying
system model to formulate a cross-layer optimization for content delivery.

• This holistic approach allows us to formulate a general general cross layer op-
timization problem that will guarantee a seamless transmission for all possible
network instantiations while it complies with user experience requirements. The
network instantiations are represented with the min-cut. This is the basis for the
QoE adaptive video model presented in Chapter 4.

• We show with realistic emergency examples how this model can be applied to
dissimilar instances of humanitarian/environmental emergencies.

• Field trials in realistic scenarios showed the complexity of using heterogeneous
networks for video transmission, and how the holistic approach can be useful.

3.1.4 Structure of chapter

The outline of this chapter is designed as follows. The holistic framework is presented
in Section 3.2, which includes the system design, the characterization of network in-
stances and how this framework enables a general a cross-layer optimization for video
content delivery. Section 3.3 presents examples of realistic network instances and how
they are modeled using the holistic design. Section 3.4 draws the final conclusions
and the related publications are listed in Section 3.5.

3.2 holistic framework for heterogeneous networks

The inspiration of a holistic approach comes from the study of realistic scenarios for
disaster preparedness, as introduced in Section 2.1.2.1.

Disaster preparedness and recovery operations can benefit considerably from inte-
grated service platforms for disaster management operations in which communica-
tion, navigation, and observation data are provided. This integration includes the use
of near real time access to in-situ multimedia content for proper disaster/emergency
assessment. The complexity inherent to these operations, heterogenous in nature,
makes guaranteeing operability a major challenge. Moreover, permanent infrastruc-
ture may be compromised and therefore unreliable. New approaches to the problem
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Figure 3.1: Holistic model representation for disaster recovery operations.

as a whole can be beneficial to guarantee a service to the humanitarian relief commu-
nity, in which it can take advantage of these new integrated technologies.

From the communications point of view, different network configurations and ter-
minals may be used depending on the operability of infrastructure as well as the
availability of equipment from the assessment mission. In order to achieve an efficient
design and optimization within the above described scenario, these multiple instan-
tiations of the platform for disaster management call for a structured definition. A
suitable approach for such a structured definition is to endow it with a holistic design
approach. A holistic design simply means to take the system as a whole, considering
all possible instantiations, to design its parts.

3.2.1 System modular design

The holistic framework adopted to characterize our system aims at allowing a modular
approach that can represent different system instantiations.

We define three levels of interest in our design, Network, Protocol and User/Applica-
tion. Each level contains a set of modules, each one having particular descriptors. An
instantiation of an integrated service platform for disaster recovery will comprise a
given set of module instances for each level. Fig. 3.1 shows a representation of our
holistic proposal, with possible instantiations at each design level.

Our main focus in this paper is at the Network level. The holistic network model
is characterized by the descriptors in Fig. 3.2. Our approach aims at expressing all
network instantiations with these modules and ensuring a robust solution that takes
into consideration its adaptability to different instantiations. The examples correspond
to actual terminals and networks available to assessment teams of the humanitarian
relief community.

Henceforth, we limit the instantiations at Protocol and User/Application level to IP-
based and multimedia content delivery respectively.
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Figure 3.2: Holistic model. Modules and their descriptor for the Network level.

3.2.2 Characterization of network instances

In order to provide a robust solution that takes into account heterogenous network
instantiations, we propose to identify the bottleneck that limits the throughput per-
formance of each instantiation, and from all bottlenecks identify the one instantiation
which poses the stringent constraints.

We model a network instantiation, as a directed graph G = (V , E), with transmitter
S and receiver R. V is set of network nodes (vertices), and E ⊆ V × V is the set of
network links (edges). Each link ei ∈ E has an associated capacity wi.

A cut C is defined as a set of links whose removal disconnects S from R. The cut
value is given by the sum of the capacities of the links in the cut. The min-cut will be
given by the cut with the minimum value.

The Min-Cut Max-Flow theorem (see [90]), states that the value of the maximum
flow in a network corresponds to its min-cut. In other words, the maximum through-
put of a network is given by the slowest link in the network path, and the only way to
maximize the throughput of a network is by assuring maximum flow at its bottleneck.
This theorem is the basis for our representation of the bottleneck of a network and
enables the characterization of our network instantiations.

3.2.3 Cross layer content delivery optimization for a holistic network model

In particular, the holistic approach dictates that the transmission of multimedia should
work seamlessly regardless of the technical differences in each instantiation. In order
to do so, we will optimize the latency and bandwidth usage for QoS and QoE guaran-
tees, by using cross layer design.

design considerations in a holistic approach Two main considerations in our
holistic framework are the guidelines for the cross layer design.

Given the heterogenous nature of the network instantiation, solutions tailored for
specific network configurations are not possible. Common signaling exchange from
lower layers of the protocol stack is not feasible either, i.e. a satellite service net-
work instantiation [91] has a different configuration at protocol level than a terrestrial
mobile or fixed wireless [92, 93, 94]. Moreover, some of the most common mobile
satellite services used in disaster management have a proprietary protocol stack (i.e.
Inmarsat’s BGAN). However, it is reasonable to assume all modules are IP based, and
cross layer design in which upper layers share information is feasible. Therefore, like
in [25, 95], our design is based on control messaging from transport layer to the appli-



3.2 holistic framework for heterogeneous networks 27

Figure 3.3: Block diagram of the implementation of our cross-layer design strategy with a
holistic network design

cation layer. Information on network conditions can be extracted from the sender and
receiver reports in the RTCP protocol built over RTP/UDP [96].

A common design assumption in multimedia delivery is a QoS guarantee from the
network [89], but in disaster operations the limited availability of in-situ infrastruc-
ture may not allow this. Moreover, this type of premium service can be costly, as in
some cases even Best Effort (BE) provision already is ( i.e. in mobile satellite service).
Therefore, we focus on optimizing for BE provision, where network conditions for the
user are constantly changing, and the design cannot rely on bandwidth guarantee. In
our design, the network measurements provided by the cross layer flow will help cope
with these changing network conditions on the fly. The application layer will adapt
the multimedia content to meet performance requirements.

Fig. 3.3 shows the block diagram of our proposed cross layer strategy. Feedback
on network conditions is provided by the sender and receiver reports of the RTCP
protocol, enabling the cross layer algorithm to update the optimal parameters given
the delay τ and receiver packet rate RΔ. The network constraints are calculated from
the min-cut characterization in our holistic network design.

Optimization formulation After presenting our holistic approach and min-cut repre-
sentation of the network in Sections 3.2.1 and 3.2.2, we present the formulation of a
general general cross layer optimization problem that will guarantee a seamless trans-
mission while complying with user experience requirements. In order to do this, we
select the following concave utility function.

The concave utility function U : R+ → {0 , 100} represents the QoE/QoS per-
formance metric to be maximized. The set of constraints C = {C1 , C2 , . . . , Cm }

is given by the min-cut bottleneck instantiation. The application layer parameters
A = {A1 , A2 , . . . , An } will be adapted to maximize U . The general optimization
formulation is set as follows:

max
A

U s .t . C � 0 (3–1)
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we assume C and U are such that they pose a convex problem which can be solved
with Lagrangian multipliers. The next section will show the final step of our 4-step
methodology, and a solution for this problem for a particular cost function will be
shown.

Chapter 4 will further dwell into the optimization formulation and how to solve it
in practice.

3.3 field/practical study cases

3.3.1 Network Instantiations in realistic scenarios

In this section we present three instances of possible scenarios where the system for
disaster management could be used and how they are modeled through our design.

3.3.1.1 Selected instances

instantiation 1. Disaster recovery

This instance in Fig. 3.1 describes a humanitarian disaster where the communications
infrastructure has also been damaged. An organization like the UN would be a target
user, as it is the main hub for global disaster management. In order to assess the
dimension of the damage caused a person in situ, a field user part of a humanitarian
organization, explores the area, and wants to send live footage of the current status to
the headquarters of his/her organization for high level decision making. Permanent
network infrastructure has been damaged but the assessment teams have BGAN ter-
minals available in their emergency kits for emergency response. All modules of the
network instance are thus identified, and the particular application we focus on limits
o multimedia content delivery.

instantiation 2. Disaster preparedness:

In this case, Fig. 3.4 we consider flooding at regional level, where the European Union
Civil Protection is a major actor in coordination. An in situ observer is monitoring
evolving environmental changes,(e.g. river level, flood, oil spread). Video capture is
suitable to capture the temporary evolution of such event. The observer has access to a
terrestrial mobile network and can capture video and stream it through a 3G network
to environmental organizations or Civil Protection. In this case the network instance
has a combination of terrestrial wireless and fixed networks.

instantiation 3: Environmental monitoring of river levels

This instance in Fig. 3.5 represents a more complex network topology, in which a
sensor network is monitoring several environmental changes in the anticipation of
possible floods. This network consists of fixed stations, each station with weather,
hydrological sensor, as well as visual sensor to capture images/video. The informa-
tion captured is reporting to regional civil protection organizations. We consider the
case of monitoring in the Amazon Basin, a region which faces high risk of potential
environmental emergencies like flood and draught risks. The sensor network covers a
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Figure 3.4: Instantiation 2. Civil protection use case at regional level.
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Figure 3.5: Instantiation 3. Environmental monitoring of rivel level.
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Instance example Target user
group

role Communications
equipment available to

supporting teams

1 Earthquake,
Tsunami

United
Nations

(UN). UN
technical
assistance
coopera-

tion
(UNDAC)

main organization
managing global

disaster and damage
assessment

ICT module for
INDAC emergency

response team: laptops
(3-4), mobile phones

(3), BGAN and
Iridium/Thuraya

terminals. At control
center: wireless router,

laptops, mobile
phones, BGAN

terminal
2 Flooding,

regional
level

emergency

EU Civil
protection

mecha-
nisms

Facilitate cooperation
and civil protection

assistance at regional
levels

EU Assessment
Mission kits (AMK): 1

BGAN terminal, 2
mobile phones

3 prevention:
Monitoring

of river
levels

Civil
protection

Facilitate cooperation
and civil protection

assistance at
local/regional levels

Ad-hoc sensor network

Table 2: Realistic specifications for each instance in disaster management

region surrounding the city of Manaus, capital of the state of Amazonas in Brazil and
its aim is to provide near real-time information on the water levels.

Table 2 shows the mapping of each instance in a realistic scenario, and the real
communications equipment available to the different actors from the United Nations
or European Civil Protection, as explained in Section 2.1.2.1.

3.3.1.2 Min-cut identification in network instances

We proceed to identify the min-cut of Instantiation1 and 2. Fig. 3.6 shows a simple
diagram of the network architecture for both. Following we show the methodology
used in identifying the min-cut for the case of the UMTS and BGAN satellite network
instantiations.

We analyze the cuts of the graph in the path from transmitter S to receiver R in Fig.
3.6. For both cases we focus on the access network, assuming the core and backbone
networks do not impose a restriction in the performance of the transmission. In the
case of UMTS, if the links interconnecting the Radio Network Controllers (RNCs)
are dimensioned correctly to handle the traffic from their base stations, the value of
cuts with these links will be higher, compared to the cuts with radio access links.
Therefore the cuts with minimum value in the graph are the ones including links
between base stations and the transmitter S. The UMTS (Release 99) standard provides
up to 384kbps uplink.
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Figure 3.6: Characterization of the bottleneck for the two instantiations studied.

Access Network type Theoretical min-cut in the uplink

BGAN satellite 492 kbps
3G->UMTS (R99) mobile terrestrial 384 kbps

4G->LTE (R11) mobile terrestrial 75 Mbps
Table 3: Summary of min-cut values for different commercial access networks.

A similar analysis can be performed in the case of the BGAN satellite network con-
figuration. The min-cut is imposed by the satellite link, due to its low transmission bit
rate in the L-band (a maximum of 492kbps) as well as by the inherent long propaga-
tion delay (250ms).

Table3 lists the summary of different commercial wireless access network technolo-
gies and their (uplink) min-cut. Note these are theoretical values as from the released
standards, and in particular with mobile terrestrial, values may vary drastically de-
pending on the deployment. Further, these rates are assumed without transport layer
rate or flow control (no TCP), hence they would match UDP traffic.

3.3.2 Video using heterogenous networks in realistic scenarios

Field trials carried out within the GEO-PICTURES project [3] during October 2011
were a suitable opportunity to validate our proposed holistic approach for a network
model.

The overall objective of the trials in the context of [3] was to test the different com-
ponents of the integrated platform for disaster management in a close-to-real scenario
with target users. Experts on European Civil Protection and disaster management
operations carried out a civil protection training course in Brazil. The first course was
carried out in Manaus, in the heart of the Brazilian Amazonian rainforest, and the
second one in Rio de Janeiro.

An evaluation of the communications networks during the trials highlighted differ-
ent aspects that affect performance in particular due to local network capabilities.
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Network instances Locations Network Characteristics

Scenarios

• BGAN-3G

• 3G-3G

• BGAN-BGAN

• Suburban/tropical
(Manaus)

• Urban (Rio de
Janeiro)

• BGAN: bandlim-
ited, geo-satellite
communications

• 3G: mobile terres-
trial network

Table 4: Network instances tested in trials.

The heterogeneous characteristic of the two geographical locations reflected the com-
plexity in network instances in which a solution for video streaming in disaster or
environmental hazards may be used. On one hand, the particular location of the
Amazon region where the communications channel is affected by heavy rainfall. On
the other hand, a pure urban scenario in Rio de Janeiro, where the challenge is net-
work congestion. Thus, our objective was the evaluation of the network operational
aspects of the solution and the validity of the proposed holistic approach.

3.3.2.1 Data collection methodology

A video streaming application developed was tested from a laptop computer, having
as a video source the data captured by an external USB camera. The streaming re-
ceiver module not only displayed the retrieved frames but it also collected network
measurements, for offline analysis. The network-collected data, all at transport layer
of the protocol stack, was processed offline to infer network statistics like packet loss,
arrival rate, and inter packet delay.

Indoor and outdoor configurations were tested when possible, to simulate field to
control center, and field to field connections. Different times of day were considered
when testing in the urban scenario of Rio de Janeiro.

The traces collected were used to emulate network behavior in our QoE driven
automatic video streaming, as shown in Section 4.3.1.

3.3.2.2 Performance evaluation

Table 4 summarizes the different scenarios considered throughout the trials, with the
setup as shown in Fig. 3.7.

The performances was assessed in terms of the factors key in converged networks.

interoperability Interoperability between different networks was successfully ac-
complished. The choice for IP-based networks allows for such transparency, and inter-
changeable receiver and sender terminals with different access networks were in this
case possible.

ubiquity On this matter several aspects are to be taken into account. From the
field tests we have identified the following parameters an ubiquitous solution must
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Figure 3.7: Network instances considered during the tests.

consider. A ubiquitous solution from the networking point of view must consider
limitations of the physical channel, network availability, geographical location.

location The geographical location of Manaus (close to the equator) guaranteed
easy connectivity from the terminal to the BGAN satellite constellation, since the In-
marsat’s satellites are geostationary. The physical channel restriction hints to the type
of scenario a specific network is most suitable for.

A determining factor in 3G networks, correlated to the geographical location, is
the heterogeneous behavior of the network. This factor has much to do with the
dimensioning and deployment of local 3G networks and the coexistance of legacy
technologies with state-of-the-art deployment.

Particularly in Brazil, there is a big division in the network deployment per regions
given the vast extension of territory. Furthermore, Brazil is now the market with
biggest growth in the mobile broadband arena to compensate for the lack of fixed
broadband infrastructure. Unfortunately, the real network capacity and coverage is
lagging behind compared to the demand, highly increasing network congestion and
poor performance. As a result, a video streaming application experiences very poor
video, with high packet drops, leading to impossible video frame recovery and frozen
frames.

The BGAN network, on the other hand, was in overall a very reliable communi-
cations solution, independent of local providers and hardly affected by packet loss
(under 2% )

time of day Additional factors affecting performance were the traffic behavior de-
pendent on the time of day in urban areas, and climatological aspects affecting tests.
Congested times in Rio de Janeiro account for a packet error rate of 26% for a 150kbps
streaming session, compared to 1.75% during a non-congested time. It is worth noting
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that the frequency band in which the BGAN network works, the L band, in general is
not susceptible to snow or rain precipitation.

3.4 conclusions

In this chapter we have presented a novel approach to model heterogenous networks,
considering factors such as interoperability and heterogeneity of network instances.
With the proposed holistic system design, all network instances can be encompassed
under the same model. Further, this system design enables a general optimization for
content delivery. This approach is in line with information-centric networks as the
nature of particular instances becomes transparent for the content delivery.

The methodology followed to build this framework allows to 1) guarantee a de-
sign that suits all the network instances considered, 2) formulate a general cross-layer
optimization for content delivery by means of the min-cut characterization of each
instance.

The holistic system design is applied to the possible instances in a disaster and
emergency response scenario, and we show this with realistic instances. Further, field
trials show the challenges of network instances when used for video transmission.

The model used in this chapter is the starting point for the adaptive video approach
we propose in Chapter (4).

3.5 publications

The framework and results presented in this chapter are part of the following publica-
tions:

1. M. A Pimentel-Niño, M. A. Vázquez-Castro. Cross layer content delivery optimization
for holistic network design in disaster preparedness and recovery scenarios. In: Interna-
tional Conference on Multimedia Computing and Systems/International Conference on
Multimedia and Expo.; 2011. p. 1-6.

2. Several deliverable reports for the FP7 project GEO-PICTURES [3]:

a) D3: 3.1 Technology Research, 3.2 Development and 3.3 Tests.

b) D2: 2.1 System Design and 2.2 Requirements.

c) D4: 4.1 Trials and 4.2 Evaluation.



4 CROSS- LAYER OPT IM I ZAT ION OF

ADAPT IVE V IDEO

4.1 objectives

This chapter proposes a QoE-driven cross-layer optimization for adaptive video in
time varying network conditions. Benefits of this mechanism are assessed in two
stages, namely emulation and experimental. Moreover, we evaluate the potential of
combining this solution to a content-aware erasure protection method and quantify
the advantages of following this approach to tackle different network constraints.

Both emulation and experimental tests are designed to consider satellite networks
as one common network instance with very heterogenous and challenging QoS per-
formance.

4.1.1 Link to thesis objectives

This chapter presents the strategy for QoE-driven adaptive video that accomplishes
Objective (2) of this thesis, defined in Section 1.2:

Model a user-centric performance framework for adaptive video transmission.
As discussed in Section 1.2, this strategy:

• shall be QoE-driven.

• suit heterogeneous networks and their potential limited QoS guarantees.

• be in line with information-centric networking.

• should provide a feasible solution for practical adoption.

The motivation for this work is formed by the potentially time-varying nature and
constrained nature of heterogeneous networks, and how this ultimately affects QoE of
the transmitted video. Chapter 3 successfully modeled these networks with a holistic
system design, which allowed for a formulation of a general cross-layer optimization
for content delivery. This chapter picks up on this contribution to build a user-centric
framework for adaptive video transmission.

4.1.2 Link to state-of-the-art

Recent rate adaptive approaches can be divided into solutions for interactive/conver-
sational video [35], or server-client based for HTTP dynamic streaming [75], however
they are not designed for satellite networks. The latter would be deeply affected by
propagation delay and would require higher available bandwidth to meet QoE, while
the former is not QoE driven. Further, both alternatives rely on heavy feedback

In this work, we propose congestion avoidance over RTP, specifically for QoE in
satellite networks, using a utility-based optimization approach. Cross layer design [97]

35
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has been explored for satellite networks [91] and used in multimedia communications
for video[53] and VoIP[55] . These approaches are driven by QoS objectives. In our
setting, the advantage of our formulation lies in the flexibility of deployment in any IP-
centric satellite network. Other approaches use parametrizations from standardized
quality of video to obtain video quality adaptive algorithms [98]. Finally, mappings
of subjective QoE metrics are also used as optimization functions [76]. The drawback
of the aforementioned approaches is the heterogeneity in choices for mapping and
scenarios, that may not be reproducible or generalized for broader adoption. Further
long roundtrip times are not addressed, hence limited towards the heterogeneity of
networks such as satellite.

A close solution to the combined approach we propose, [38] considers adaptation of
video flows with Forward Erasure Correction (FEC), but it is not adaptive streaming,
nor QoE-driven. The video source rate is fixed, hence the possibility of improving
QoE through higher video goodput is not considered.

4.1.3 Contributions

The summarized contributions for this chapter

1. Optimized video transmission that is QoE driven, and use QoE/QoS correlation
models utility function in line with QoE/QoS correlation models.

2. It addresses heterogeneous networks in best effort mode (lack of QoS guarantee),
in a shared medium. In particular, long delayed networks and lossy channels
are considered in the approach, resulting in a delay-driven adaptation algorithm
that is not affected with the losses of wireless channels. Networks with long
propagation delays are particularly considered in the adaptation and feedback
mechanisms.

3. We provide a feasible solution that contemplates the feedback constraints of long-
delayed networks. The solution is tested systematically, first in an emulation
phase, second in a full implementation, and experimental results prove it

4.1.4 Structure of chapter

This chapter is structured as follows. The formulation of the QoE-driven cross-layer
optimization is presented in Section 4.2, from its theoretical framework to its practical
considerations. Section 4.3 presents the performance evaluation in its two phases,
namely at emulation and experimental level. Further, the feasibility of using content-
aware erasure protection is shown in this section. Finally, conclusions are drawn in
Section 4.4 an the related list of publications is presented in Section 4.5.

4.2 qoe-driven cross-layer optimization

Let us recall the general formulation proposed for the optimization of content delivery
in Section 3.2.3. The general optimization model in (3–1) optimizes the utility func-
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tion U which is a function of the QoE with the QoS restrictions. We will proceed to
instantiate such optimization for video in time varying networks.

4.2.1 Video model

We consider a video source modeled as the current state-of-the-art video codecs, such
as H.264/AVC, VP8 or the latest H.265 [43] ,[99] .

Coded frames are grouped into Group of pictures (GOPs). Each GOP has three
types of frames namely I, P and B. The Intra-frame (I-frame) is the first frame in a
GOP followed by a series of Prediction frames (P-frames) and B-frames. For instance,
a GOP can be given in form by IPPP, IBPBP, IBBPBBP, etc. An I-frame being intra-
coded is encoded and decoded by itself. P-frames are inter-coded and depend on
the previous frame (I-frame or P-frame) while B-frames are encoded by referring to
both preceding and following I-frame and P-frame. I-frames are usually bigger in size
than the other frames, and due to the interdependency of P- and B-frames an error in
I-frames propagates through its entire GOP. Further, the correct decoding of P-frames
is needed to decode correctly the following P or B frames. Finally, none of the frames
depend on the B-frame and hence its loss does not effect the decoding of any other
frames.

The use of different frames are usually application specific. Applications with a
baseline profile (only I and P frames) are designed for low delay, low complexity
applications [100]. In this work, we focus on the applications which consider only I
and P frames.

We consider each GoP has a fixed number of frames Nframe. The frame rate
rframe is also constant such that the codec outputs each GoP in a fixed time TGoP =
Nframe

rframe
. We denote NGoP as the total number of GoP’s output by the codec during

the whole streaming session such that NGoP × TGoP = T .

The codec outputs the nth GoP, coded at application layer rate rAPP , in bits per sec-
ond, for n ∈ {1 , 2 , . . . , NGoP } at time tn ∈ {0 , TGoP , 2TGoP , . . . , (NGoP − 1)TGoP }.
Although Nframe is fixed, frame sizes vary depending on the rAPP . For the nth

GoP, each frame is fragmented into multiple packets of equal length lpacket, and

delivered for end-to-end delivery. We denote K(n) =
⌈
rAPP×TGoP

lpacket

⌉
as the total num-

ber of packets from the nth GoP. We drop the index n for simplicity in formulation,
however, as the source rAPP is time varying, coding parameters depending on rAPP

may also vary from one GoP to another GoP.

As noted in the model, we are assuming a video codec working in constant-bit-rate
(CBR) mode, at the application rate rAPP .If variable bitrate (VBR) mode was used, the
output rate of the codec could not be controlled externally. Additionally, our model
expresses the video coding in terms of rate, rather than on quantization parameters,
in order to extrapolate the codec parameters to a networking framework.

Finally, this simplified model is good approximation to the streaming scenarios
depicted in this thesis, where video may be encoded in real-time and generated by the
users, in contrast to server-client solutions where the video content has been encoded
offline.
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4.2.2 Theoretical framework

Let us consider the best effort wireless scenario with a network varying over time t.
The general formulation of our objective optimization problem is presented in (4–1),

where the utility function U is dependent on the QoS parameters. The QoS parameters
considered are the transmission rate R, delay τ and congestion-induced erasures εc,
all of them varying with time t1. rmax

av is the upper bound on maximum rate offered
by the network.

R∗ = arg max
R

U (R, τ, εc) s.t R � rmax
av , (4–1)

The utility U can be further specified considering the interplay between QoE and
QoS. Let us consider an additive model, where the utility is composed of two func-
tions, namely one representing QoE’s improvement with increasing assignment of
network resources, and a second one representing the dynamics degrading the net-
work in the best effort scenario.

U(R, τ, εc) = UQoE(R) −UQoS(R, τ, εc), (4–2)

UQoE(R) is a concave function, defined in (4–3) based on the logarithmic mappings
from QoS to QoE. Studies have shown that if rate is increased in a controllable fashion
(e.g. by increasing the application layer rate rAPP of the video, such that R = rAPP),
QoE is benefited with a logarithmic relationship [67].

UQoE(R) = κ·log(R), κ > 0. (4–3)

(4–3) is in line with the QoE/QoS models described in Section 2.4.1.2, in particular
with (2–1).

UQoS(R, τ, εc), on the other hand, expresses the penalizing effect of a congested net-
work scenario, where injecting higher rate than the one available for the user translates
into accumulating delay τ, and eventually an overflow of network buffers leading to
packet losses. Hence, we formulate it as a bilinear function of τ and R in (4–4)

UQoS (R, τ, εc) = γ (τ, εc(τ)) ·τ·R. (4–4)

Notice we define the function γ(·) > 0 to strengthen or weaken the effect of UQoS in
the overall optimization depending on the level of congestion perceived, as proposed
in [101, 102] for flow control applications.

4.2.3 Implementation as dynamic rate adaptation

4.2.3.1 Solution to the optimization problem

Proposition 3. The optimization problem stated in (4–1) where the utility function U has
been defined as in (4–2) is solved by using the discrete rate update algorithm (4–5), to find the
value of R at time tk+1. for k ∈ N, where Tsamp = tk+1 − tk is the network sampling time,
δ is the step size and ∇R· is the gradient with respect to R.

R(tk+1) = R(tk) + δ[∇RUQoE |t=tk −∇RUQoS |t=tk ] . (4–5)

1 R,τ, an εc are function of time t. For clarity in stating the optimization problem we have dropped t in
(4–1)-(4–4).
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Proof. First we proof U is concave and hence an optimal value R∗ that solves (4–1)
exists. The function UQoE from (4–3) is strictly concave increasing with R, while
−UQoS is concave, decreasing with R. The sum of concave functions is concave, hence
so is U and an optimal R∗ � rmax

av that solves (4–1) exists. Further, the gradient
ascent method can be used to find the optimal R∗, where R is varying over time in the
direction of the positive gradient of U: dR/dt = ∇RU. In practice, rate updates happen
in discrete time, and if we consider sampling time Tsamp = tk+1 − tk, the rate control
update is expressed as in (4–5).

Notice that ∇RUQoS is changing with the current network conditions in time t, and
hence knowledge of QoS levels at transport layer are needed in order to solve the
optimization problem. Such knowledge of the network is based on feedback from the
receiver end. If we consider feedback delay, the measurements represent network per-
formance at delayed points. This is especially true in the case of long delay networks,
e.g. satellite networks, where propagation delay is noticeable.

Proposition 4. In the case of a delayed network, with propagation delay τD, the algorithm in
(4–5) that solves (4–1), with U defined from (4–2)(4–3)(4–4), is expressed as in (4–6)

R(tk+1) = R(tk) + δ[
κ

R(tk)
− γ(tk − τD)τ(tk − τD)]. (4–6)

Proof. The algorithm is triggered when new network measurements are available at
the sender side, at time instant tk, but those are measurements corresponding to
the network state at time tk − τD. Further, if we consider the rate control update
with sampling time greater than the network’s roundtrip time: Tsamp > TRTT , we can
assume the receiver is able to report on network changes related to the last rate control
action from the sender of time tk. Bearing this in mind we can express (4–5) as

R(tk+1) = R(tk) + δ[∇RUQoE |t=tk −∇RUQoS |t=tk−τD
] (4–7)

where the gradient of UQoE is evaluated at time tk and the gradient of UQoS is
evaluated at time tk − τD. Substituting UQoS and UQoE for (4–4) and (4–3) we obtain
(4–6).

The function γ(·) is chosen such that the response of the adaptation reacts faster to
increasing delay constraints and packet loss as described by (4–8), where ti = tk − τD.
Note that γ(ti) responds to increases in εc that are accompanied with increases in
delay τ. Hence other sources of packet erasures not related to congestion will not
trigger a change in the rate control update.

γ(ti) =

⎧⎪⎪⎨
⎪⎪⎩

γ(ti−1), γ(ti−1) = γ(t0), τ(ti) � τmax

λγ(ti−1), τ(ti) > τmax, εc(ti) > εmax
c

γ(ti−1) −
1

γ(ti−1)
, γ(ti−1) > γ(t0), τ(ti) � τmax

. (4–8)

A major drawback in streaming over TCP is the lack of smoothness in congestion
control that is unpleasant to the user’s QoE [75]. The delay-driven rate update ob-
tained from (4–5) using the value of γ(·) according to (4–8) provides a smoother out-
put that is also capable of reacting fast to severe degradations in QoS. γ(t0) and λ > 1

are chosen for a desired response time, while τmax and εmax
c correspond to upper

bound limits to τ and εc, set according to application requirements.
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Figure 4.1: Block Diagram for online QoE adaptive video.

4.2.4 Cross-layer aspects and practical issues

The control algorithm for adaptive video requires a feedback loop from the receiver,
as shown in Fig. 4.1. This signaling delivers information from the lower layers in the
protocol stack to be used at the application layer, such that the application layer rate
rAPP matches R∗. On the fly adaptation to network conditions can be thus guaranteed.
In our solution we collect this information from the transport layer, hence assuring de-
ployment regardless of the particular lower layer architecture of each satellite system’s
protocol stack. In this way lower layers are left untouched.

With the APP/transport cross-layer design based on the Real Time Control Protocol
(RTCP), the video payload is transmitted using RTP over UDP [96], and the QoE
adaptive video framework put in place with the RTCP signaling adds TCP-like flow
control in best effort scenarios where it might be contending with other TCP flows.
Moreover, as video streaming applications can tolerate losses rather than additional
delay due to retransmissions for reliable data transfer, the overhead of using RTCP
signaling is minimal.

The frequency of RTCP reporting is 1/Tsamp. In order to obtain εc and τ to esti-
mate R∗, the following fields from both Sender and Receiver RTCP reports (SR and
RR) are required (following RFC 3550 standard [96]): fraction lost, Delay Since Last
Report (DLSR), and Last Sent Report (LSR), and RR timestamp RRtimestamp: RTT =

RRtimestamp −DLSR− LSR.

In the discretized control algorithm of (4–5), the variation of delay is calculated as
the difference between the current measurement available of RTT and the minimum
RTT measurement received so far: τ(k) = �RTT = RTT − RTTmin.

The algorithm we propose in this section results in high granularity rate adaptation.
Therefore it requires a video codec capable of performing on-the-fly encoding with
fine granularity. The standard codec H.264/AVC offers such features, with possibility
of adaptation of its quantization parameters (QP) at encoding time. The VP8 codec
also offers such capabilities [103], with the option of real-time encoding with on-the-fly
re-configuration of application layer rate.
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Figure 4.2: Block diagram of emulator platform.

4.3 performance evaluation

4.3.1 Emulation Phase

4.3.1.1 Description of emulation platform

In this section we present the experimental platform implemented to test QoE adaptive
video solution. The platform was developed in C++, designed to be easily upgraded
for deployment and future testing in the field. It uses video coding and packetizing
modules to allow for a video streaming session of VP8-coded video packets. The
packetizer outputs RTP packets at the sender and at the receiver reassembles them
into coded frames appropriate for decoding. Fig. (4.2) represents the block diagram
of the emulator platform.

optimization module The QoE adaptation algorithm described in Section III is
implemented in this module. The optimization module receives network statistics
from the transport layer through the RTCP emulation and outputs the new rate, which
the codec in the application layer must set. The process is performed when a new
measurement from the RTCP reports is available.

network emulation: The network emulation module is in charge of simulating
the transmission and reception of RTP packets as well as generating all the packet
statistics necessary to emulate RTCP measurements. The Network emulation module
receives the video coded into RTP packets and outputs the transmitted RTP packets
to the receiver modules. This module emulates transmission of RTP packets through
a network, which consists on network data collected from real channel traces. Other
synthetic traces can be used as network input to the emulator. All packet statistics and
time stamping are recorded in this module in order to emulate the RTCP reporting.
Recording of all packet statistics is also a job of this module, enabling offline analysis
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of the system. Time stamping at the emulator is key in keeping track of statistics
collected, contemplating propagation times and feedback delay of RTCP reports.

video coding We use the open source VP8 codec [103]. VP8 is based on Discrete
Cosine Transform compression and provides different configuration for streaming
mode, including the possibility of on-the-fly reconfiguration of parameters such as
the target codec bitrate. The codec is configured in Constant Bitrate (CBR) mode, and
a new target bit rate rAPP = R∗ value is set on the fly whenever the optimization
algorithm outputs a new rate update value. Other parameters of the video such as
frame rate and resolution are not part of the adaptation but can be manually adjusted
by the user.

4.3.1.2 Performance metrics

In order to evaluate the solution, we consider the following metrics.

adaptation rate: For Adaptation rate, the Granular mean absolute error adapta-
tion rate μar was defined. We take into consideration the granularity of RTCP mea-
surement when calculating μar and measure the mean absolute error (MAE) between
the mean network available rate μnet and the mean video coding rate μR during an
RTCP period. A small value of μar means the video adaptation is better.

qoe metrics We consider Flow Continuity, PSNR, and SSIM metrics as defined in
Section 2.4.2.

4.3.1.3 Experimental setup

video sequences The video sequences used are Foreman, Coastguard, and Crew,
commonly used by the research community. In order to obtain larger video files to
accurately assess the adaptation over time, the sequences were concatenated to obtain
longer streams. Coastguard and Crew are considered to be “fast” sequences with
more movement and complexity while Foreman has an intermediate rating.

network traces The channel traces were generated by collecting packet arrival
statistics from a real-time video streaming application, in a similar configuration as in
Fig. 2.1. The video sources were encoded at a fixed constant rate and transmitted over
the BGAN satellite network. Packet arrival statistics, including inter-arrival delays
and other packet metadata were collected into the traces at the receiver. With this
data, the network traces for the emulation were constructed. The traces were taken at
different geographical locations within the BGAN coverage Synthetic traces were also
used for testing response to step increase/decrease in available bitrate.

4.3.1.4 Numerical results

The tests were carried out to compare QoE adaptive video with a non-adaptive so-
lution. Synthetic network traces were used for the first test case, while real network
traces were used for the second test case. The Performance metrics defined in Section
4.3.1.2 are used to evaluate the solution. The range of values in network availability
considered, were chosen to match real scenarios when using a MSS services such as
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Figure 4.3: QoS metrics for Test case 1.

BGAN network. and from Eq. (4) were optimized offline through extensive simula-
tions.

test case 1. synthetic network traces This test case considers the effect on
QoE of video when a drop in network available rate occurs. This is emulated using a
synthetic network trace, which for the first 50 seconds has a constant available bitrate
of 350kbps, followed, by a drop of 150kbps for the rest of the transmission session.

Two options are considered: a non-adaptive solution and our QoE adaptive one. The
non-adaptive solution configures the codec for a constant bitrate of 300kbps through-
out the whole session.

The QoE adaptive starts with the same configuration as the non-adaptive one, and
thanks to the feedback from the receiver through RTCP reporting is aware of the
variations in the network. Two RTCP frequencies of reporting are considered: 1.5s
and 3s.

The evaluation of performance metrics for this test case is summarized in Fig. 4.3.
The difference between the QoE adaptive rate and the available network rate is evi-
dently lower than the in the non-adaptive case, with a range from 15% to 24% com-
pared to almost 60%,. This indicates how QoE adaptive solution tracks the availability
of the network. High Flow continuity above 90% and packet loss less than 4% also
indicates the improvements which will be reflected in overall better user experience
and improved quality. In comparison, the non-adaptive solution is unable to control
this effects and Flow continuity drops to 30% and packet loss goes up to 36%.

Fig. 4.3 also shows the results for two RTCP frequencies of reporting. As the RTCP
interval increases, the control of flow continuity degrades and increase in packet loss
is unavoidable. For an RTCP frequency of 3s packet loss increases up to 48% compared
to the frequency of 1.5s, in the worst case for Crew video.

On the contrary, adaptation rate is better for a longer RTCP interval. An increase
in RTCP frequency is thought to allow better accuracy on current network status
and therefore better performance in the adaptation. Nevertheless, in our case, the
better performance of a longer RTCP interval for is due to an added factor affecting
adaptation response. The codec’s delay in the response to a change in target rate has
shown in our experiments to be such that it affects the algorithm’s control update.
An increase or decrease in 30% of target rate will take 6 seconds for the codec to
reach. Therefore, a longer RTCP interval will provide a feedback with more trustful
measurements since by that time the codec has been able to reach the target rate set
by the adaptive algorithm. In order to counteract these effects, a mechanism that
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Figure 4.4: QoS metrics for Test case 2, Trace 1.

contemplates the delay in the response of the codec is necessary for the QoE adaptive
solution to output more accurate rate updates.

test case 2. real network traces This test considers the variation over time of
the network. Two network traces are presented here. Trace 1 is a time varying trace
of 300 seconds, while Trace 2 is 40 seconds long. Two options are considered in this
case:

1. Non-adaptive: video is transmitted at constant rate X. We assume the coding
rate of the video to be the first measurement of the network trace, this would be
a best case scenario of non-adaptive, since in reality, the non-adaptive solution
does not have this information at hand.

2. Adaptive: video is transmitted starting at rate X.

The two traces, behaving differently will show how both longer streaming sessions
and short ones can benefit from the adaptation. For this case, as well as in the previous
one, we consider two RTCP intervals, 1.5s and 3s.

Fig. 4.4 shows the QoS related metrics for the streaming session using Trace 1.
Although the non-adaptive solution shows to have 20% better adaptation rate, packet
loss is 4 times higher and flow continuity is 30% lower. This shows how fluctuations
in the network are not tracked with a non-adaptive solution.

Video Quality metrics in Fig. 4.5, especially the SSIM metric, also reflect the im-
provements shown by packet loss metric and flow continuity. Coastguard and Crew
video, being the videos with more complexity and movement than Foreman show
lower values in PSNR and SSIM, but the ratio of improvement compared to the non-
adaptive solution is maintained.

Fig. 4.6 shows the quality metrics for the case of Trace 2. For the case of Coastguard
and Crew videos, the quality is lower than for Foreman, due to the high complexity
of the sequences, while an average sequence like Foreman has higher SSIM.

Worth of notice is the fact that the QoE adaptive solution shows more improvements
in terms of quality for the fast videos, compared to the non-adaptive solution.

While in the previous case for Trace 1,there is hardly a difference in the metrics for
the two RTCP frequencies considered, the case for Trace2 shows how higher frequency
improves video quality and adaptation rate. This is especially visible for the case of
the fast video sequences., which do benefit of higher frequency in the feedback to
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Figure 4.5: QoE metrics for Test case 2, Trace 1.

Figure 4.6: QoE metrics for Test case 2, Trace 2.

attain higher QoE. Nevertheless, the use case of Trace 2 represents a time interval ten
times smaller than Trace 1, and therefore the effects of not having a frequent feedback
is more notorious. From both cases for Trace 1 and Trace 2, we can infer that on a long
time window, doubling the feedback frequency does not improve proportionally the
QoE metrics. A higher frequency implies more overhead, which can be saved.

4.3.2 Experimental Phase

Following we present experimental results of QoE adaptation and the feasibility of
joining both the QoE adaptive framework for best effort satellite links and the content-
aware protection for bursty erasures. Performance is analyzed using QoE metrics.

We use a point-to-point configurable streaming application that uses RTP/RTCP
at transport layer, and have implemented the necessary modules for RTCP feedback
between the two ends. The main difference with the emulation phase previously
described in Section 4.3.1 is that in the experimental Phase the RTCP protocol and
feedback has been fully deployed.

Further, we use the VP8 [103], an open source video codec very popular in both
interactive and client-server streaming applications [1]. VP8 is configured for low
delay, low complexity real-time coding, following the source model in Section 4.2.1,
and its output rate can be re-configured on-the-fly. Several standard video sequences
were tested, corresponding to different types of content and video complexity [104].
Each sequence was concatenated into a loop to ensure a constant streaming input for
long simulations.
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Figure 4.7: Experimental setup for performance evaluation..

4.3.2.1 Experimental setup

network emulation setup Receiver and sender are connected through an emu-
lated network using NetEm emulator [105] installed in a server machine configured
as a network bridge, as shown in Fig. 4.7.

In order to emulate best effort dynamics we use Netem’s features to shape network
traffic and add delay, to generate sudden drops in available rate and include the satel-
lite link propagation delay.

video qoe assessment Video QoE assessment is performed offline using full ref-
erence objective QoE metrics. As error concealment mechanism for post-processing
and video quality assessment we assume frame copy strategy. In frame copy, if at least
one of the packets conforming a frame is lost, the frame is considered lost and the last
frame successfully recovered replaces it.

Performance is evaluated using the following QoE objective metrics, as described in
Section 2.4.2: SSIM, SSIM Spread, and Flow Continuity.

4.3.2.2 QoE adaptation performance

In Fig. 4.8 we show the performance of the QoE adaptation algorithm from (4–6)
when best effort network dynamics affect the available rate. We compare the results
to a non-adaptive strategy.

The QoE adaptation algorithm has been embedded in the sender streaming applica-
tion and is triggered by the RTCP cross layer feedback. The best effort satellite link is
emulated in Netem such that a sudden drop to half the available rate occurs halfway
through the streaming session that lasts 5 minutes. A non-adaptive strategy is un-
aware of this changing network dynamics, and continues to inject video packets at the
same source rate.

Videos coastguard, pedestrian, rushhour and foreman were used in our tests, set at 15
frames per second (fps). foreman has the least video complexity among the sequences,
and hence QoE for this video is least affected by the drop in available rate as shown
in Fig. 4.8a. In this case adaptation improves QoE 50%. Higher complexity videos
are the most damaged with the changes in the best effort network, such as coastguard
and pedestrian. The advantage of using QoE adaptation is thus more noticeable for
these types of videos, with over 100% improvement in SSIM quality metric. The error
bars in Fig. 4.8a represent the SSIM spread, from which we can observe the minimal
spread that can be obtained by using the QoE adaptive solution.
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Figure 4.8: QoE performance of online QoE adaptive video in best effort network.

In terms of Flow continuity, the QoE adaptive strategy improves flow continuity up
to 10% for the higher complexity videos.

4.3.3 Evaluation of the potential of combining the framework with content-aware

erasure protection

We evaluate the the interaction of the adaptive video solution provided in previous
sections with content-aware erasure protection for lossy networks with bursty era-
sures.

4.3.3.1 Unequal erasure protection using overlapping Network Coding (ONC)

Let us consider the video model described in Section 4.2.1.
GoP consists of the IPPPP...P structure where the first frame is a I-frame and the

remaining are P-frames. For the transmission, each frame is fragmented into multiple
packets depending on its size. We consider each packet of equal length lpacket. Let
us denote α as the total number of packets from the I-frame and β as the total number
of packets from the remaining P-frames such that K = α+ β is the total number of
source packets.

Recall that in the GOP structure, I frames are needed by the other frames of the GOP
for a successful frame recovery. Hence the loss of an I frame is more damaging and
propagates throughout the entire GOP. We consider content-aware ONC to encode
the K source packets into N � K coded packets in order to decrease the probability
of losing the I frames. The target is to provide better protection to I frames than a
minimum distance separable (MDS) block code could provide. Recall that MDS codes
guarantee full recovery of the original K packets if the erasures are less than N−K.
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Figure 4.9: Combined ONC+QoEAdaptive.

Specifically, we can list two main advantages of ONC: i) Firstly, ONC guarantees an
MDS-like performance for the I-frame when there are less than N− K erasures; i.e.,
the I-frame is recoverable with the probability of almost one and ii) Secondly, even
if there are more than N− K erasures then unlike an MDS code, ONC helps to have
some non-zero probability for the recovery of the I-frame. The tradeoff for ONC is
that when there are less than N− K erasures, then unlike an MDS code, ONC does
not guarantee always the complete recovery of the P-frames.

ONC works as follows. For more details please refer to [9].

1. The K source packets are split into n overlapping generations

2. Random linear network coding (RNC) is performed to each generation i to ob-
tain Ni coded packets, and generate a total N =

∑n
i=1Ni coded packets.

3. The overlap results into unequal protection UEP. The amount of overlapping
results in different ways to obtain the total N coded packets

4. Content aware: Designed to protect more I frames

In order to integrate ONC to the QoE-driven adaptive algorithm, we consider the
output R from (4–6) to be the overall rate budget to be split into source rate rs and
FEC rate rc, such that R = rs + rc.

4.3.3.2 Results

setup In this section the experimental results show: 1) the improvement in QoE
when content-aware ONC is used compared to no erasure protection, 2) the advantage
of combining our solutions for best effort and bursty erasures satellite networks. Fig.
4.9 shows the block diagram of the combined solution.

For the experiments, we compare three different cases. In each case, we compare
two scenarios. In the first scenario we distribute available rate between the source
rate and FEC rate such that we keep (rc = rs

2 ). In the other scenarios, we use all the
available rate as the source rate. The three cases are as follows: i) (r = 150, rs = 100,
rc = 50) and (r = 150, rs = 150, rc = 0), ii) (r = 300, rs = 200, rc = 100) and (r = 300,
rs = 300, rc = 0), and iii) (r = 450, rs = 300, rc = 150) and (r = 450, rs = 450, rc = 0).
For all the three cases, corresponding values of α,β,K and N are given in Table 5.

For the packet erasure process,we consider a Gilbert-Elliot erasure channel model
which is a two-state continuous time markov process {ai(t)}, with ai(t) ∈ {0, 1}. A
packet transmitted is lost if the path is in bad state, i.e., ai(t) = 1, and otherwise
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rs (in

kbps)

rc (in

kbps)

α β K N ONC Gilbert-Eliott

Erasure channel

%

I-frames

lost

%

P-frames

lost

100 50 3 6 9 13 (N1,N2) = (4, 9) ( 1λ , 1
λe

) = (15 , 1
50 ) 9.9% 10.4%

150 0 4 9 13 13 NO FEC ( 1λ , 1
λe

) = (15 , 1
50 ) 15% 22.3%

200 100 5 13 18 27 (N1,N2) = (8, 19) ( 1λ , 1
λe

) = ( 1
10 , 1

100 ) 9.0% 11.3%

300 0 7 20 27 27 NO FEC ( 1λ , 1
λe

) = ( 1
10 , 1

100 ) 14.7% 20.9%

300 150 7 20 27 40 (N1,N2) = (12, 28) ( 1λ , 1
λe

) = ( 1
14 , 1

140 ) 8.8% 13.3%

450 0 10 30 40 40 NO FEC ( 1λ , 1
λe

) = ( 1
14 , 1

140 ) 11.00% 23.3%

Table 5: Experimental parameters for ONC in combined solution with QoE adaptation.

received correctly in good state when ai(t) = 0. The transfer probability from good to
bad state is defined as λ and from bad to good state as λe. As long as the channel stays
in the bad state, the packet erasure process is bursty where length of each burst is a
geometric random variable with mean of 1

λ and the interval between two consecutive
bursts is a geometric random variable with mean of 1

λe
.

We consider the Gilbert-Elliot erasure channel process based on the first scenario. In
all the three cases, we choose the erasure model where on an average the lost packets
per coding window is more than N− K; i.e., λ > N− K and we repeat this erasure
with λe = 10λ. For FEC we use ONC which helps us for content aware protection.
For all the above three cases, we select the ONC parameters as given in the Table 5,
conforming also to VP8’s frame sizes at the corresponding values of rs. Note that this
selection is not based on any optimization.

results Table 5 provides the final percentages of I-frame lost and P-frames lost
after decoding. We transmit a video at 15fps, containing 1000 GoP’s with each GoP
having 15 frames: 1 I-frame and 14 P-frames. For the cases, where ONC is used for
erasure protection, residual erasure probability for I-frames and P-frames have been
substantially reduced as shown in Table 5 as compared to the cases where ONC is not
used.

The results in Fig. 4.10 show the QoE advantage of using ONC for bursty errors
for different values of available rate R. Using part of the estimated value R in (4–5)
to implement content-aware ONC provides and advantage in terms of mean value of
SSIM of 6%. Fig. 4.10c shows that the spread of SSIM, which accounts for the impact
on the temporal variations in quality, is up to ten times better when using ONC. This
90% reduction in SSIM spread results in variations below 5.5% around the value of
SSIM from Fig. 4.10a, guaranteeing a smooth QoE performance throughout the entire
streaming session. We can conclude that by using part of the estimated available
bandwidth for erasure protection, higher overall QoE can be achieved than by using
the entire available rate for video data in a bursty erasure network.
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Figure 4.10: QoE performance for combined approach. Results for ONC considering varying
available rate r.

4.4 conclusions

We have presented in this chapter a QoE driven solution for adaptive video that suc-
cessfully achieves Objective (2) of this thesis. The user-centric framework for video
transmission is designed within our heterogeneous networking framework developed
in Chapter 3 and is a feasible option for long delayed band limited networks.

We follow a utility optimization approach for this novel framework, where the util-
ity function represents the QoE/QoS tradeoffs in a time-variant network. The result-
ing adaptation algorithm is delay-driven and not affected by other sources of packet
erasures. Further, it is a feasible user-centric solution suitable for long-delayed net-
works that cannot afford per-packet acknowledgements.

We have evaluated the performance of the solution from a number of angles, namely
QoS and QoE improvements. In a first stage, tests were carried out in an emulation
platform. The second stage, where a full implementation of the solution is used in
an experimental scenario. The performance evaluation through our experimental plat-
form includes the use of different types of videos and real as well as synthetic network
traces showing the capabilities in real scenarios.

Our performance evaluation shows that in terms of QoE, our solution outperforms
a strategy unaware of time varying network dynamics. Moreover it is specially bene-
ficial to higher complexity videos with more motion content. Finally it proves to be
suitable for long-delayed networks, as it does not require a high feedback frequency
as other schemes in the literature, in order to achieve a high performance in terms of
flow continuity and better usage of the available network rate.

In addition, we have further studied the feasibility of combining the video adapta-
tion framework to a solution that enhances reliability with a content-aware erasure
protection strategy using ONC. We conclude that in a scenario where bursty erasures
affect a best effort network, sharing the rate budget for adaptive video with an era-
sure protection scheme like ONC significantly mitigates the temporal variations of
QoE due to erasures, by a factor of ten. ONC guarantees an overall time-invariant
high QoE performance throughout the streaming session.
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5 V IDEO ADAPTAT ION OVER

HETEROGENEOUS NETWORKS

5.1 objectives

This chapter presents the main contribution of this thesis. We present a complete
model and solution with a QoE/QoS framework that performs a novel time/space
decoupling for cross-layer optimization of video transmission in constraint networks
suffering of congestion and erasures.

Moreover we introduce novel perceptual semantics to enhance video adaptation ca-
pabilities in an information-centric compliant setting. Within the QoE/QoS framework
we enable a perceptual semantic adaptation loop, which complements the cross-layer
optimization and will target the specific user’s demand for improved perception.

With the interest of exploring point-to-point video services beyond entertainment
purposes, we were inspired by the use of live video streaming for the provision of
situation awareness in disaster and emergency response events [3].

While this chapter shows the model applied to this illustrative scenario, it can be
used in a more general context, in order to optimize the user’s satisfaction of live
video streaming in heterogeneous networks.

5.1.1 Link to thesis objectives

This chapter deals with the third objective of this dissertation, as traced in Section 1.2:
Develop a complete model and solution for video adaptation over heterogeneous networks.
In order to achieve this objective, the work presented in this chapter uses the mod-

eling frameworks developed in Chapters 3 and 4 to build a complete and novel model
for user-centric adaptive video in heterogeneous networks, coherent with information-
centric networking.

This chapter will focus on the QoS/QoE interplay and propose alternatives to en-
hance user’s satisfaction for video services beyond recreational purposes. As a partic-
ular study case, we address the problem of provision of situation awareness through
video services.

5.1.2 Link to state-of-the-art

provision over satellite In this work, we propose congestion avoidance over
RTP, specifically for QoE in satellite networks, using a utility-based optimization ap-
proach, as formulated in Chapter 4.

With regards to the network constraints due to the wireless nature of the satellite
scenario, we propose the use of systematic random linear network coding (SRNC) for
erasure protection and its optimal integration into adaptive video to improve QoE.
With the use of SRNC, the erasure recovery performance is similar to Maximum Dis-
tance Separable (MDS) codes like Reed Solomon (RS) codes [52], allows for feasible
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coding at intermediate nodes, and it’s progressive decoding capability decreases de-
coding delay.

Concerning QoE in video in particular, several features have been studied to im-
prove user’s experience in streaming, e.g. video coding parameters [71], or temporal
impairments [72, 74]. Such solutions focus independently on erasure protection solu-
tion in lossy networks or dynamic rate adaptation for best effort cases [75] [76].

In contrast to the afore-mentioned approaches, not only do we provide a full so-
lution for both erasures and congestion, but we base upon the notions of QoE from
[64], focusing on mission-specific: 1) system influential factors on QoE that relate to
the networking scenario at hand and 2) perceptual features in QoE for video that will
guarantee delivery of valuable information to the user (e.g in emergency situations).
We follow the QoE vs. QoS correlation modeling [65], and propose a time/space
graphical analysis of QoE when both congestion and erasures are affecting video de-
livery. The aim is high temporal (related to congestion avoidance) and spatial (related
to reliable transmission) QoE procurement.

addition of perceptual semantics In multimedia, “classic” semantics deals with
heterogeneous metadata that sensors observe and/or tag when capturing video. As
such, it has applications in information retrieval, integration and aggregation of varied
data types as in semantic-aware delivery of multimedia [106]. Further, semantic tag-
ging describing pure observations is used in computer-based systems with artificial
intelligence to perceive and abstract situations [107]. Rather than doing perception
through classic semantics, we propose a novel human-analysis-driven perceptual se-
mantics to tag the videos, based on the temporal/spatial characteristics of the video
a user is perceiving, as means to more specifically target and improve his perceptual
needs.

The term perceptual semantics has been used in [108] for automatic feature extrac-
tion of video based on image segmentation and target internal changes within the
video source coding mechanisms. Our approach differs, as it does not limit to particu-
lar feature extraction and it focuses on offering a solution for video communications in
a non-intrusive manner towards video codecs. Further, we involve the user in tagging
first-level perceptual features, rather than only observations as in [109], for perceptual-
based networking. To the best of our knowledge, such diversion from classic semantics
has not been explored before.

We frame the novelty of perceptual semantics such that it complements cross-layer
optimization schemes that help cope with network constraints. Additionally, the over-
all framework can be mapped to current content-centric approaches of information-
centric-networks.

5.1.3 Contributions

The main contributions of our work can be summarized as follows.

5.1.3.1 Contribution for provision over satellite

• We decouple the problem of combined congestion and erasures in best effort
satellite networks affecting QoE of video, identifying congestion with freezes in
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the video playback and packet erasures with artifacts degrading the video, both
perceptual features that contribute to the user’s experience. Hence, we are able
to formulate separate QoE driven cross-layer optimizations for the time (freezes)
and space (artifacts) domain.

• The jointly operative QoE-driven cross-layer optimizations in time and space
domains are designed for feasible online video adaptation and optimal adaptive
erasure coding suitable for constraint networks.

• Our novel time/space graphical analysis of QoE proves to be useful as it allows
time/space graphical representation of 1) network performance through conges-
tion and erasures and 2) Service performance from the user’s perspective, i.e.,
QoE.

• We use SRNC for erasure protection which provides three fold benefits: sim-
ilar erasure correction performance to state-of-the-art MDS like RS codes, im-
provement in packet recovery time due to progressive decoding and flexibility
in choosing coding parameters with variable code rate for the adaptive video
streaming.

• Our experimental results show that the joint QoE optimizations in time and
spatial domain achieve in overall a planar, homogeneous, performance with high
values of QoE metrics, regardless of both erasures and congestion degrading the
network.

5.1.3.2 Addition of perceptual semantics

• We introduce novel perceptual semantics for video adaptation to enhance situa-
tion awareness in non-computer aided processes as in emergency operations.

• Our proposed perceptual semantics relate to end user requested resolution in the
temporal domain for a better assessment of event’s evolutions seen from stream-
ing video. Adaptation is enabled at transmission via a perceptual semantics
feedback loop to adapt source coding on-the fly in terms of frame rate.

• The overall framework contemplates the use of an underlying cross-layer op-
timization that copes with network congestion and erasures in best effort sce-
narios. We show through simulations that within the proposed framework, the
perceptual semantics are preserved.

• Moreover, we show it complies with information-centric-networking philosophy
and architecture, such that it is in line with content-aware trends in networking.

• In addition, we contribute to the study of situation awareness from the QoE
perspective, by identifying the factors that contribute to user’s satisfaction with
this type of service, and the potential enhancements that would benefit his/her
experience.
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5.1.4 Structure of the chapter

This chapter is structured as follows. Section 5.2 presents the scenario of interest.
Section 5.3 presents the QoE/QoS time/space decoupling model the cross-layer frame-
work that will enable its implementation. Section 5.4 presents the cross-layer optimiza-
tions in both time and spatial domains that derive from the QoE/QoS model. Section
5.5 presents the experimental results with the three-dimensional analysis of perfor-
mance. Section 5.6 presents the perceptual semantics model, how it diverges from
classic semantics and how the semantig tagging is performed. Section 5.7 presents
how the perceptual semantics model can be integrated into an adaptive video frame-
work. Section 5.8 shows the performance analysis with simulation results. Section
5.9 draws the final conclusions of the chapter, and Section 5.10 lists the publications
related to the work presented.

5.2 situation awareness scenario

We consider point-to-point live streaming of user generated content for purposes be-
yond recreational.

As a study case, we take the emergency scenario, where traditional terrestrial com-
munications infrastructure is unavailable. The video streamed by a user from the
affected area will e.g. help trained emergency responders in attaining situation aware-
ness. Such assessment will help to e.g. coordinate rescue and relief operations or aid
for telemedicine purposes.

The users involved in this point-to-point setting are of two kinds: the sender acts
as a people-as-sensor providing live video content, and the receiver (e.g the decision-
maker) has the job of extracting valuable information of the current situation “in the
field” from the streamed videos. We assume such job does not use computer-aid
techniques (i.e. artificial intelligence), as in [85][86].

The holistic framework to model the heterogeneous networks from Chapter 3 is
applicable. We assume in this work that the sender has access to a band-limited
communications network (i.e. the satellite network instance from Section 3.3.1) . Long
round trip times, best effort service and erasures due to the wireless medium are the
network constraints considered.

While the models we propose are inspired by this scenario, we would like to high-
light that they can be applied to a wider range of video services being streamed
through heterogeneous networks suffering of the network constraints we point out.

5.2.1 Video use-case for situation awareness

In an emergency scenario, good decision-making and rapid response are based on the
awareness of the situation, the people, the resources and how the event is evolving
over time.

We recall from Section 2.4.3 that video as a specific source of information for sit-
uation awareness can both provide 1) precise time-space accounts of the scenario in
the critical situation 2) insights to the temporal aspects of dynamically changing situ-
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ations. Further, the receiver wishes to assess the situation with as close to real-time as
possible [85].

5.3 QoS/QoE modeling by time/space decoupling

5.3.1 System influential factors indicators

Definition 5. Quality of Service QoS is the ability of the network or service to provide
or guarantee a certain level of performance to a data flow.

We consider the following QoS metrics to quantify the influence of effects of con-
gestion and erasures in the best effort satellite scenario.

Definition 6. Erasure rate ε is modeled as i.i.d random variable. It represents packet
erasure rate due to channel fading in wireless links.

Definition 7. Congestion-induced erasure rate εc is modeled as i.i.d random variable.
It represents packet erasure rate due to the congestion in best effort wireless networks.

Definition 8. Delay τ is the cue of congestion in the network.

Definition 9. Degree of congestion η represents how congested the network is with
respect to the maximum available rate rmax

av
1 where η = rmax

av

rav
, 0 < η � 1 with rav as

the current available network rate.

5.3.2 QoE framework

We first present the framework used to decompose the system and perceptual aspects
of the scenario in Section 5.2, according to standard QoE definitions. We identify the
problems degrading QoE from each aspect, mapping them to its Quality of Service
(QoS) counterpart, to either a space or time domain. Finally, in order to tackle these
QoE degradations, we propose to decouple tempoal and spatial domains which entails
a decoupling of the system effects of congestion and erasures on QoE.

We follow the definitions of QoE described in Section 2.4.1 and the influential factors
affecting QoE from Def. 1, focusing on the system influential factors. Human factors
are out of scope, while context factors can be a natural extension of the work we
present here.

QoE system influential factors relate to the technical aspects affecting quality of
the application or service, including media capture, coding, transmission, playback
among others. Such factors can affect user experience of video, with noticeable degra-
dations such as artifacts, blockiness, freezes. In the scenario considered in this chapter,
the QoE system influential factors are linked to the underlying network performance,
e.g. the best effort wireless satellite network and its QoS.

Perceptual features of QoE are the perceivable characteristics of the user’s experi-
ence contributing to the overall quality [64]. In our framework, we related the QoE

1 rmax
av depends on the underlying network (i.e. for the BGAN network in the best effort mode rmax

av ≈ 500

kbps)



58 video adaptation over heterogeneous networks

Figure 5.1: Scenario-specific QoE framework with decoupling in time and spatial domains of
QoE.

perceptual features to the perceptual characteristics the user needs to e.g. gain sit-
uation awareness through the use of video as expressed in Section 5.2. From such
relationship, we distinguish between between temporal and spatial domains of QoE.

Definition 10. QoE in the space domain refers to user’s dissatisfaction due to lack in
accuracy: artifacts in the video that may be caused by packet erasures, source coding
effects like compression, and other factors affecting video recovery and degrading
video quality.

Definition 11. QoE in the time domain refers to user’s dissatisfaction due to persis-
tent freezes in the video playback that do not allow to track dynamically changing
situations.

5.3.3 QoE/QoS decomposition

Fig. 5.1 summarizes QoE framework adopted. Our analysis to perform the mapping
into time and space domains, and how we propose to solve it is as follows.

Congestion affects QoE mainly in the time domain, inducing freezes in video play-
back. If congestion can be tracked at transport layer, rate adaptation to the network’s
available rate can performed and QoE in the time domain will be improved. Conges-
tion can be detected online at the transport layer through end-to-end feedback using
delay as congestion cue.

Erasures affect QoE in the space domain, inducing artifacts in video displayed. If at
network layer channel coding is performed to recover from erasures, QoE in the space
domain is improved.

By mapping congestions to QoE in the time domain, and erasures to QoE in the
space domain, we are able to propose a decoupled solution for the joint problem
affecting our scenario. Hence, we propose a two QoE driven optimizations, jointly
operative but working separately, one for the time domain, the other for the space
domain, to work at transport and network layers respectively.

A decoupled solution provides advantages in terms of flexibility of the design, as
the formulation and performance evaluation of the two optimizations can be treated
separately.

The possible price to pay in our decoupled approach is whether, when working
jointly, the QoE optimizations are affecting one another. In Section 5.5 we will show
that under reasonable assumptions, this cross-influence is minimal.
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Figure 5.2: Scenario.

5.3.4 Selected metrics

With respect to QoS metrics, η and ε represent congestion and erasures respectively.
With respect to QoE, we have chosen low complexity metrics with a reasonable

correlation to subjective QoE studies that can help us evaluate the performance of our
solution in an experimental platform. From the metrics defined in Section 2.4.2, we
will use QoET from (2–6) to measure QoE in the temporal domain, and QoEST from
(2–5) for QoE in spatial domain.

Note that our framework and later solution is not dependent on the QoE metrics
used. More sophisticated metrics as cited in Section (2.4.2) could be used for perfor-
mance assessment.

5.3.5 Topology

We consider a point-to-point scenario where the underlying heterogeneous network
topology can have several intermediate nodes. However, in this paper, for reliability,
we consider channel coding only at the source node, but our system model can be
extended for the case where joint channel-network coding can be used in the interme-
diate nodes of the network (which is out of the scope of this paper and is left out for
future work).

Fig. 5.2 shows the overall block diagram of the source-destination topology and our
proposed solution.

5.3.6 Cross-layer optimization

As Fig. 5.1 shows, we propose a decoupled cross-layer QoE-driven optimization frame-
work consisting of two optimizations, one in the time domain and one in the space
domain of QoE.

In the time domain, as shown in Fig. 5.3a, we use an online adaptation strategy that
uses end-to-end feedback at transport layer to cope with congestion. Network delay
τ and congestion induced erasures εc can be inferred from the feedback, and used
to estimate r̃av. The application layer rate r∗APP to be used by the video streaming
application, will be r∗APP = r̃av. As a result, the transmission rate at network layer
R, is after optimization R∗

≈ r∗APP
2

2 we consider overhead due to layer encapsulation to be negligible when calculating the rates
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(a) Cross-layer diagram for QoE-driven
optimization in the time domain (on-
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ε ψ

r∗APP

r∗APP
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(b) Cross-layer optimized video streaming in the time domain
(online) and space domain (offline).

Figure 5.3: Proposed cross-layer optimization framework.

Fig. 5.3b shows the integration of QoE optimizations in time and space domains.The
available rate r̃av is estimated online by the optimization in the time domain. The
optimization in the space domain determines the optimal code rate ρ∗ for an erasure
protection code using RNC encoding. As a result, the application layer rate is adapted
to r∗APP = ρ∗ r̃av, the transport layer packets are encoded using RNC at a sublayer of
the network layer, and the IP sublayer transmits at a rate R∗

≈ r̃av. The optimization
in the space domain can be performed offline, and look-up tables can be available
online with the optimal values for a certain set of input values.

Note that the erasure correction coding is chosen to be at the network layer in order
to enable the possibility of coding at intermediate nodes in future work. Network layer
packets are accessible at intermediate nodes and hence coding at this layer would be
more efficient in our model.

5.4 cross-layer optimizations in space and time

5.4.1 Optimization in time domain

The cross layer optimization in time is as proposed in Section 4.2. Integration within
the cross-layer framework follows Figs. (5.3b) and (5.3a), such that R∗ ≈ r̃av.

In order to maintain coherence of our model in time and avoid synchronization
issues at the different layers, we assume that TGoP < Tsamp, such that the obtained
application layer rate r∗APP for the nth GoP is invariant for the duration of the whole
GoP.

5.4.2 Optimization in space domain

In our decoupling approach, we have identified erasures with artifacts in the video
to be solved with an optimization in the space domain. In this Section, we present
the formulation and implementation of such QoE driven optimization, as part of the
cross-layer model in Fig. 5.3.



5.5 performance evaluation i 61

The objective of the optimization in the space domain is to optimize application rate
r∗APP and code rate ρ∗, in order to use SRNC to cope with erasures with maximized
QoE of video.

Let us consider r̃av to be the available rate estimated using the algorithm in (4–5).
In order to protect the video stream from network erasures, SNRC coding will be used
with a certain allocated code rate ρ. A low value of ρ implies more erasure protec-
tion, at the expense of a lower rate for the application layer (rAPP = ρr̃av). Given
that lower rAPP is a result of higher compression rates, QoE in the space domain is
damaged with low values of ρ.

Hence, we propose in (5–1) to maximize QoE by maximizing rAPP , such that SRNC
is used with an optimal code rate ρ∗ that guarantees a residual erasure rate ψ.

r∗APP = max rAPP (5–1)

s .t . rAPP � r̃av and εres(ε , q , rAPP , r̃av) � ψ

where εres(ε , q , rAPP , r̃av) is the residual erasure rate of the SRNC code with field
size q.

We target an offline solution to (5–1), in order to obtain the optimal values (r∗APP ,
ρ∗) corresponding to all the possible estimated available rates r̃av . A look-up ta-
ble with these values is generated. As r̃av is time varying and estimated from the
feedback, the look-up table is accessed online and optimal r∗APP and ρ∗ are obtained
corresponding to r̃av.

More details on the SRNC specifics can be followed in [12]. In systematic codes
input data is embedded in the encoded output, reducing the decoding overhead at
the receiver side.

Further, due to the inherent random structure of SRNC, progressive decoding is
possible, improving packet recovery time as compared to RS codes, an advantage in
long-delay scenarios.

5.5 performance evaluation i

5.5.1 Experimental setup

The setup consists of a point-to-point streaming connection. The receiver and sender
applications are connected through an emulated network using the NetEM emulator.

5.5.1.1 Setup

Following Fig. 5.3b, we describe each block.
At application layer we use the state-of-the-art video codec VP8 [103]. At transport

layer, we use the RTP/UDP protocol and a standard implementation of RTCP (RFC
3550) protocol for the feedback. At network layer, each transport layer packets is
encapsulated into an IP packet.

The cross-layer modules work as follows. The online optimization has been imple-
mented to output a rate control update of R∗ with every new RTCP report, according
to (4–7). The offline optimization uses a look-up table to output the optimal r∗APP and
code rate ρ∗ values from the budget rate r̃av.
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Table 6: Parameters in experimental setup.

Experiments 1. QoE

(time)

2. QoE

(space)

3. Joint

QoE

Video sequences pedestrian, foreman, coastguard

T (streaming time) 3min

APP
Nframe 15

rframe 15fps

rAPP(t1) 500kbps [100- 500kbps] 500kbps

Transport pkt size l 1400B

Tsamp 2s

Network q - 256 256

ψ - 10−3 [110] 10−3 [110]

τD 250ms

Network

emula-

tion

ε no [0-15]% [0-15]%

rmax
av 500kbps [100- 500kbps] 500kbps

η [100-50]% 0% [100-50]%

We simulate SRNC coding by adding, for each GoP coming from the transport layer
at rate rAPP , redundant (dummy) packets such that R∗ = rAPP/ρ

∗.

5.5.1.2 Network emulation

With respect to erasures, packets are erased at the random rate ε when no erasure
protection is performed. When SRNC is used, packets are erased corresponding to
the residual erasure probability of SRNC ε = εres(ε , q , r∗App , r̃av).

Congestion events are emulated as a drop (step-like) in maximum available rate
rmax
av that occurs halfway through one streaming session, at T/2. In practice, we

use the traffic shaping in NetEm emulator to create the drops in rmax
av , such that

rav = η·rmax
av .

5.5.1.3 Experiments

Table 6 summarizes the values of the parameters used for the experiments.
Experiments with and without the space and time domain QoE optimizations are

considered. Each experiment consists of one streaming session lasting T seconds. A
large value of T (3 minutes) is such that it guarantees statistical significance with
respect to erasure rates as well as spatio-temporal variations in the video.

For each experiment, a looped standard video sequence served as input source.
Further, to each experiment correspond one value of ε and η. The ranges of values
for ε are 0-15%, while for η, the range is from 100% to 50%.

The range of values considered for rav, and rAPP correspond to realistic values
for an application using a Mobile Satellite Service like the BGAN network. Such
network offers roughly a maximum rmax

av = 500kbps in a best effort configuration.
The propagation delay τD corresponding to a GEO-stationary satellite network is also
configured in NetEm. The value of ψ was chosen according to 3GPP specifications for
real-time scenarios.
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Figure 5.4: Evaluation of only QoE optimization in the time domain.

5.5.2 QoE Performance assessment

Application-layer information, both at media and bitstream level, are collected at re-
ceiver and sender in order to perform offline QoE assessment. The common problem
of sent/received video misalignment affecting full reference spatio-temporal QoE as-
sessment, is solved by using the frame concealment strategy. This means that a lost
frame at the receiver is replaced in the sequence by the last frame received, making use
of bitstream level data from actual frames sent and received. In addition, bitstream
level data also provides frame play-out timestamps.

The two QoE metrics, QoEST and QoET , will be used to validate our results. QoEST

and QoET correspond to the spatio-temporal metric and the temporal metric of flow
continuity respectively, both of them described in Section 4.2.1.

Along with QoEST ,other spatio-temporal metrics [111] were tested with similar be-
havior.

5.5.3 Optimization in time domain

The purpose of this experiment is to evaluate the isolated performance of our opti-
mization in the time domain. In order to assess this, we consider only degradations
due to congestion. Further, we compare the performance to a solution that is unaware
of such degradations. The results are summarized in Fig. 5.4 for videos coastguard,
pedestrian, and foreman.

5.5.3.1 Description of experiments:

The parameters for this experiment correspond to Experiment (1) from the Table 6.

5.5.3.2 Effect on QoET

As can be observed in Fig. 5.4a, the flow continuity measured with QoET , is improved
up to 50%. The highest advantage is achieved for lower values of degree of congestion
η.
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Figure 5.5: QoE Optimization in the space domain. QoESTmetric.

5.5.3.3 Effect on QoEST

The online optimization is able to avoid congestion events, hence packet losses due to
congestion are minimized. As a consequence, the improvements in QoE are not only
in time domain metrics but also in the space domain.

It can be observed in Fig. 5.4b that most significant improvements occur for con-
gestion events with η < 70% in QoEST , with improvement of over 100%. For higher
values of η, the metric also shows a gain from 4.5% to 50% using the QoE optimization
in the time domain.

5.5.4 Optimization in space domain

In this experiment we compare the optimization in the space domain ( where for
each rav an optimal ρ∗ is obtained to use SRNC) to a non-optimized strategy with no
erasure protection (ρ = 1).
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5.5.4.1 Description of experiments

This case considers only degradations in the network due to erasures. We assume rav
is constant throughout the entire streaming session (η = 100%, there is no congestion).
We assume the transmission rate R = rav, and r̃av = rav. For each experiment, there
is a corresponding pair of values (ε, rav). The parameters are set as in Table 6 for
Experiment (2).

5.5.4.2 Effect on QoET

By optimizing the rate budget r̃av when using SRNC, we ensure that the redundancy
added will not congest the network. QoE in the time domain is therefore not affected
by the use of SRNC, as intended in our decoupling approach.

Notwithstanding, SRNC as any block erasure code adds delay at encoding/decod-
ing. The systematic characteristic of SRNC as well as the possibility of performing
progressive RNC decoding, significantly reduce the delays imposed by erasure protec-
tion. Therefore, we can assume, as a small price to pay, a reduced start-up delay in
the video playback, such that SRNC does not affect QoE in the time domain, on no
longer than the duration of a GoP, TGoP.

5.5.4.3 Effect on QoEST

Fig. 5.5 shows the results for videos foreman and coastguard, in our three-dimensional
analysis of QoE, where we have plotted QoE metrics vs. ε vs. η. Using the opti-
mization in the space domain, the main advantage is achieved in scenarios with high
available rate and high erasure rates, with up to a 38% improvement in QoEST metric
compared to a non-optimized strategy. The higher advantage occurs for higher values
of rav.

Further, we show minimal effects of the decoupling approach on QoEST in the
following example. Fig. 5.5 proves that space QoE is hardly sacrificed when lower
application layer rates are used to either cope with congestion (QoE in the time do-
main) or with erasures (QoE in the space). In an erasure-less scenario (rav = rAPP), a
reduction of 20% in rAPP, has a degradation of under 1% in QoE, while a reduction
in goodput due to erasures of ε = 20% represent a 40% degradation in QoE.

Regarding video complexity, when comparing Fig. 5.5a for coastguard and Fig. 5.5b
for foreman, the analysis is as follows. Using the QoE optimization, higher QoE values
can be achieved for less complex types of videos, since these videos can obtain higher
QoE with less amount of application layer rate rAPP. Higher complexity videos are
more susceptible to the amount of rAPP, compared to low complexity videos. Hence,
in higher complexity videos the difference in QoE at low rAPP and QoE at high rAPP

is more noticeable than for lower complexity videos. Additionally, the gains of using
the QoE optimization in the space domain for lower complexity videos are higher than
for high complexity videos at lower values of rAPP.
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Figure 5.6: Flow Continuity, QoET for joint QoE in Space and Time domain.
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Figure 5.7: QoEST metrics for joint QoE in space and Time domain.

5.5.5 Joint optimization in time and space domains

The purpose of this experiment is to evaluate the performance of the joint optimization
in the time and space domain according to the proposed model in Fig. 5.3b. Hence,
we consider degradations both due to congestions as well as erasures.

5.5.5.1 Description of experiments

Congestion events and erasures are emulated as in the previous sections with the
parameters of Table 6 for Experiment (3). For each experiment a different degree of
drop in available rate is considered, together with an erasure rate ε.

We compare the joint optimization to a solution unaware of network dynamics,
where application layer is blind to the network dynamics, the transport layer is not
performing any congestion control, and there is no protection against erasures.

5.5.5.2 Effect on QoET

The three-dimensional QoE plots in Fig. 5.6 show that, for all cases of congestion
and erasures tested, the values of flow continuity metric are all above 0.9 when using



68 video adaptation over heterogeneous networks

both optimizations . This represents that more than 90% of the time, the user is not
experiencing freezes in the video playback.

5.5.5.3 Effect on QoEST

The complete solution achieves in overall a planar surface in QoEST , as shown in Fig.
5.7. This means that, regardless of both erasures and congestion affecting QoE, the
combination of the online and offline strategies is able to deliver a smooth perfor-
mance.

Moreover, for all cases of congestion and erasures tested, the values of QoEST metric
are all above 0.9 when using the complete QoE framework, guaranteeing very small
variations of quality over time.
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Figure 5.8: Contour plots of gains compared to no QoE solution. VIdeo: Pedestrian..

Fig. 5.8 shows that the gains obtained from using the complete framework com-
pared to a non-QoE optimized approach. With respect to Flow Continuity, the gains
are of up to 60% in Flow Continuity.

With respect to the QoEST metric, gains are of up to 80%. The cases with higher
improvement correspond to higher erasure rates and higher degree of congestion η.
The gradient of the gains in QoEST for higher values of η is only dependent on the
increase in erasure rates, while for lower values of η, the gain increases jointly as η

and ε increase.
These results represent a high QoE in space domain with additional smooth QoE

performance throughout an entire streaming session, a characteristic highly valued by
end-users, This behavior was observed with all video sequences tested.

5.6 perceptual semantics model

The motivation of the work presented here is the possibility of enhancing user’s satis-
faction by targetting the specific time/space perceptual features he identifies as rele-
vant in his application scenario. This is particularly relevant in video services that go
beyond enternainment fullfillment.

We consider band-limited, wireless best effort networks, as possible means of com-
munications for point-to-point live video streaming . Such networks pose a number of
constraints affecting Quality of Service (QoS), namely, congestion and erasures. The
topology envisioned is that of live user-generated content being upstreamed e.g. a
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Figure 5.9: Perceptual semantics vs “classic semantics”.

user in an emergency location upstreaming to proper decision-makers in a disaster
management operation.

While the transmission framework proposed in Section 5.3.6 mitigates the effects of
the network constraints, we propose an additional dimension to target specific user
demands, e.g. in scenarios using video for other purposes. We propose to improve the
user’s satisfaction beyond standard improvements by means of perceptual semantics.

In this section we derive the model for perceptual semantics and how we propose
to perform semantic tagging.

5.6.1 Spatial/temporal decoupling for situation awareness

We present an approach inspired by situation awareness and its three level model
description as defined in Section 2.4.3, which highlights perception as a first level
process in attaining a particular target of comprehension and projection of situations.

We focus on the spatial and temporal advantages of video as a source of informa-
tion that can help in e.g. emergency operations. Firstly, the possibility of capturing
dynamic scenes improves the assessment of temporary evolving events. Secondly,
video can provide visual spatial accurate accounts of an ongoing situation [86].

If the temporal and spatial perceptual characteristics of the video satisfy the situation-
specific user resolution, then the user satisfaction will be fulfilled, and further higher
level cognitive processes will be benefited.

5.6.2 Semantic tagging

Based on the spatio/temporal identification of perceptual features, our proposal is
to utilize the end-user’s (analyst) perception, to do semantic tagging that enables an
enhancement of the received video stream signal tailored to the user’s demand.

Semantic tagging is hence performed to describe perceptual features in the video
and as such represents more complex abstractions of a viewed scene. In comparison,
classic semantics tagging would focus on unprocessed sensorial observations [107].
The difference between both approaches in semantics is shown in Fig. 5.9.

In scenarios where perception is not achieved by artificial intelligence, it is the hu-
man analysis that will interpret the sensory information (i.e. perceiving). Hence, the
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Figure 5.10: Block diagram proposed cross-layer framework and APP-to-APP perceptual se-
mantics loop.

semantic tagging is performed by the user, as he is ultimately the one perceiving and
foreseeing what might be of interest in the video.

We propose a tagging that would indicate the temporal/spatial predominance ac-
cording to the level of perception of the user. A tag indicating predominance of tem-
poral features, means the user is perceiving a situation that demands more attention
to the dynamics of the scene (e.g. rapid movements). On the other hand, a predomi-
nance of spatial features indicate moments of less movement but densely overloaded
frames that requires more detail to identify features.

5.7 integration of perceptual semantics to video adap-

tation

We propose to integrate the perceptual semantics with video adaptation in order to
provide to the user a required perceptual level. Further, we propose to map the tags
to actions such that the specific perceptual features are enhanced.

Following, we describe how our perceptual semantics model can be mapped to
video coding characteristics and propose an algorithm to meet the end-user’s de-
mands. Further, we comment on protocol aspects in the implementation and propose
an integrated framework with an adaptive video solution.

We highlight that this is a first approximation to integrate perceptual semantics to
video adaptation in this promising research direction. Future lines of work on this
matter are discussed in Chapter (6).

5.7.1 Mapping

We focus on using our proposed perceptual semantics for enhancement at source
coding level. At codec level, in single layer or scalable layer video encoding of state-
of-the-art codecs, three types of resolution are defined, namely temporal (frame rate),
amplitude (quantization step), and spatial (frame size).

We map enhancement of temporal features to higher frame rates, and predominance
of spatial features to higher spatial and amplitude frame resolution. In this way, dy-
namics of the scene can be more closely followed (temporal preference) and details
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of a scene can be better identified (spatial preference). The mapping is intuitive and
relies on the intrinsic architecture of video codecs currently in use in a non-intrusive
manner, to facilitate the video communications. Finally, we show an example architec-
ture within ICN networking of a typical emergency scenario.

5.7.2 Algorithm

We propose to map the perceptual semantics to a system quantified with the variable
α ∈ [0, 1]. α = 0 and α = 1 express full preference of the spatial and temporal percep-
tual features, respectively. Intermediate values of α represent weighed combinations
of spatial and temporal preferences.

We denote the feasible set of finite values of frame rate, as FT (rAPP), while FS(rAPP)

is the feasible set for the spatial factors, both a function of video coding rate rAPP.
Note that higher frame rates and frame sizes are possible to attain with higher rAPP

[112], hence the feasible sets FS(rAPP) and FT (rAPP) corresponding to higher values
of rAPP will contain more number of possible values that can be chosen from. For
example, in the case of scalable video coding, if temporal dyadic scalability is per-
formed, the available values of frame rate contained in FT (rAPP) would be the base
layer frame rate and the frame rates from enhancement layers that would add up to i.e.
a full 30Hz frame rate if rAPP is sufficient: FT (rAPP) = {3.75Hz, 7.5Hz,15Hz,30Hz}.

In order to choose the appropriate value of frame rate and resolution according
to our mapping of perceptual semantics, we formulate the following optimization
function:

(r∗fr, s∗fr) = max αr̄fr + (1−α)s̄fr (5–2)

s.t. rfr ∈ FT (rAPP) and sfr ∈ FS(rAPP)

where r̄fr = rfr/rmax
fr , and s̄fr = sfr/smax

fr are the normalized values of frame rate rfr
and spatial/amplitude resolution sfr with respect to maximum available values set
for the application.

Note that the optimization in (5–2) can be applied to single layer video coding or
scalable video coding.

5.7.3 Implementation and compliance with standards

We assume an underlying standard cross-layer framework, which provides the appli-
cation layer rate rAPP that can be used by the codec (such that the video coding rate
equals the application layer rate), for an on-the-fly adaptive video subject to network
constraints.

The cross-layer optimization has been designed such that it copes with the network
impairments that directly affect negatively the spatial/temporal aspects of video and
is therefore QoE-driven. This cross-layer optimization associates congestion with tem-
poral impairments in video playback such as freezes. In addition, it associates era-
sures with artifacts degrading video quality. Further, we keep in mind that higher
video quality is achieved with higher video codec rate, rAPP.

The above assumption is relevant in the design as it is a guarantee that the network
degradations are not an issue when enhancing the temporal and spatial features neces-
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sary for enhanced perception. We will further discuss this with the numerical results
in Section 5.8.

Fig. 5.10 shows the block diagram of the proposed framework, where the cross layer
optimization is integrated with the perceptual semantics loop. The video streaming
application uses a state-of-the-art codec such that the frame rate, frame size and codec
rate can be configured on-the-fly, either as a single layer or a scalable layers.

In order to facilitate the perceptual semantics role, we use a return path to send via
feedback the tags chosen by the user according to the perceptual semantics.

Following the trends in current network architectures, we propose to use semantic
web protocols to enable the APP-to-APP cross talk of the semantic tagging [109]. At
the transport layer, the application-specific information can be encapsulated into RTCP
feedback packets compliant with the extended reports defined in RFC4585. The cross
layer optimization is handling feedback with the standard RTP/RTCP protocol. Note
we have assumed Forward erasure protection being performed at network layer, in
particular using random linear network coding.

Considering future network architecture, our framework complies with a seman-
tic information-based network [58]. Moreover, our scenario would be suitable to
information-centric networks’ (ICN) architectures such as the publish/subscribe for
live streaming [59]. ICN could allow for future enhancements to the perceptual se-
mantics as proposed in this paper. In particular, our approach is coherent to the
receiver-driven nature of ICN. Further, caching, one of the appealing attributes of
ICN in data delivery, could enable more actions at intermediate nodes concerning the
incoming video stream. The philosophy of ICN by which content information is avail-
able to network/forwarding layers will allow the semantic loop we have created to
trigger further actions at these intermediate nodes, such as adaptive network coding
to enhance last-mile network reliability.

Fig. 5.11 shows the topology of our framework mapped to publish/subscribe archi-
tecture within ICN. This example shows a typical emergency application over a satel-
lite access network, whose gateway can be mapped to the rendevouz (RN) and topology
manager (TM) nodes. The publisher (operator in the ground during an emergency sit-
uation) announces that it has a publication available to the RN node. The subscriber
(end-user/decision maker) issues a subscription, as he is interested in obtaining live
feed of the current on-going events of the emergency. The RN and TM nodes find
the publisher and resolve the the publisher/subscriber path. The subscriber can issue
petitions or unsubscribe, and in our framework, issue perceptual semantics tagging,
which the publisher will receive through the RN nodes.

5.8 performance evaluation ii

We simulate a realistic scenario typical of emergency operations, where mobile satel-
lite services are used to upstream live video from field, to proper decision makers
remotely located.
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Figure 5.11: Publish/Subscribe architecture suitable for our proposed perceptual semantics
framework.

rAPP (in kbps) Feasible Set FT Feasible set FS
rAPP � 64 {3.75, 7.5,10,15} {QCIF}

64 < rAPP � 192 {3.75, 7.5,10,15} {QCIF,CIF}
192 < rAPP � 384 {3.75, 7.5,10,15} {CIF,QCIF}
384 < rAPP � 500 {3.75, 7.5,10,15,30} {QCIF,CIF,640x360}

Table 7: Feasible sets considered for simulation.

5.8.1 Setup

We use a simulation system that allows to test the proposed framework shown in Fig.
5.10. The video streaming application is simulated by generating packets of size l

encoded at a rate rAPP and frame rate rframe.

5.8.1.1 Cross-layer optimization setup for congestion and erasures

This block receives as inputs the feedback from the receiver on current network con-
ditions, and outputs the rate rAPP that the video streaming application is allowed to
use, and the code rate ρ to be used for erasure correction, such that the transmission
rate is R = rAPP/ρ.

The transmission rate is online optimized through a QoE delay-driven optimization
at the sender side that uses receiver feedback, as the one proposed in [9] and described
in Chapter 4. The resulting discrete rate control update is given by (5–3)

R(tk+1) = R(tk) + f(τ(tk − τD)) (5–3)

where f(·) is a function of the delay τ measured at time tk− τD, a delayed value due to
the propagation delay τD in the feedback loop. . Updates on network measurements
are received every Tsamp = tk+1 − tk seconds.

Further, our additional novelty to cope with erasures, is the use of adaptive net-
work coding with systematic random linear network coding, (SRNC), in coherence
with Section 5.4.2. We use SRNC due to similar performance to optimal forward era-
sure correction codes like Reed-Solomon [52], but higher flexibility and compliance
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with future network-coded networks. For a rate budget given by R in (5–3), the code
rate ρ = rAPP/R, chosen for SRNC is maximized such that the performance meets a
target residual erasure rate given the current erasure rate ε of the network. Hence the
application layer rate rAPP is maximized.

5.8.1.2 Network simulation

We simulate a network as a FIFO finite queue of available rate rav with erasure rate ε.
Simulated packets are transmitted at the obtained rate R.

SRNC uses the allocated code rate ρ to meet the complete budget rate R, such that
its performance meets the residual erasure rate εres.

Congestion events are simulated as a drop (step-like) in maximum available rate
rmax
av to rmin

av that occurs halfway through one streaming session, at T/2 such that
η = rmax

av −rmin
av

rmax
av

, with η ∈ (0, 1]. (Higher η means higher congestion). Each simulation,
corresponding to one streaming session, lasts 300s, one corresponding value of η and
ε.

The values used correspond to a realistic satellite network commonly used in emer-
gency operation, operating in the L-band offering up to 500kbps uplink in best effort
mode.

5.8.1.3 Perceptual semantics

We model the user’s semantic tagging from temporal/spatial features with the param-
eter α. α may vary over time throughout one single streaming session, such that the
sender is receiving feedback of this changes and will adapt to them using i.e. (5–2).
We assume these tags are changed by the user with a period of at least 10s. Three
cases are considered for variation of semantic tagging, namely, TAGT : only temporal
tagging for the entire session, TAGS: only spatial tagging, TAGTS: alternating tags,
each of 10 seconds.

Table 7 summarizes the feasible sets for values of frame rate dependent on rAPP, in
order to solve the algorithm in (5–2). The values chosen correspond to typical feasible
combinations in current state-of-the art codecs.

5.8.2 Metrics

The following metrics relate to the effects of the network constraints on the perfor-
mance in terms of Quality of Experience.

1. QoEA. This metric is related to degradations due to erasures in the network,
that cause artifacts in the image: QoEA = 1− p̄, where p̄ is the average packet
loss rate at the receiver. QoEA ∈ [0, 1].

2. QoEF. This metric is related to degradation due to congestion, that cause freezes
in video playback. QoEF = 1− f̄ where f̄ is the probability of freezes occurring
in the playback. A freeze is the event where the time elapsing between two
consecutive frames displayed exceeds a tolerated threshold. QoEF ∈ [0, 1].

3. α̂ and Δα: These metrics are related to the performance of the adaptation
through perceptual semantics. We measure the value achieved by the algorithm
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Figure 5.12: Achieved values of α vs. η vs. ε, using cross-layer optimization.

as α̂, and the mean absolute error with respect to the user’s demanded α, as
Δα = |α̂−α|.

4. Ω: Combined metric to measure tradeoffs of using perceptual semantics with
and without cross-layer optimization. It is defined as:

Ω = w1·QoEA +w2·QoEF +w3·(1−Δα)

with w1 +w2 +w3 = 1. Ω ∈ [0, 1]. The best performance, i.e. Ω = 1, occurs
when no losses degrade the video (QoEA → 1), freezes in playback are minimal
(QoEF → 1) and the perceptual semantic adaptation matches the one requested
by the user (Δα).

5.8.3 Results

5.8.3.1 Perceptual semantics with and without cross layer optimization

Fig. 5.12 shows the performance of the perceptual semantics together with the cross
layer optimization, as a function of congestion drops, η, and erasures ε. Each surface
corresponds to one of the three cases of time varying semantic tagging. TAGT achieves
high values of α close to the tagged from the user, representative of preference on
temporal features, while TAGTS offers an intermediate values, corresponding to the
alternating tags.

In order to observe the combined effects of the adaptation through perceptual se-
mantics with an underlying cross-layer optimization, we observe the individual met-
rics. The comparison is made between using cross-layer optimization to cope with the
network constraints, or no use of it.

Fig. 5.13a shows the value of Δα as a function of η and ε. In order to achieve
high QoS and QoE with the cross layer optimization, the application layer rate rAPP

is sacrificed, as more rate is needed to protect from network erasures. Hence, the
feasible set of frame rates is reduced, and the obtained α can not achieve the highest
expected value. This can be observed with higher values of Δα as ε increases.

Nevertheless, the cross layer optimization is guaranteeing very low packet losses,
as Fig. 5.13b shows, which translates into minimal artifacts in the video. Hence,
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while seemingly Δαis not as low as expected, the user is guaranteed a seamless video
playback.

Fig. 5.14 shows the combined metric Ω, where the above trade-off result into higher
performance when using cross-layer optimization in combination with the perceptual
semantics loop, especially for highly degraded networks.

5.8.3.2 Time varying perceptual semantics tagging

We analyze the effects of time-varying perceptual tagging, representing a realistic case
where the user identifies different situations that demand attention towards temporal
or spatial features. These variations are represented as alternations of temporal and
spatial tagging. Fig. 5.15 shows the performance in terms of the combined metric Ω.

In addition to achieving the expected α demanded through the semantic tagging,
the performance is above 80% regardless of the degradations of the network, thanks to
the cross-layer optimization. The performance is highly degraded due to congestion as
well as erasures when no cross-layer optimization is used, with performance dropping
to 40%.

in conclusion, Fig. 5.15 shows that the cross layer optimization preserves the per-
ceptual semantics.
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Figure 5.15: Ω for time-varying semantic tagging TAGTS.

5.9 conclusions

In this chapter we have presented the culmination of the work from the preceding
chapters by proposing a complete model and solution to deliver point-to-point video
services in an information-centric network. This model meets the main objective of
this thesis, Objective (3) by proposing a novel QoS/QoE interplay framework that al-
lows for an optimal adaptation to erasures and congestions in heterogeneous networks
and presenting and alternative to enhance user’s satisfaction by means of perceptual
semantics in an information-centric setting. The framework is inspired by situation
awareness applications, but it is not limited to it and opens a promising door towards
the analysis of QoE for video services beyond recreational purposes.

First, we have focused on the provision of such services in constraint networks sce-
narios. We used a QoE framework to decouple the problems inherent to the scenario,
identifying congestion with freezes in the time domain and packet erasures with arti-
facts in the space domain, both degrading the QoE of video. Our decoupled approach
facilitates the design to optimize QoE both in the time and in the space domain, to ob-
tain a feasible solution for dynamic adaptive streaming tailored to the scenario’s needs
As a consequence of decoupling and tackling these two problems separately, we have
a time/space graphical analysis with varying network conditions in form of conges-
tion and erasures. The tradeoffs in this decoupling paradigm are minimal, given the
design choices for minimal delay effects by the erasure correction mechanism, and the
delay-driven nature of the optimization in the time domain that prevents erasures due
to congestions to happen.

Second, we have presented in this paper a framework where we introduce percep-
tual semantics for video adaptation. Perceptual semantics are used to acknowledge
the user’s particular demand in different video services applications, e.g. where spe-
cial attention is required when using video as means to perceive, comprehend and
project ongoing situations. We have presented a novel model for perceptual semantics,
based upon these demands, and propose a framework to be integrated into a video
adaptive solution, where there is no artificial intelligence behind interpreting sensory
information from the video. We discussed how to practically implement perceptual se-
mantics into an adaptive loop that works with an underlying cross-layer optimization
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in charge of coping with network constraints typical of best effort wireless scenarios.
Further, we have shown an adaptive algorithm that translates the perceptual semantics
into temporal and spatial resolutions ad video codec level.

Finally, our framework is contextualized for the upcoming trends in information-
centric-networking. The perceptual semantics proposal could be further enhanced
within the information-centric networking architectures, thus offering future opportu-
nities such us active roles of intermediate nodes that are aware of content information.

Our experimental results show the benefits of this decoupled approach in terms of
objective QoE metrics. The gains obtained from using the complete solution proposed
in the thesis are of up to 80% in QoE_ST and 60% in QoE_T, occurring when conges-
tion and erasure rate are the highest. In cases with no erasures and highest congestion,
the gains can be of up to o 40%. This gains are obtained when comparing the solution
with not performing any no cross-layer signaling between the APP layer and the lower
layers, and where there is no active transport layer mechanism for congestion or relia-
bility. Moreover, we are able to achieve overall homogenous high QoE performance ,
regardless of both erasures and congestion degrading the network.

Moreover, simulation results show how the perceptual semantic tagging achieves
the expected user demands while the underlying cross-layer optimization preserves
such performance.

5.10 publications
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tics for Video in Situation Awareness", accepted to ICSNC 2014, Nice France. June 2014.



6 CONCLUS IONS AND FUTURE

D IRECT IONS

This thesis was motivated by three main challenges: 1) the heterogeneity of converged
networks leading time varying constraint networks with limited QoS guarantees and
uneven performance, 2) how this network configurations affect video content delivery
and the user’s satisfaction, and 3) the increasing user demands for video services and
its use expanding to applications beyond recreational purposes user expects different
requirements to be met. A particular application that included all of this challenges
was the provision of situation awareness by means of video services.

Hence the objectives of this thesis were set accordingly, and have been successfully
accomplished as each corresponding chapter of this thesis details. Moreover, a number
of scientific publications and contributions to technical reports support our work.

The active involvement in user driven practical projects shaped this dissertation.
Thus, this thesis was granted a well-founded background concerning the require-
ments of each scenario, user’s needs and constraints. These foundations paved the
way towards finding not only theoretically sound and novel models but also feasible
solutions suitable for implementation.

6.1 conclusions

To conclude we summarize the contributions with respect to the three objectives orig-
inally set and discuss future lines of work.

6.1.1 Objective 1: Propose a framework of heteregeneous networking

In Chapter 3 we presented our contribution where we propose to model heterogenous
networks with a holistic approach. The methodology of this holistic system design is
based on two novel concepts. First, to provide a framework by which heterogeneous
network instances can be modeled to guarantee generality and robustness. Second, to
uniquely characterize the network instances via their min-cut. The framework meets
the coherence with information-centric networking as expected in Objective (1)

The strength of this framework is its usage as an underlying system model that can
guarantee seamless content delivery regardless of the network instance. The latter is
possible by formulating a general cross-layer optimization for content delivery, coher-
ent to information-centric networking philosophy. To show the extent of the holistic
approach we show examples of holistically-modeled realistic network instances com-
mon to emergency operations in disaster management.

79
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6.1.2 Objective 2: Propose a user-centric performance framework for adaptive video

transmission

We propose a QoE-driven adaptive video framework, based on a cross-layer optimiza-
tion formulation in Chapter 4. Such formulation uses QoE correlation models with
QoS, and addresses heterogeneous networks in best effort mode, in particular in wire-
less mediums and with long round trip times, as required in Objective (2). The derived
adaptive video algorithm for time-variant networks is delay-driven, hence not affected
by network erasures that are not congestion-induced. The design contemplates the
constraints of long-delayed networks and the challenges of establishing a feedback
loop to enable the network adaptability.

The frameworks is evaluated systematically, first in an emulation environment, sec-
ond with a full system implementation. QoE metrics show the advantage of using the
user centric framework in time-varying network scenarios.

Moreover, we study the feasibility of jointly tackling network erasures due to the
wireless medium with the proposed QoE-driven adaptive video framework for con-
gestions. A content-aware erasure protection mechanism based on network coding is
tested. The experimental results show the potential in terms of improvements in the
QoE metrics.

6.1.3 Objective 3: Develop a complete model and solution for video adaptation over

heterogeneous networks

Chapter 5 presents the main contribution of this thesis with a complete model for
video services in an information-centric networking setting complaint with Objective
(3). It builds up from the contributions Objective (1) and (2) to propose a model that
includes a novel QoE/QoS framework for video with a mission specific angle inspired
by situation awareness scenarios. The problem of combined erasures and congestion
in best effort network setting is decoupled to match the specific degrading effects
on the video. This allows for two separate QoE driven optimization approaches in
time (freezes) and space (artifacts) domain. The complete solution offers a feasible dy-
namic streaming adaptation that suits constraint heterogenous networks such as satel-
lite. The performance is evaluated with QoE metrics using a novel three-dimensional
analysis with respect to both erasures and congestion.

Moreover, we propose a novel alternative to enhance user satisfaction by adding
perceptual semantics. This approach is compatible with the time/spatial decoupling
to tackle network constraints, and further proposes, within the context of information-
centric networking, an un explored take on semantics that intends to reflect on the
perceptual needs of the end user.

6.2 future lines of work

Following, we discuss future directions to be considered in relation to the contribu-
tions of this thesis. We list them in relation to each of the main objectives.
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6.2.1 Framework for heterogeneous networking

The holistic approach to heterogenous networking we have proposed could include
challenging aspects in heterogeneous networks such as geographical location, time
of day, as the min-cut characterization could be affected by this aspects. This aspect
could be useful especially for network instances in emergency scenarios, which as
noted in Chapter 3.2 offer diverse performances.

Further, in coherence to the IoT trend, our modular approach could be further re-
fined with respect to the different devices and requirements that could affect the net-
work.

Finally, while this dissertation considers a more evolutionary approach towards
information-centric networking, it could be worth studying the implications of using
clean-slate ICN architectures, and the role of of content-aware nodes in the holistic
design approach.

6.2.2 Framework for user-centric for adaptive video transmission

With regards to adaptive video, our framework could consider evolutions that exploit
different network topologies, to increase robustness towards congestion events or era-
sures. Some of the possible directions could be multipath streaming and hop-by-hop
congestion control for adaptive video that could be of interest within the clean-slate
ICN approaches.

Moreover, in the ICN paradigm, exploitation of in-network caching, would push the
application of network coding at intermediate nodes for reliability.

6.2.3 Complete model and solution for video adaptation over heterogeneous networks

6.2.3.1 Extensions to the QoS/QoE framework

As future line of work, we could extend our time/spatial QoS/QoE decoupling model
to include other QoE influential factors such as context. With the enhancement of
context-awareness to this model we could map it to the context-aware networking, and
identify influential factor at QoE level that are affected by e.g. geographical location,
end device, time.

Moreover, our QoE three-dimensional analysis would then be extended to the addi-
tional dimension given by the context.

Considerations to be further studied are for example how system influential factors
like congestion could be decoupled from context factors like time of day or location.

6.2.3.2 Extensions to perceptual semantics

Extension to perceptual semantics can be classified according to interactions with dif-
ferent layers of the protocol stack.

At application layer, closer interaction to video coding techniques and image pro-
cessing could be worth exploiting for feature extraction. Perceptual semantics would
aid in semantically describing the perceptual aspects the end user wishes to be en-
hanced from ongoing situations. Such approach would be of use in augmented reality
or 3D videos.
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Further, traditional ways of measuring QoE in video have limited correlation to
the outcome of adaptive video using perceptual semantics, in particular with close
interactions with the application layer. Video displayed is no longer homogeneously
important to the user, and depending on the stress of perceptual feature he/she needs,
his notion of QoE will be tainted. Hence, alternative views on quantifying QoE for
video in different scenarios, not limited to entertainment, are worth pursuing .

At lower layers of the protocol stack future directions of research could consider
the more active roles of intermediate nodes in network architectures, as in content-
awareness in information-centric networking. Perceptual semantics could exploit these
network architectures to disseminate demands from the user that could be solved at
nodes closer to him/her (when i.e. caching is used), or to provide specialized robust-
ness at specific points of the network with strategies such as network coding.
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