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The miniaturization trend of the technology has led to power level densities in excess 100 watts/cm², which are in the order of the heat produced in a nuclear reactor. The need for new cooling techniques has positioned the thermal management on the stage the last years. Moreover, the engineering of the thermal conduction opens a route to energy harvesting through, for example, thermoelectric generation. As a consequence, control and engineering of phonons in the nanoscale is essential for tuning desirable physical properties in a device in the quest to find a suitable compromise between performance and power consumption.

In the present work we study theoretically and experimentally the thickness-dependence of the thermal properties of silicon membranes with thicknesses ranging from 9 to 2000 nm. We investigate the dispersion relations and the corresponding modification of the phase velocities of the acoustic modes using inelastic Brillouin light scattering spectroscopy. A reduction of the phase/group velocities of the fundamental flexural mode by more than one order of magnitude compared to bulk values was observed and is theoretically explained. In addition, the lifetime of the coherent acoustic phonon modes with frequencies up to 500 GHz was also studied using state-of-the-art ultrafast pump-probe: asynchronous optical sampling (ASOPS). We have observed that the lifetime of the first-order dilatational mode decreases significantly from ∼ 4.7 ns to 5 ps with decreasing membrane thickness from ∼ 194 to 8 nm. Finally, the thermal conductivity of membranes was investigated using three different contactless techniques known as single-laser Raman thermometry, two-laser Raman thermometry and transient Raman gradient. We have found that the thermal conductivity of the membranes gradually reduces with their thickness, reaching values as low as 9 Wm⁻¹K⁻¹ for the thinnest membrane.

In order to account for the observed thermal behaviour of the silicon membranes we have developed different theoretical approaches to explain the size dependence of thermal properties.
The simulation of acoustic dispersion was carried out by using models based on an elastic continuum approach, Debye and fitting approaches. The size dependence of the lifetimes was modelled considering intrinsic phonon-phonon processes and extrinsic phonon scatterings. The thermal conductivity was modelled using a modified 2D Debye approach (Huang model), Srivastava-Callaway-Debye model and Fuchs-Sondheimer approach.

Our observations have significant consequences for Si-based technology, establishing the foundation to investigate the thermal properties in others low-dimensional systems. In addition, this study would provide design guidelines and enable new approaches for thermal management at nanometric scales.
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<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1D</td>
<td>One dimensional</td>
</tr>
<tr>
<td>2D</td>
<td>Two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>1-LRT</td>
<td>Single-laser Raman thermometry</td>
</tr>
<tr>
<td>2-LRT</td>
<td>Two-laser Raman thermometry</td>
</tr>
<tr>
<td>a</td>
<td>Thickness of the membrane</td>
</tr>
<tr>
<td>A</td>
<td>Absorptance</td>
</tr>
<tr>
<td>ASOPS</td>
<td>Asynchronous optical sampling</td>
</tr>
<tr>
<td>BHS</td>
<td>Buffered hydrofluoric acid</td>
</tr>
<tr>
<td>BOX</td>
<td>Buried oxide layer</td>
</tr>
<tr>
<td>BLS</td>
<td>Brillouin light scattering</td>
</tr>
<tr>
<td>BTE</td>
<td>Boltzmann transport equation</td>
</tr>
<tr>
<td>CCD</td>
<td>Charge-couple device</td>
</tr>
<tr>
<td>CW</td>
<td>Continuous wave</td>
</tr>
<tr>
<td>DOS</td>
<td>Density of States</td>
</tr>
<tr>
<td>DSP</td>
<td>Double side polished</td>
</tr>
<tr>
<td>DW</td>
<td>Dilatational waves</td>
</tr>
<tr>
<td>FEM</td>
<td>Finite element method</td>
</tr>
<tr>
<td>FDTR</td>
<td>Frequency-domain thermoreflectance</td>
</tr>
<tr>
<td>FPI</td>
<td>Fabry-Pérot interferometer</td>
</tr>
<tr>
<td>FW</td>
<td>Flexural waves</td>
</tr>
<tr>
<td>FWHM</td>
<td>Full-width-half-maximum</td>
</tr>
<tr>
<td>LA (L)</td>
<td>Longitudinal acoustic</td>
</tr>
<tr>
<td>HF</td>
<td>Hydrofluoric acid</td>
</tr>
<tr>
<td>ILS</td>
<td>Inelastic light scattering</td>
</tr>
<tr>
<td>LO</td>
<td>Longitudinal optic</td>
</tr>
<tr>
<td>MFP</td>
<td>Mean free path</td>
</tr>
<tr>
<td>PBTE</td>
<td>Phonon Boltzmann transport equation</td>
</tr>
<tr>
<td>R</td>
<td>Reflectance</td>
</tr>
<tr>
<td>RIE</td>
<td>Reactive ion etching</td>
</tr>
<tr>
<td>SAW</td>
<td>Surface acoustic wave</td>
</tr>
<tr>
<td>Acronym</td>
<td>Definition</td>
</tr>
<tr>
<td>---------</td>
<td>------------</td>
</tr>
<tr>
<td>SEM</td>
<td>Scanning electronic microscopy</td>
</tr>
<tr>
<td>SOI</td>
<td>Silicon-on-insulator</td>
</tr>
<tr>
<td>SW</td>
<td>Shear waves</td>
</tr>
<tr>
<td>T</td>
<td>Transmittance</td>
</tr>
<tr>
<td>TA (T)</td>
<td>Transverse acoustic</td>
</tr>
<tr>
<td>TDTR</td>
<td>Time-domain thermoreflectance</td>
</tr>
<tr>
<td>TMAH</td>
<td>Tetramethyl ammonium hydroxide</td>
</tr>
<tr>
<td>TPFI</td>
<td>Tandem Fabry-Pérot interferometer</td>
</tr>
<tr>
<td>TTG</td>
<td>Transient thermal grating</td>
</tr>
<tr>
<td>$Q$-factor</td>
<td>Quality factor</td>
</tr>
</tbody>
</table>
Due to the large variety of promising technological applications, the concept of nanotechnology has become one of the most important and exciting fields encompassing many disciplines such as physics, chemistry, biology, medicine, engineering among others. At nanometric scales, material properties can be dramatically modified in comparison with their bulk counterpart. This is, in part, due to the effects of quantum confinement and to the increase of surface-volume ratio. For example, a spherical particle with size of 30 nm has 5% of its atoms on its surface; at 10 nm this percentage has increased by 20% while at 5 nm atoms at the surface account for almost 50% of the total number [1]. These factors can either enhance or degrade elastic, reactive, thermal, optical and electrical characteristics among others.

Great innovations in controlled micro and nanofabrication have led to the realization of novel materials, development of processes and unveiling of new phenomena at nanoscale which, in turn, have spurred technology growth at an astounding pace, while offering us the first building blocks for the next green-industrial revolution.

In this sense, the control of the charge and heat transport in low-dimensional semiconductor structures has become a cornerstone in the development of this next technology revolution. This is in part motivated by the increasing importance of thermal management as a consequence of the large power densities resulting from the continuous miniaturization of electronics components. Moreover, the engineering of the thermal conduction opens a route to energy harvesting through, for example, thermoelectric generation. As a consequence, control and engineering of phonons in the nanoscale is essential for tuning desirable physical properties in a device in the quest to find a suitable compromise between performance and power consumption.
Introduction & objectives

Developments arising from confinement of electronic charge and light in nanostructures have been widely researched in the context of information and communication technology. In contrast, progress in the study of phonons as main actors in heat conductivity, carrier electronic mobility, detection limits and emission time-scales, among others, has been slower in rate and smaller volume. An example of the still poor state-of-the-art on this topic is that until now essential parameters remain unknowns such as: the frequency-dependence of the Grüneisen parameter, accurate measurements of phonon lifetime and/or phonon mean free path, the influence of constant [2–5] or frequency-dependent surface roughness parameter [6,7], the limit of diffusive/ballistic thermal transport and their associated temperature and thickness transition, to name but a few. One example of this limited state-of-the-art is that only last year an experimental proof of the effective phonon mean free path in bulk silicon was obtained [8].

The lack of the knowledge of these parameters is due, in part, to substantial challenges associated with their quantitative experimental determination and the corresponding theoretical model. In this sense, one set of structures that are attracting increasing attention for thermal studies is free-standing membranes. These include solids plates (slabs) or rods (bars) connected to solid substrate by the extremities. From one-atom thick layers, e.g. graphene [9], to high purity and single-crystal structure, e.g. Si membranes [10], these structures have found use in a wide variety of interesting and important applications, including very sensitive forces [11], mass [12] and pressure sensors, low-loss macromolecule separators [13], bolometers platform [14,15] and optomechanical cavities [16] among others.

In addition, as there is no interference from a substrate and as they can be fabricated with precise, controlled and reproducible fabrication processes, these nanoscale objects facilitate the experimental analysis and comparison with theoretical models and are a textbook example of a nanoscale system. Their physical properties, e.g. electrical and thermal properties, can be
dramatically different compared to a thick sample or bulk counterpart, by orders of magnitude. All these characteristics are of special interest from experimental and theoretical point of view.

1.1 Nanoscale thermal conductivity

The understanding of heat propagation and thermal properties in low-dimensional nanostructures has motivated increasing research activity and, undoubtedly, the thermal conductivity, $k$, is one of the most important and fundamental physical quantities.

The thermal conductivity of a material governs its ability to transport heat and plays a fundamental role in the design and performance of the technological devices. The dominant carrier of the heat energy depends on the type of material. It can be transported via charge carriers (electrons), lattice waves (phonons), electromagnetic waves (photons), or spin waves (magnons). For non-metal, semiconductor and alloy materials the dominant conduction carrier is the lattice thermal conduction, i.e., by phonons. A phonon is a pseudo-particle which represents quantized modes of the vibrational energy of an atom or group of atoms in a lattice. Considering that phonons are pseudo-particles, it is possible to associate to each of them an energy $\hbar \omega$ and a pseudo-momentum $p = \hbar q$, which obey Bose-Einstein statistics [17].

Similarly to the electron case, the phonon energy can be represented as a dispersion relation, i.e., a relationship between the phonon frequency and its wavevector. The slope of a dispersion relation curves determines the phonon group velocity, $v_g = \frac{d\omega}{dq}$. For the bulk case, the dispersion relation of phonons with short wavevector can be considered linear and the slope represents the sound velocity in the material. However, when we decrease the characteristic dimensions of the material, this linear dependence no longer holds, and many discrete modes appear leading to the quantization of the phonon energy. This spatial confinement affects the
phonon group velocity, density of states, specific heat capacity, electron-phonon and phonon-phonon interactions, etc. [18–23]. Moreover the decrease in dimension sets an upper limit to the phonon mean free path, because the acoustic wave cannot continue to travel in the media due to the boundaries.

The recent experimental and theoretical reports point to an enhancement of the thermoelectricity figure of merit, $ZT = \frac{S^2\sigma T}{\kappa}$ (where $S$ is the Seebeck coefficient, $\sigma$ the electrical conductivity, $\kappa$ the thermal conductivity and $T$ is the temperature), in thin films [24–28], nanowires [29–33], superlattices [34–37] and suspended phononic crystals [38–40]. This is primarily a result of the thermal conductivity decrease compared to the bulk counterpart, without a corresponding decrease in electrical properties. The reduction of the thermal conductivity in these systems has been associated with two principal factors: (i) the modification of the acoustic dispersion relation due to the additional periodicity (superlattices and phononic crystal structures) [41–43] or spatial confinement of the phonon modes (thin films and nanowires) [44–47] and (ii) the shortening of the phonon mean free path due to the diffuse scattering of phonons at the boundaries [2,48–50].

To model heat transfer in nanostructures, advanced theoretical models are required which correctly take into account the frequency dependence of phonon properties. The majority of the models of the thermal conductivity are derived from the phonon Boltzmann transport equation (PBTE) under the single mode relaxation-time approximation [17]. For low-dimensional systems Zou et al. [51] classified the theoretical models into three types. The first one takes the bulk formulation for the thermal conductivity, introduces the modified dispersion relation caused by the spatial confinement and adds a boundary scattering rate to the total scattering rate through Mattiessen’s rule [44]. The second one uses the bulk dispersion relation and derives an exact solution of the PBTE after introducing the diffusive boundaries conditions, according to a Knudsen flow model [2,48,52]. The third model, proposed by Zou et al. [51], is a combination
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of these two approaches. This model takes the modified expression of the thermal conductivity including the Knudsen flow model in addition to the modified dispersion relation. More recently Huang et al. [46] developed one- and two-dimensional expressions for the thermal conductivity of nanowire and thin films, which include the modified expression of the relaxation time due to the boundaries.

The experimental measurement of the thermal conductivity involves two steps: the introduction of thermal energy into the system (heating) and the detection of the change of temperature or related physical properties due to the increase in thermal energy (sensing). Both heating and sensing can be measured, mainly, by electrical, optical and/or the combination of both methods. In Table 1.1 a summary of main measurements of Si nanostructures performed in the last ten years is given.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Type of Nanostructure</th>
<th>Relevant Dimensions [nm]</th>
<th>Type of measurement</th>
<th>Temperature [K]</th>
<th>Thermal conductivity at 300 K [W K⁻¹ m⁻¹]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ma et al. [53] (2013)</td>
<td>Inverse opals</td>
<td>18-38</td>
<td>Electrical, 3ω</td>
<td>30-400</td>
<td>0.6-1.3</td>
</tr>
<tr>
<td>Grauby et al. [54] (2013)</td>
<td>Nanowires</td>
<td>50 &amp; 200</td>
<td>Electrical, 3ω-SThM</td>
<td>Room temperature</td>
<td>22-150</td>
</tr>
<tr>
<td>Feser et al. [56] (2012)</td>
<td>Nanowires</td>
<td>110-150</td>
<td>Optical, TDTR</td>
<td>Room temperature</td>
<td>12-40</td>
</tr>
<tr>
<td>Marconnet et al. [57] (2012)</td>
<td>Periodic porous nanobridge</td>
<td>196</td>
<td>Electrical, 3ω</td>
<td>Room temperature</td>
<td>3.4-112</td>
</tr>
<tr>
<td>Reference</td>
<td>Type of Nanostructure</td>
<td>Relevant Dimensions [nm]</td>
<td>Type of measurement</td>
<td>Temperature [K]</td>
<td>Thermal conductivity at 300 K [W K⁻¹ m⁻¹]</td>
</tr>
<tr>
<td>-------------------------</td>
<td>-----------------------------</td>
<td>--------------------------</td>
<td>---------------------</td>
<td>----------------</td>
<td>-----------------------------------------</td>
</tr>
<tr>
<td>Weisse et al. [58] (2012)</td>
<td>Porous nanowires</td>
<td>300-350</td>
<td>Optical, TDTR</td>
<td>Room temperature</td>
<td>51-142</td>
</tr>
<tr>
<td>Kim et al. [59] (2012)</td>
<td>Free-standing phononic crystal</td>
<td>500</td>
<td>Electrical, Joule heating</td>
<td>Room temperature</td>
<td>32.6</td>
</tr>
<tr>
<td>Fang et al. [60] (2012)</td>
<td>Mesoporous nanocrystalline thin films</td>
<td>140-340</td>
<td>Electrical, 3ω</td>
<td>25-315</td>
<td>0.23-0.32</td>
</tr>
<tr>
<td>Liu et al. [61] (2011)</td>
<td>Free-standing membrane</td>
<td>500 &amp; 700</td>
<td>Optical, Raman thermometry</td>
<td>Room temperature</td>
<td>118 &amp; 123</td>
</tr>
<tr>
<td>Wang et al. [62] (2011)</td>
<td>Nanocrystals</td>
<td>64-550</td>
<td>Electrical, 3ω</td>
<td>16-310</td>
<td>8-79</td>
</tr>
<tr>
<td>Yu et al. [38] (2010)</td>
<td>Free-standing phononic nanomesh</td>
<td>22-25</td>
<td>Electrical, suspended heater &amp; detector</td>
<td>80-320</td>
<td>1.5-17</td>
</tr>
<tr>
<td>Doerk et al. [63] (2010)</td>
<td>Nanowires</td>
<td>30-300</td>
<td>Optical, Raman thermometry</td>
<td>Room temperature</td>
<td>10-81</td>
</tr>
<tr>
<td>Tang et al. [39] (2010)</td>
<td>Holey Si</td>
<td>100</td>
<td>Electrical, suspended heater &amp; detector</td>
<td>20-300</td>
<td>1.7-51</td>
</tr>
<tr>
<td>Schmotz et al. [64] (2010)</td>
<td>Free-standing membrane</td>
<td>340</td>
<td>Optical, thermal transient grating</td>
<td>Room temperature</td>
<td>136</td>
</tr>
<tr>
<td>Reference</td>
<td>Type of Nanostructure</td>
<td>Relevant Dimensions [nm]</td>
<td>Type of measurement</td>
<td>Temperature [K]</td>
<td>Thermal conductivity at 300 K [W K⁻¹ m⁻¹]</td>
</tr>
<tr>
<td>---------------------------</td>
<td>-----------------------</td>
<td>--------------------------</td>
<td>---------------------------------------------------------------</td>
<td>-----------------</td>
<td>------------------------------------------</td>
</tr>
<tr>
<td>Boukai et al. [29] (2008)</td>
<td>Nanowires</td>
<td>10 &amp; 20</td>
<td>Electrical, suspended heater &amp; detector</td>
<td>100-300</td>
<td>0.76 &amp; 5.7</td>
</tr>
<tr>
<td>Hao et al. [65] (2006)</td>
<td>Thin films</td>
<td>50 and 80</td>
<td>Electrical, suspended heater &amp; detector</td>
<td>Room temperature</td>
<td>32 &amp; 38</td>
</tr>
<tr>
<td>Ju [66] (2005)</td>
<td>Thin films</td>
<td>20-50</td>
<td>Electrical, on substrate heater &amp; detector</td>
<td>Room temperature</td>
<td>30-55</td>
</tr>
</tbody>
</table>

**Table 1.1 Thermal conductivity measurements in Si nanostructures**

The first thermal conductivity models for bulk systems [67–70] were based on the solution of the phonon Boltzmann transport equation (PBTE) under the single mode relaxation time approximation. This approach provides the simplest picture of phonon interactions considering that each phonon mode has a single relaxation time independent of others modes, i.e., it assumes that all other phonons have their equilibrium distribution [17]. The calculation of the thermal conductivity in a semiconductor material implies the knowledge of three major frequency-dependent parameters, i.e., specific heat, 

The calculation of the thermal conductivity in a semiconductor material implies the knowledge of three major frequency-dependent parameters, i.e., specific heat, $C_v$, phonon group velocity, $v_g$, and the phonon mean...
free path, $\Lambda$. The expression for thermal conductivity from the kinetic theory of gases is given by

$$\kappa = \frac{1}{3} C_p v_s \Lambda \quad [1.1]$$

Taking into consideration the contribution of each mode $q$ with transverse (T) or longitudinal (L) polarization $s$, Equation [1.1] becomes:

$$\kappa = \frac{\hbar^2}{3K_B T^2} \sum_{qs} v_{qs}^2 \omega_{qs}^2 \tau_{qs} n_{qs} (n_{qs} + 1) \quad [1.2]$$

where $\hbar$ is the reduced Planck’s constant, $V$ the total volume, $T$ the temperature, $K_B$ is the Boltzmann constant, $\omega_{qs}$ the phonon frequency, $v_{qs}$ the group velocity, $n_{qs}$ the Bose-Einstein equilibrium phonon distribution function and $\tau_{qs} = \Lambda_{qs}/v_{qs}$ the total relaxation time of each mode. From Equation [1.2] it is clear that to model the lattice thermal conductivity we need the dispersion relation, the total relaxation time of each mode and a numerical scheme for performing the integration within the Brillouin zone. The phonon dispersion relation can be calculated through several methods. However, the calculation of the intrinsic relaxation time and the summation over the Brillouin zone can be very time-consuming and the knowledge of the anharmonic phonon-phonon scattering strengths is not yet sufficiently-well established [71].

### 1.2 Phonon confinement

Acoustic phonons play an essential role in almost all the physical properties of a crystal. The statistics of phonons and their interaction with other particles sets a limit to some properties, such as: electrical and thermal conductivity, sound transmission, reflectivity of ionic crystals, inelastic scattering of light, scattering of X-Rays and neutrons, linewidth of quantum dot
emission, maximum power carried by optical fibers and so on [72,73]. In this sense, the engineering of new devices able to generate and control phonons becomes an essential issue in the development of future technologies.

The pioneering studies of confined waves were performed by Lord Rayleigh [74] in 1885. He demonstrated, theoretically, the existence of surfaces acoustics waves, SAW, which propagates along the plane surface of an isotropic solid half-space. These waves are non-dispersive, with a velocity slightly smaller than of the bulk shear waves and their amplitudes decaying exponentially from the surface, i.e., these waves are confined in the surface. Years later, following the results of Lord Rayleigh others scientists developed this topic, particularly Pochhammer, Love, Sezawa, Stoneley, Lamb, among others. Following the Pochhammer and Rayleigh’s work Horace Lamb [75] described the characteristics of waves propagating in free-standing plates.

Early experiments to detect optical phonons in confined systems were performed by Fasol in 1988 [76], who used Raman scattering techniques to show that the wave vector of optical phonons of a ten monolayer thick AlAs/GaAs/AlAs superlattice are confined and can only take values given by $q_z = n\pi/L_z$, where $L_z$ is the thickness of the layers. This early experiment demonstrated not only that phonons are confined in nanostructures but also that the measurement of phonon wave vectors are well described by relatively simple continuum models of phonon confinement. Concerning to membranes, technically an acoustic cavity, first experimental observation of confined acoustic phonons of nanometer-scale membranes was reported in 1987 in suspended 20 nm thick Au films [77]. Other works in free-standing membranes has been reported on 100 and 200 nm in SiN films in 2003 [78] and 30 nm Si films in 2004 [79].
In this thesis we report the study of thermal properties in free-standing silicon membranes. In Chapter II, an analytical model for wave propagation in isotropic free-standing membranes is developed. There the main concepts of the elastic continuum theory are described. Chapter III theoretical models of the thermal properties are developed, including phonon lifetime, phonon density of states, heat capacity and thermal conductivity. Chapter IV the fabrication of the samples and the different characterization techniques used for the study the phonon-dependent properties are described. The experimental results and their theoretical description are developed in Chapter V. Finally, the conclusion, the summary of the main results and future extension of this work are shown in the Chapter VI.
CHAPTER II: ACOUSTIC WAVES

In this chapter, a semi-analytical model for wave propagation in free-standing membrane is developed. The free-standing membrane consists of a solid plate, slab, connected to a solid substrate by the extremities. The membrane system is treated as a semi-infinite system, i.e., with infinite extensions in $x$ and $y$ directions but with a finite extension in the $z$ component. The acoustic waves sustained by this system are solutions of the elasticity equation of the material with stress-free conditions at the boundaries at $z = \pm a/2$, where $a$ is the thickness of the membrane. In addition, the acoustic wave propagation and the phonon dispersion relation in a layered system are calculated.

2.1 Elastic continuum model

To calculate the dispersion relation the elastic continuum model is often used. In this model, the discrete nature of the atomic lattice is ignored and the material treated as a continuum. This model can be derived from the theory of lattice vibrations by considering that the lattice deformations vary slowly on a scale determined by the range of the inter-atomic forces [80], and is usually valid provided that the wavelength of elastic waves, $\lambda$, is significantly larger than the atomic lattice constant, $a_0$, i.e., $\lambda/a_0 \geq 20$. This corresponds to wavelengths approximately longer than 10 nm, or frequencies smaller than approximately 100 GHz [81].

Within this model, a displacement of the material causes a strain, which can be described in terms of the strain tensor, $S$, and is related to the gradient of the displacement, $\nabla U/\nabla x$. In the presence of the strain, the material generates internal forces that return it to its original
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positions, i.e., the equilibrium state. These forces are expressed in terms of the stress tensor, $T$, which is related to the $S$ tensor through the elastic constant tensor, $C$, as:

$$T_{ij} = C_{ijkl}S_{kl}$$  \[2.1\]

where $C_{ijkl}$ is a fourth order tensor, which has 81 components, but only 36 of these components are independent, due to symmetry considerations \[69,82–84\]. In isotropic materials, waves can travel equally well in all directions, and the elastic constant tensor can be further simplified to have two independent components.

As shown in the Figure 2.1, depending on the type of displacement, there are two types of acoustic waves. First, longitudinal waves (LA) are such that the displacement is parallel to the propagation direction. Second, transverse or shear waves (TA) have their displacement in a plane parallel to the wavefront and consequently normal to the propagation direction.

![Figure 2.1 Schematic representation of longitudinal and transversal waves](image)

The elastic continuum model provides an adequate description of elastic waves and can be used to describe confinement effects in nanostructures when the dimensions become comparable to the wavelength. A full description of the propagation of acoustic waves according to the continuum elasticity model is given in a number of comprehensive textbooks, by authors such as Auld [82], Nayfeh [69], Sadd [83] and Rose [84]. A detailed analysis and development of the associated equations is described in Appendix I.
By describing strain $S$ in terms of the displacement $U$ and the stress $T$ in terms of the strain component $S_{ij}$, the equation of motion can be written purely in terms of the displacement and the $C$ tensor as:

$$
\rho \frac{\partial^2 U_i}{\partial t^2} = \frac{1}{2} \frac{\partial}{\partial x_j} \left[ C_{ijkl} \left( \frac{\partial U_k}{\partial x_l} + \frac{\partial U_l}{\partial x_k} \right) \right]
$$

[2.2]

In isotropic materials, waves can travel equally well in all directions, and the elastic constant tensor can be further simplified to have two independent components:

$$
T_{ij} = \lambda S_{ij} \delta_{ij} + 2 \mu S_{ij}
$$

[2.3]

where $\lambda$ is called Lamé’s constant and $\mu$ is referred to as the shear modulus. Then the equation of motion is given by:

$$
\frac{\partial^2 U}{\partial t^2} = \nu_L^2 \nabla^2 U + (\nu_T^2 - \nu_L^2) \nabla \cdot (\nabla U)
$$

[2.4]

where $U = (u, v, w)$ is the amplitude of the displacement vector, $\nu_L = [(l + 2 \mu)/\rho]^{1/2}$ and $\nu_T = [\mu/\rho]^{1/2}$ are the longitudinal and transversal velocities of acoustic waves in a given continuum medium, respectively.

### 2.1.1 Boundary conditions and confined waves

The introduction of boundary conditions in infinite media changes the nature of the acoustic propagation. SAW [74] are solution of the wave equation with stress-free boundary condition on the surface. These waves are non-dispersive and they have two components corresponding to bulk shear and longitudinal waves, with a velocity lower than the bulk shear waves. The atomic displacement forming those waves occurs in the sagittal plane, that is, the plane normal to the
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propagation direction and their amplitude decays exponentially from the surface. The motion of individual atoms is taken to be elliptical.

Following Rayleigh’s work other scientists developed this topic, particularly Love and Sezawa. Love found a purely shear waves, SW, with displacement normal to the sagittal plane existing in a half-space covered with a layer of softer material [85]. Sezawa found that SAW, with displacement in the sagittal plane, could exist in layered system [86]. Rayleigh, Love and Sezawa waves all occur in surface-wave-based devices.

Following the same concept Lamb described propagating waves in isotropic stress-free plates, i.e., plate waves [75]. The waves sustained by this type of structures are solutions of the elasticity equation of material with stress-free conditions at the boundaries at \( z = \pm a/2 \), where \( a \) is the thickness of the plate, with infinite extent in \( x \) and \( y \) directions. For unsupported plates the normal components of the stress tensor vanish at the surface. This system has two types of solutions: solutions with displacements confined to the sagittal \( xz \) plane, which are called Lamb waves and solutions with displacements perpendicular to the sagittal plane are called shear waves, SW. Lamb waves can be further divided into two categories of modes. Those with out-of-plane symmetric and antisymmetric displacements with respect to midplane of the plate are known as dilatational waves, DW, and flexural waves, FW, respectively.
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Figure 2.2 Left: Scheme of a free-standing membrane. Right: Symmetric and antisymmetric waves.

Lamb waves

The classical problem of Lamb’s wave propagation is associated with a wave motion in a stress-free and isotropic plate. The solution of this system can be uncoupled between two fields: shear waves \((\theta, v, 0)\) and sagittal waves \((u, 0, w)\). The displacement fields of the sagittal waves are frequently written using the Helmholtz decomposition [82]. This consists of a linear combination of a scalar, \(\phi\), and vectorial, \(\psi\), potentials functions:

\[
U_i = \frac{\partial \phi}{\partial x_i} + \epsilon_{ijk} \frac{\partial \psi_k}{\partial x_j}
\]  

where \(\epsilon_{ijk}\) is the Levi-Civita tensor and the scalar and vectorial potentials correspond to irrotational and rotational fields, respectively. Introducing this solution in the equation of motion, Equation [2.4], is possible to uncouple the potentials generating two harmonic equations:

\[
\nabla^2 \phi = \frac{1}{v_L^2} \frac{\partial^2 \phi}{\partial t^2}
\]  

\[
\nabla^2 \psi_i = \frac{1}{v_T^2} \frac{\partial^2 \psi_i}{\partial t^2}
\]

which has the typically plane wave solutions:

\[
\phi = \Phi(z) \exp[i(q_j x - \omega t)]
\]

\[
\psi = \Psi(z) \exp[i(q_j x - \omega t)]
\]
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These equations represent travelling waves in the $x$ direction, parallel to the surface, and standing waves in $z$ direction. Finally, substituting these solutions in the Equations [2.6] and [2.7], respectively, leads to solutions for $\Phi(z)$ and $\Psi(z)$ as:

$$\Phi(z) = A_1 \sin(q_i z) + A_2 \cos(q_i z)$$

$$\Psi(z) = B_1 \sin(q_i z) + B_2 \cos(q_i z)$$

where $q_i$ and $q_r$ are the perpendicular component of the wavevector expressed as:

$$q_i^2 = \omega^2 / v_L^2 - q_{\|}^2 \quad \text{and} \quad q_r^2 = \omega^2 / v_L^2 - q_{\|}^2$$

Finally, the displacements can be written in terms of the potentials. These solutions split into two sets of modes: symmetric and antisymmetric modes with respect to midplane.

**Symmetric and antisymmetric modes**

For displacement in the plane direction, the motion will be symmetric or antisymmetric depending if the $u$ components contain cosines or sines, respectively. The same rule applies to displacement perpendicular to plane.
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Symmetric modes

\[\Phi = A_i \cos(q_i z)\]
\[\Psi = B_i \sin(q_i z)\]
\[u = iq_i A_i \cos(q_i z) - q_i B_i \cos(q_i z)\]
\[w = -q_i A_i \sin(q_i z) + iq_i B_i \sin(q_i z)\]  
\[\text{[2.11]}\]

Antisymmetric modes

\[\Phi = A_i \sin(q_i z)\]
\[\Psi = B_i \cos(q_i z)\]
\[u = iq_i A_i \sin(q_i z) + q_i B_i \sin(q_i z)\]
\[w = q_i A_i \cos(q_i z) + iq_i B_i \cos(q_i z)\]  
\[\text{[2.12]}\]

For symmetric (antisymmetric) modes, note that the wave motion are symmetric (antisymmetric) in \(u\) and antisymmetric (symmetric) in \(w\).

This separation is only valid and possible for waves propagating along a symmetry axis of the plate. For multi-layer structures this separation is only possible if this symmetry exists in the system itself.

Once the displacements field are obtained the boundary conditions can be introduced. This gives homogenous systems of two equations for the two unknowns: \(A_2, B_1\) for the symmetric case and \(A_1, B_2\) for the antisymmetric case. The non-trivial solutions require that the determinant of the matrix coefficient vanishes in order to ensure solutions yielding the expression:

\[\frac{4q_{i,n}^2 q_{l,n} a}{(q_{l,n}^2 - q_{i,n}^2)^2} = -\left(\frac{\tan(q_{l,n} a / 2)}{\tan(q_{i,n} a / 2)}\right)^{\pm i}\]  
\[\text{[2.13]}\]

where the exponents \(+1\) and \(-1\) correspond to symmetric and antisymmetric modes, respectively. The parameters \(q_i\) and \(q_l\) represent the longitudinal and transverse perpendicular
component of the wavevector. The dispersion relation is found through the relationship between two perpendicular wavevectors:

\[ \omega_n^2 = v_L^2 \left( q_{l,n}^2 + q_{t,n}^2 \right) = v_T^2 \left( q_{l,n}^2 + q_{t,n}^2 \right) \]  \[2.14\]

The parallel wave vector, \( q_{l} \), is numerically equal to \( \omega v_{ph} \), where \( v_{ph} \) is the phase velocity of the mode with a frequency \( f = \omega/2\pi \). By introducing Equation [2.14] in Equation [2.13] a non-linear equation is obtained, where for each value of \( q_{l} \) there are many values for \( q_{l,n} \) and \( q_{t,n} \).

The solutions for \( q_{l,n} \) and \( q_{t,n} \) will be real or purely imaginary depending of the values taken by \( q_{l} \). For real values of \( q_{l} \), the values of \( q_{l} \) and \( q_{t} \) will be real if \( \omega \geq v_{T,L} q_{l} \). The real values of \( q_{l} \) and \( q_{t} \) imply that the waves are propagating without damping, i.e., propagating waves. The pure imaginary values of \( q_{l} \) and \( q_{t} \) imply that the waves decay in the perpendicular direction. Such waves are called surface or Rayleigh waves, because their propagation is on the plane.

Other possibility is that \( q_{l} \) can be take complex values. Taking \( q_{l} = q_{re} + iq_{im} \) the time-harmonic factor becomes:

\[ \exp \left( i (q_{re} x - \omega t) \right) \exp \left( -q_{im} x \right) \]  \[2.15\]

Depending of the value taken by \( q_{im} \) there are three possible types of waves:

i. \( q_{im} < 0 \), waves which grow with distance, growing waves.

ii. \( q_{im} = 0 \), waves which propagate without damping, propagating waves.

iii. \( q_{im} > 0 \), waves which decay exponentially with distance, evanescent waves.

Growing waves (i) are waves the amplitude increases exponentially with the distance and physically have no meaning. Propagating waves (ii) are waves the amplitude of which does not change in the media. Evanescent waves (iii) are waves the amplitude of which decreases with distance from their source or upon interaction with a scattering centre.
To calculate the dispersion relation it is necessary to employ a numerical approach in order to solve the Equations [2.14] and [2.13]. A complete scheme to solve this system is described in the Appendix I.

Figure 2.4 (a) Dimensionless acoustic dispersion relation, $f/a$, and (b) group velocity, $v_g$, of Si membrane for dilatational (red dotted lines, DW), flexural (black solid lines, FW) and shear (blue dashed lines, SW) waves as a function of the dimensionless in-plane wavevector, $q/a$.

Figure 2.4 shows the phonons dispersion relation (a) and group velocity (b) of a Si membrane. An interesting characteristic of the dispersion relation can be observed for small values of $q/a$. In this regime the fundamental modes of the dilatational and flexural waves can be approximated by linear and quadratic dependences, respectively [87]. This dependence will be found to be important when determining the thermal properties in the low temperature regime, where these modes became the most populated states.

The values of perpendicular wavevector, $q_l$ and $q_t$, for dilatational (a) and flexural (b) waves are shown in Figure 2.5. The values of $q_l$ and $q_t$ above the abscissa are real and below it are pure imaginary.
Figure 2.5 Out-of-plane component of the wavevector, the red solid and blue dotted lines are \( q_l \) and \( q_t \), wavevector component respectively for dilatational (a) and flexural (b) waves.

The linear behaviour of the zero-order dilatational mode is due to the pure imaginary values of perpendicular components of the wavevector, \( q_l \) and \( q_t \), respectively. This means that the zero-order dilatational mode has terms extended throughout the width of the membranes (harmonic function, i.e., sine and cosines in \( q_t \)) as well as terms localized on the surface of the membranes (hyperbolic sine and cosines in \( q_l \)). On the other hand, the quadratic behaviour of the zero-order flexural mode is due to the fact that both values of the perpendicular wavevector have pure imaginary solutions, thus the acoustics vibrations are essentially localized on the surface and their amplitudes decrease exponentially from the surface to the interior of the membrane. The other of solutions of the system are divided in three types of behaviour:

\begin{enumerate}
  \item Real solution of perpendicular wavevector, \( q_t \) and \( q_l \).
  \item Real solution of \( q_t \) and pure imaginary solution of \( q_l \).
  \item Pure imaginary solution of \( q_t \) and \( q_l \).
\end{enumerate}

The solution (i) means that these waves are extended throughout of the membrane, and commonly are called propagating waves. The solution (ii) means that there are waves extended throughout of the membrane (propagating waves) and waves localized on the surface (evanescent waves), which we will call them mixed waves. The solution (iii) means that all the...
waves are propagating in the plane of the membrane and decay towards the center (pure evanescent waves). Other kinds of solutions are the standing waves obtained for long wavelength, \( q_{\parallel} \to 0 \), or thin membranes, \( d \to 0 \), which behave like a confined standing wave between the surface of the membrane formed by the superposition of two counter-propagating plane waves [18].

Finally, all solutions of the system are harmonic waves which propagate through the crystal and result in a movement in the material. For this movement two types of velocity can be defined: the phase velocity, \( v_{ph} = \frac{\omega}{q_{\parallel}} \), as the speed of moving the points of equal phase and the group velocity, \( v_g = \frac{d\omega}{dq_{\parallel}} \), which is the speed of moving the wavefront (pulse wave formed of different frequency). Both quantities are approximately equal for the zero order modes in the limits \( q_{\parallel} \to 0 \) and \( q_{\parallel} \to \infty \).

**Shear Waves**

These waves have only non-zero component perpendicular to sagittal plane \( U = (0, v, 0) \). If solutions are taken as \( v = V(z)\exp[i(q_{\perp}x - \omega t)] \), the elastic equation can be written as:

\[
\frac{d^2}{dz^2} V(z) + \left( \alpha^2 - S_T^2 q_{\parallel}^2 \right) V(z) = 0 \tag{2.16}
\]

Taking stress-free as boundary conditions and defining \( (v_T q_{\perp})^2 = \alpha^2 - (v_T q_{\parallel})^2 \), the solutions can be expressed in terms of:

\[
V(z) \propto \begin{cases} 
\cos(q_{z,n}z), & n = \text{odd} \\
\sin(q_{z,n}z), & n = \text{even}
\end{cases} \quad \text{with } q_{z,n} = n\pi a \tag{2.17}
\]
These modes are similar to the transverse modes in the bulk and their quantization is based on the simple integer half-wavelength fits in a plate of thickness $a$. Finally, the dispersion relation is generated for the expression $\omega = v_T (q^2 + (n\pi/a)^2)^{1/2}$.

The solutions of shear waves are completely analytical and they only depend on the other $n$ of the branches. Figure 2.4 shows the acoustic dispersion relation ($a$) and group velocity ($b$) of shear waves, SW, for a free-standing silicon membrane.

### 2.1.2 Layered Systems

The problem of guided waves in layered systems can be used in multiple situations, e.g.: coating materials, painted structures, geological systems, multilayer systems, oxide materials, among others. Early studies on this topic were performed by Love in 1911 [85], who adding another interface to the “Rayleigh’s problem”, found out that shear waves can exist in the layer only when it is attached to a solid half-space of a different material. In 1924, Stoneley generalized the problem studying the propagation of waves at the interface of two solid half-spaces [88].

The first significant work on the wave propagation in multilayer media was done by Thomson [89] in 1950, who introduced a transfer matrix method. This method consists of reducing the layered systems into six equations, relating the boundary conditions at the first interface to the boundary conditions at the last interface, in the process, the equations for the intermediates interfaces are eliminated so that the fields in the layers of the plate are described solely of the external conditions. Others alternatives methods are: Global matrix proposed by Knopoff [90], plane wave expansion or Green functions.
A simple solution to describe a layered system can be arrived at through the method proposed by Donetti et al. [91]. It consists of linear combinations of single layer solutions for each layer. The number of solutions used will be in accordance to the number of interfaces. For example, if the system consists in N layers, the number of interfaces will be N + 1. Two of these interfaces correspond to boundary and N – 1 to junctions between the layers. Then, the total number of equation generates will be 6N. Six equations are related to the boundary condition, e.g. stress-free or clamped surfaces and the other 6N – 6 equations correspond to the continuity condition of the displacement and stress field in each interface.

Separating the waves in shear and sagittal waves, the system is reduced to 4N sagittal equations and 2N shear equations. If the system has symmetry with respect to the midplane, the number of equation is reduced again in N shear equations and 2N sagittal equations. Taking into account the number of equations needed to express the solutions with the same number of unknowns, i.e., give the number of waves that will be used for each layer.

![Figure 2.6 Scheme of layered system](image-url)
Example

Consider the system shown in Figure 2.7, here the number of layer is three, i.e., the total number of equations necessary to describe the system is 18, of which twelve are sagittal and six are shear equations. If the first and last layers are equals, the system has symmetry with respect of the midplane. Then, the numbers of independent equations is only six. Finally the solutions for each layer will be given as:

\[
\begin{align*}
\mathbf{u}_{1,3}(z) & = D_{Wx} + FW_{x} \\
\mathbf{w}_{1,3}(z) & = D_{Wz} + FW_{z} \\
\mathbf{u}_{2}(z) & = D_{Wx} \text{ or } FW_{x} \\
\mathbf{w}_{2}(z) & = D_{Wz} \text{ or } FW_{z}
\end{align*}
\]

where \( u_i \) (\( w_i \)) is the \( x \) (\( z \)) component of the amplitude of displacement in the media \( i \) and \( D_{Wx}(z) \) \((FW_{x}(z))\) is symmetrical (antisymmetrical) solution in \( x \) (\( z \)) component. Expanding Equation [2.18], the solutions are:

\[
\begin{align*}
\mathbf{u}_{1,3}(z) & = iA_{1,3}q_{\parallel} \sin(q_{1,3}z) + B_{1,3}q_{\parallel} \sin(q_{1,3}z) + iC_{1,3}q_{\parallel} \cos(q_{1,3}z) \\
& - D_{1,3}q_{\parallel} \cos(q_{1,3}z) \\
\mathbf{w}_{1,3}(z) & = A_{1,3}q_{\parallel} \cos(q_{1,3}z) + iB_{1,3}q_{\parallel} \cos(q_{1,3}z) - C_{1,3}q_{\parallel} \sin(q_{1,3}z) \\
& + iD_{1,3}q_{\parallel} \sin(q_{1,3}z) \\
\mathbf{u}_{2}(z) & = iA_{2}q_{\parallel} \cos(q_{1,2}z) - B_{2}q_{\parallel} \cos(q_{1,2}z) \text{ or } iA_{2}q_{\parallel} \sin(q_{1,2}z) + B_{2}q_{\parallel} \sin(q_{1,2}z) \\
\mathbf{w}_{2}(z) & = -A_{2}q_{\parallel} \sin(q_{1,2}z) + iB_{2}q_{\parallel} \sin(q_{1,2}z) \text{ or } A_{2}q_{\parallel} \cos(q_{1,2}z) + iB_{2}q_{\parallel} \cos(q_{1,2}z)
\end{align*}
\]

with linear dispersion relation given by:

\[
\omega^2 = v_{li}^2 (q_{\parallel}^2 + q_{\perp}^2) = v_{li}^2 (q_{\parallel}^2 + q_{\perp}^2), \quad i = 1, 2, 3
\]

where \( A_1, A_2, A_3, B_1, B_2, B_3, C_1, C_2, D_1, D_3 \) are the unknowns. Note that in the intermediate layer only one type of symmetric or antisymmetric wave is used, due to the symmetry of the system. This implies that symmetric and antisymmetric wave solutions can be decoupled.
Figure 2.7 Scheme of symmetric three-layer system. Here “b” is the thickness of layer 1 and 3, and “a” is the thickness of layer 2 of layered system.

Finally, continuity and boundary conditions are applied at the interface and external surfaces, respectively. This produces a system of six linear equations with six unknowns. The dispersion relation will be given by setting to zero the determinant of the matrix of the corresponding system.
CHAPTER III: ANHARMONICITY AND THERMAL CONDUCTIVITY

Considering the wave-particle duality, it is possible to express lattice waves as quanta of vibrational energy, i.e., as a particle. The associated particle is the phonon* and it represents the discretization of vibrational energy of an atom or group of them.

In a crystalline system, all the thermodynamic properties are linked to the statistics of phonons. There are several of approaches to describe the phonons in a solid crystal. The most common it is assume that the amplitude of the atomic displacement is smaller than the interatomic distance. This leads to the harmonic approximation of the Hamiltonian, which is sufficiently accurate to describe most of the properties of a crystal at low temperatures. However, as the temperature increases certain properties cannot be explained using only harmonic terms. At higher temperatures the harmonic approximation breaks down and the introduction of the anharmonic theory is required to explain physical properties.

3.1 Harmonic effect in crystals

At temperatures lower than the melting point, the assumption of small oscillations appears to be reasonable for solid crystals. However, this description is poor and it does not represent adequately the system.

Under the harmonic approximation, the phonon states are stationary. This implies that a phonon distribution, which carries a thermal current, will remain unaltered in the course of time. Then, the thermal current will be forever unchanged, i.e., a perfect harmonic crystal will have an

* To be more precise, the term phonon is not a particle but rather it is quasi-particle since it needs a medium to propagate.
infinite thermal conductivity. However, the thermal conductivity in a real crystal cannot be infinite for several reasons given the inevitable imperfections, impurities and boundaries. Even, if the crystal were perfect and infinity, the presence of anharmonic terms in the interatomic potential would produce interaction between the phonons, setting a limit to the mean free path and, consequently, to the thermal conductivity [72].

3.2 Phonon-phonon interaction

Let us consider the most general case of the lattice with a basis. The atoms are labelled by two symbols, \( l \) and \( b \), where \( l \) is the vector from the origin to the cell and \( b \) is the basis vector to the atom in the cell (see Figure 3.1).

![Diagrammatic representation of coordinates of a lattice point.](image)

Using a Taylor expansion, the potential energy of the system, \( \phi \), can be written as a power series around its minimum:
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\[
V = V_0 + \sum_{b,\alpha} \left( \frac{\partial^2 \phi}{\partial u_\alpha (lb) \partial u_\alpha (lb)} \right) u_\alpha (lb) + \frac{1}{2} \sum_{a,\alpha,\beta} \left( \frac{\partial^3 \phi}{\partial u_\alpha (lb) \partial u_\beta (lb') \partial u_\alpha (lb')} \right) u_\alpha (lb) u_\alpha (lb') u_\alpha (lb') + \ldots \text{higher order terms}
\]

where \( u_\alpha (lb) \) is the displacement of the atom \( \alpha \) in the cell \( l \) in the position \( b \). The first term is a constant, which can be set as zero; the second term is zero because the system is in the minimum of its energy, i.e. equilibrium configuration; the third term represents the interatomic force constant, harmonic term; and the last one represents the anharmonic term or perturbation of the Hamiltonian.

This last term is responsible for the phonon-phonon interaction and, depending on case, it could contain terms higher than the cubic one. By introducing higher-order terms in the Hamiltonian these could be included as perturbations of the classical Hamiltonian. This leads to transitions between eigenstates, i.e., the creation and destruction of particles. If the anharmonic terms are sufficiently small compared to the harmonic terms, it is possible to calculate the effect of the perturbation using the perturbation theory. Then, the anharmonic part can be written as a perturbation of the harmonic Hamiltonian, such as:

\[
H_{ph} = \frac{1}{2} \sum_{b,\beta} \sum_{r,r'} \sum_{b'} \eta_{l,b} \eta_{r,b'} \eta_{r',b'} \otimes A_{l,b,b',r,r'}
\]

\[
u_\alpha (lb) \rightarrow \eta_{l,b}
\]

\[
A_{l,b,b',r,r'} = \frac{\partial^3 \phi}{\partial \eta_{l,b} \partial \eta_{r,b} \partial \eta_{r',b'}}
\]

Which expressed in terms of the wave operator, i.e., using a Fourier transform, can be rewritten as:
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\[ H_{pp} = \frac{1}{3!} (N_0 \Omega)^{-3/2} \sum_{q,b} \sum_{l,l'} e^{-i(q+q'+q'')l} \Lambda_{l,b} \Lambda_{l',b'} \Lambda_{l'',b''} \otimes A_{l,b,l',b',l'',b''} \]  \[ [3.3] \]

where \( N_0 \) represents the number of units cell, \( \Omega \) the volume of each unit cell and \( \Lambda_{l,b} \) is the Fourier transform of \( \eta_{b,l} \).

Considering the crystal symmetry, it is convenient to change the summations over \( l' \) and \( l'' \) to those over new variables \( h' \) and \( h'' \), defined by \( l' = l + h' \) and \( l'' = l + h'' \). Then substituting in Equation [3.3] the Hamiltonian becomes:

\[ H_{pp} = \frac{1}{3!} (N_0 \Omega)^{-1/2} \sum_{q,b} \sum_{l} e^{-i(q+q'+q'')l} \Lambda_{l,b} \Lambda_{l',b'} \Lambda_{l'',b''} \otimes F_{l,b,l',b',l'',b''} \]  \[ [3.4] \]

Applying the orthogonal properties of the crystal the summation over \( l \) has to vanish unless:

\[ \delta_{l,q} = \frac{1}{N_0 \Omega} \sum_{l} e^{-i(q+q'+q')l} = \begin{cases} 1 & \text{if } q+q'+q'' = G \\ 0 & \text{if } q+q'+q'' \neq G \end{cases} \]  \[ [3.5] \]

where \( G \) is a reciprocal lattice vector. Then, the perturbed Hamiltonian is given by

\[ H_{pp} = \frac{1}{3!} (N_0 \Omega)^{-3/2} \sum_{q,b} \delta_{G,q+q'+q''} \Lambda_{l,b} \Lambda_{l',b'} \Lambda_{l'',b''} \otimes F_{l,b,l',b',l'',b''} \]  \[ [3.6] \]

Using second quantization, it is possible to express the unperturbed and perturbed Hamiltonian as a combination of creation, \( a_{qs}^* \), and annihilation, \( a_{qs} \), operators given by:

\[ H_0 = (N_0 \Omega)^{-1/2} \sum_{q,s} \hbar \omega \left( a_{qs}^* a_{qs} + \frac{1}{2} \right) \]  \[ [3.7] \]

\[ H_{pp} = \frac{1}{3!} \sum_{q,s,q',s'} \delta_{G,q+q'+q''} \psi_{q,q',q'',s,s'} (a_{qs}^* - a_{-qs})(a_{qs'}^* - a_{-qs'}) (a_{q's'}^* - a_{q's'}) \]  \[ [3.8] \]
where $\psi_{q,s',r'}$ is a scalar quantity, resulting from a annihilation-creation transformation, defined by

$$
\psi_{q,s',r'} = \frac{i \hbar}{N \Omega \omega_q \omega_{q'}} \sum_{b' b''} \sum_{e q b} \sum_{e q' b'} \sum_{e q'' b''} F_{s r} \left( e_{q b s} e_{q' b' s'} e_{q'' b'' s''} \right)
$$

[3.9]

where $m$ is the atomic mass of the atom localized in the position $b$.

This factor is an average of the Fourier transformed tensor projected on the directions of the polarizations vectors $e_{q,b,s}$.

Therefore, the effect of an harmonicity is to introduce interactions among the independent phonons of a crystal. In first-order perturbation approximation, the cubic term in the potential causes interactions of three phonons and in second-order, interactions involving four phonons. Similarly, the quartic term causes, in first-order perturbation, four phonon interactions, etc.

### 3.2.1 Normal and Umklapp process

Solving all the combination of the expression [3.8] four basic processes can be distinguished:

i. Annihilation of two phonons and creation of third phonon: $a_{-q,s} a_{-q',s'} a_{q''}^*$.

ii. Annihilation of one phonon and creation of two phonons: $a_{-q,s} a_{q'}^* a_{q''}^*$.

iii. Simultaneous creation of three phonons: $a_{q,s} a_{q'}^* a_{q''}^*$.

iv. Simultaneous annihilation of three phonons: $a_{-q,s} a_{-q',s'} a_{-q''}$.

However, only the combinations (i) and (ii) are permitted because they satisfy energy conservation, while processes (iii) and (iv) are forbidden because they violate it. Nevertheless,
processes (iii) and (iv) have to be taken into account to develop higher-order terms in the perturbed Hamiltonian.

These operators basically create and destroy different phonons states. For example, the combination $a_{-q} a_{-q'} a_{q''}^*$ has the effect of reducing by unity the number of the quanta in the modes $(-q, s), (-q', s')$ and increasing by unity the number in the mode $(q'', s'')$, i.e., it creates a phonon in $(q'', s'')$ destroying two phonons, in the states $(-q, s)$ and $(-q', s')$ (See Figure 3.2). However, this interaction is limited by the Kronecker delta, which vanishes unless:

$$q + q' + q'' = G$$

[3.10]

where $q, q'$ and $q''$ are restricted to the first Brillouin zone.

Figure 3.2 Diagrammatic representation of a phonon-phonon interaction.

If $G = 0$ the wavevector of the created phonon is the result of the vectorial sum of the wavevectors of the phonons being destroyed. This interaction is known as normal processes, N-processes. In these processes the energy and the momentum of the phonons are conserved, thus, there is no contribution to the thermal resistance.

When $G \neq 0$ the interaction is denominated Umklapprozesse, U-processes, and it indicates that the phonons “flip over” in the process [92]. In the U-processes, in opposite to N-processes, the momentum is not conserved, which produces a thermal resistance. Figure 3.3 shows a diagram of N and U-processes.
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The argument for U-processes can be interpreted, as a collision of two phonons with “large” wavevectors $q$ and $q'$, which generating a third phonon with a wavevector outside the Brillouin zone, which can be brought back into the Brillouin zone by the addition of a $G$ vector.

![Diagram](image)

**Figure 3.3 Diagrammatic representation of Normal and Umklapp processes, left and right respectively.**

As discussed above, the introduction of cubic or higher order terms in the potential causes phonon-phonon interactions, if terms were absent, there would be no heat diffusion. This is simply because the carriers of the heat are the phonons. Their collision introduce anharmonic terms, otherwise, the thermal conductivity of a crystal would be infinite. Others consequences of the introduction of anharmonic terms include:

1. Deviations of the temperature dependence of specific heat at high temperatures.
2. Electron-phonon and phonon-phonon interaction.
3. Temperature dependence of phonon frequencies (thermal expansion).
4. Finite phonon lifetimes.
Selection Rules: Normal and Umklapp processes.

As been mentioned above, the N-processes occur when momentum is conserved, i.e., the vectorial sum of the wavevectors lie inside of the first Brillouin zone. One graphic example of these selection rules is shown in Figure 3.4. There, the phonon frequency is represented as a function of wavevector, for a given radial direction from the centre to the border of the Brillouin zone. Where $O$ is the origin of dispersion relation and $O'$ corresponds to the chosen value $q$ with polarization $s$. At this point, the same dispersion relation is drawn again but with origin at $O'$. This results in the intersections of curves $O't_1', O't_2', O'l'$ and $Olt_1'', Olt_2'', Oll''$ at the points $Q_1$, $Q_2$ and $Q_3$, with values $q''$ and $\omega''$ that satisfying the selection rules for momentum and energy in N-processes.

![Figure 3.4 Construction for intersection of three phonons in a line for N process, adapted from ref. [7].](image)

Usually the shape of dispersion relation is such that they are upwardly convex and tend to have a horizontal tangent at the border of the Brillouin zone, visually in this region there are not intersections between the branches, i.e., “there is no process in which all three phonons belong to the same polarization branch of the spectrum” [7]. However, this statement is only valid for U-processes, because, the dispersion relation of low frequency phonons can be approximate as Debye-like dispersion, allowing the normal interaction processes of the phonons with the same polarization [17,93–95].
If the index $l$ and $t$ are relabelled as longitudinal, $L$, and transverse, $T$, polarization, respectively, based on Figure 3.4 it is possible to define two types of interactions in the points $Q_1$ and $Q_2$:

\[
Q_1: T + T \leftrightarrow L
\]

\[
Q_2: T + L \leftrightarrow L
\]  

This generates another rule: “the created phonon must lie in a higher branch than one at least of the destroyed phonons” [7]. Similarly, it is possible to establish a different selection rule for U-processes, with, the condition that the intersections points have to be outside of Brillouin zone (see Figure 3.5).

![Figure 3.5 Construction of the intersection of three phonons in a line to illustrate Umklapp-process.](image)

### 3.3 Phonon lifetime: relaxation time approximation

The term relaxation is used to describe how a state or ensemble of states returns to equilibrium state. If a system in equilibrium is subjected to an external perturbation, such as a
temperature change, the system is perturbed and the lagging time it takes to return to equilibrium is called relaxation time.

The phonon attenuation time or lifetime refers to the time taken by a phonon and/or wavepacked of them to be scattered, attenuated or absorbed. In a solid crystal a variety of mechanisms exists including: impurities, isotopes, defects, dislocations, boundaries as well as collision with other quasi-particles or excitations such as electrons, magnons, photons or other phonons.

Depending on the nature of the scattering mechanism they can be divided in two interaction types: inelastic scattering and elastic scattering. Typically, the scattering due to impurities, isotopes, defects, dislocations or boundaries are treated as elastics scattering, because they only produce a change of the direction in the phonon path. The scattering resulting from collisions with other particles, i.e., “ons”-phonon interaction, are treated as inelastic scattering. Mathematically, these scatterings are a consequence of the anharmonic terms in the interatomic potential.

As discussed before, the phonon-phonon interaction can be divided in two process Normal and Umklapp processes. Both processes are governed by energy and momentum conservation rules.

\[ \omega + \omega' \leftrightarrow \omega'' \]  \hspace{1cm} [3.12]  
\[ q + q' \leftrightarrow q'' \]  \hspace{1cm} N processes  \hspace{1cm} [3.13]  
\[ q + q' \leftrightarrow q'' + G \]  \hspace{1cm} U processes  \hspace{1cm} [3.14]

The N-processes do not lead to a thermal resistance because the momentum is conserved, but they change the distribution in the phonon frequency, thus indirectly affecting to other scattering process which depends on frequency, such as impurity or U-processes. Therefore, these processes indirectly contribute to thermal conductivity.
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Assuming that each process is independent from each other, the effective relaxation time, $\tau$, can be expressed using the Mattheissen’s rule:

$$\frac{1}{\tau} = \frac{1}{\tau_U} + \frac{1}{\tau_B} + \frac{1}{\tau_I} + \cdots = \sum_i \tau_i^{-1}$$ \[3.15\]

where $\tau_U$ is relaxation time for Umklapp processes, $\tau_B$ the contribution of boundary scattering and $\tau_I$ the contribution of impurity scattering.

3.3 Evaluation of phonon relaxation times

Finite sample size, the imperfections such as inhomogeneity, isotopes differences, dislocations, and anharmonicity in the crystal potential provide the main phonon-scattering sources in non-metallic solids. Each scattering mechanism contributes to limiting the lifetime of the phonons. These mechanisms give rise to intrinsic relaxation time (due to anharmonicity) or to extrinsic relaxation times (due to the medium).

In particular, the phonon lifetime limits value of the quality factor of micro/nano-scaled mechanical resonators. Moreover, as mentioned above, they are a necessary input parameter for accurate calculations of nanoscale thermal transport. Although, the fundamental understanding of the phonon lifetime is well established, the testing of these models against experimental data has been challenging due to the complexity of the models, the use of fitting parameters that still remains unknowns, e.g. the Grüneisen parameter, and also due to the few experimental reports of phonon lifetime in the gigahertz and terahertz regimes.
3.3.1 Extrinsic relaxation times

**Boundary scattering**

The main extrinsic scattering mechanism in the nanoscale is the surface roughness scattering. The effect of boundary scattering due to surface roughness may be introduced through a boundary condition on the steady-state Boltzmann transport equation [7]. An extended explanation of this formalism can be found in Appendix II.

Intuitively, the boundary condition is that all the phonons which reach the boundary at an arbitrary position, \( r_B \), will be reflected with the normal component of their velocity reversed, \( v_n \).

Introducing a displaced Bose-Einstein distribution function \( n_{qs} \), where \( n_{qs,0} \) is the equilibrium distribution, the boundary condition can be derived to have the following form:

\[
g_{qs}(r_B) \bigg|_{v_n} = p g_{qs}^0(r_B) \bigg|_{v_n}
\]  

[3.16]

In this treatment, the effect of the roughness is described by a single phenomenological parameter, \( p \), which represents the “polish” of the surface, with \( p = 0 \) for perfectly rough surfaces and \( p = 1 \) for perfectly smooth surfaces. For the case of thin films and/or membrane, it is possible derive a phonon wavelength-dependent specularity \( p(\lambda) \) by considering a plane wave normally incident on the boundary, i.e., standing waves. The change in phase \( \phi \) of the wave reflected from the boundary is related to the roughness, and varies thickness of the membrane, as:

\[
\phi(x) = \frac{4\pi}{\lambda} y(x)
\]

[3.17]
where $x$ is the direction parallel to the membrane surface, and $y(x)$ is a continuous function representing the deviation of the height of the surface from a reference plane. From this, the wavelength-dependent specularity can be derived by considering the auto-correlation function of the phase $p(\lambda) = \exp(-\pi \phi^2) = \exp(-16\pi^2 \eta^2 / \lambda^2)$, where $\eta$ is the root mean square deviation of $y(x)$, sometimes known as the asperity, henceforth referred to as the roughness. The physical interpretation of this expression is that phonons with shorter wavelengths will be more affected by the surface roughness than longer wavelength phonons.

![Figure 3.6](image)

**Figure 3.6** Wavelength-dependent specularity $p(\lambda)$ as a function of phonon wavelength $\lambda$ for roughness values of $\eta = 0.5$ nm (black), $\eta = 1$ nm (red), $\eta = 2$ nm (blue).

Once the wavelength-dependent specularity $p(\lambda)$ is determined, it is possible to calculate the effective mean free path in the membrane. After considering multiple reflections from the boundary in series, the mean free path can be written as:

$$\Lambda = \frac{1 + p(\lambda)}{1 - p(\lambda)} \Lambda_0$$

where $\Lambda_0$ is the characteristic dimension of the structure, i.e. the thickness of the film. Considering that the mean free path can be expressed in terms of group velocity and lifetime,
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Λ = τ₀ v₉, it is possible to express the boundary relaxation time as a function of the thickness of the film, a, the group velocity, v₉, the wavelength, λ, and the roughness parameter, η, such as:

\[
\tau_B = \frac{\Lambda}{v_9} = \frac{a}{v_9} \left[ 1 + \exp(-16\pi^2\eta^2/\lambda^2) \right] = \frac{a}{v_9} \coth \left( \frac{8\pi^2\eta^2}{\lambda^2} \right)
\]  

[3.19]

Impurity scattering

This scattering process is a consequence of the internal imperfections of the crystal, such as: atomic mass differences, substitutional and interstitial impurities, changes in atomic forces constants or vacancy defects. The impurity scattering mechanisms are assumed to change the phonon wavevector and/or polarization, but not its energy, i.e. \( \omega_{qs} \neq \omega_{q's} \). The transition of probability of these occurrences is governed by the Fermi’s golden rule.

For phonons with wavelength larger than imperfection typical size, the scattering is essentially of Rayleigh type. Therefore, the scattering time is inversely proportional to the fourth power of frequency. The relaxation time can be expressed following the Rayleigh regime in radiation theory

\[
\tau_{q,s}^{-1}(md) = \frac{\Gamma V_0}{4\pi g_{q,s}^3} \omega_{q,s}^4
\]

[3.20]

\[
\Gamma_{md} = \sum_i f_i \left[ \left( 1 - \frac{M_i}{\bar{M}} \right)^2 + 2 \left( \frac{\Delta g_i}{g} - 6.4 \gamma \frac{\Delta \delta_i}{\delta} \right)^2 \right]
\]

[3.21]

where \( V_0 \) is the volume per atom and \( \Gamma \) is determined from the nature of the imperfection, \( \bar{M} \) the average atomic mass and \( f_i \) the fraction of the unit cells having atomic mass \( M_i \). The fractional spatial extent of the imperfection is expressed as \( \Delta \delta_i/\delta, \Delta g_i/g \). They represent the fractional
stiffness constant of the nearest-neighbour bonds from the imperfection to the host crystal and $\gamma$ is an average anharmonicity of bonds linking the imperfection.

### 3.3.2 Intrinsic relaxation times

As seen above, the inclusion of anharmonicity in the Hamiltonian leads to phonon-phonon interactions which become increasingly important as the temperature increases.

Limiting the crystals anharmonicity to the cubic terms, the relaxation time associated to three-phonon interactions can be treated using first-order perturbation theory and four-phonon interactions using second-order perturbation theory. In general, four-phonon processes are ignored because their small contribution to the thermal conductivity [96]. In the literature the anharmonic relaxation time has been expressed as a product of frequency and temperature $\tau_{\text{ph}} \propto \omega^\delta T^\mu$, where the exponents are chosen depending on temperature range. However, with a systematic theoretical approach this relationship is substantially more complex, becoming a continuous function over the entire range of frequencies and temperature.

According to the type of interaction, three-phonon processes can be classified in two classes [17], as shown in Figure 3.7. In **class I** two phonons are annihilated and one phonon is created and in **class II** one phonon is annihilated and two phonons are created.

![Schematic representation of three phonon-phonon scattering processes.](image)
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The phonon-phonon scattering rates can be studied by applying Fermi’s golden rule, which is based on first order time-dependent perturbation theory. Where the probability of the initial state goes to the final state is given by

\[ W_{qq'} = \frac{2\pi}{\hbar} \left( f H_{pp'} f \right)^2 \delta(E_f - E_i) \]  

[3.22]

where \( H_{pp'} \) is given by Equation [3.8]; \( i \) and \( f \) correspond to the initial and final states of the phonon distributions; and the delta Dirac function ensures the energy conservation.

Depending of the class of the event the delta energy is

\[ E_f - E_i = \hbar \left( \omega_{q^{''}s'} - \omega_{q's} - \omega_{q{s'}} \right) \] for class I

\[ E_f - E_i = \hbar \left( \omega_{q's} - \omega_{q^{''}s'} - \omega_{q{s''}} \right) \] for class II

[3.23]

The scattering rates due to class I and II and their reverses contribute to phonon scattering can be expressed in term of collisional part of BTE given by:

\[
\frac{\partial n_{q's}}{\partial t}_{\text{coll}} = n_{q's} - n_{q's,0} = \sum_{q'^{''}q^{''}s^{''}} \left[ (W_{q'^{''}q^{''}s^{''},q'^{'}q^{'}s^{'}},W_{q'^{'}q^{'}s^{'}}) - W_{q'^{''}q^{''}s^{''},q'^{'}q^{'}s^{'}}) \right] + \frac{1}{2} \left( W_{q'^{''}q^{''}s^{''},q'^{'}q^{'}s^{'}},W_{q'^{''}q^{''}s^{''},q'^{'}q^{'}s^{'}}) \right) \]

[3.24]

where the factor 1/2 is due to the indistinguishability between processes where \( q'^{''} \) and \( q^{''} \) switch places and change the phonon distributions. As an example, the calculations of the matrix element due to a class I process give:

\[ W_{q'^{''}q^{''}s^{''},q'^{'}q^{'}s^{'}},W_{q'^{''}q^{''}s^{''},q'^{'}q^{'}s^{'}}) = \frac{2\pi}{\hbar^2} \left( n_{q's} - 1, n_{q'^{'}s^{'}}, n_{q^{''}s''} + 1 \right) \left| H_{qp} \right|^2 \delta\left( \omega_{q'^{''}s''} - \omega_{q'^{'}s'} - \omega_{q{s'}} \right) \]

[3.25]

In an isotropic continuum model in the Debye approach, the anharmonic perturbation has eight combinations. Once the annihilator and creator operators are bracketed between the initial
and final state (see Equation [3.25]), there are only three combinations in class I, which give non-zero matrix elements. Then, the equation for class I reduces to:

\[
W_{q\delta q'\delta' q''}^{(I)} = \frac{\pi \hbar}{4 \rho^3 N_0 \Omega} \frac{q q' q''}{v_s v_v v_s} \left| A_{q q' q''}^{s'} \right|^2 n_{q\delta} n_{q'\delta'} \left( n_{q''\delta''} + 1 \right) \times \delta_{q+q'+q''} \delta(\omega_{q\delta} - \omega_{q'\delta'} - \omega_{q''\delta''})
\]

[3.26]

where \( A_{q q' q''}^{s'} \) are the Fourier components of the phonon coupling constants, giving the three-phonon scattering strength. In same way it is possible to define the expression for the transition probability in class II:

\[
W_{q\delta q'\delta' q''}^{(II)} = \frac{\pi \hbar}{4 \rho^3 N_0 \Omega} \frac{q q' q''}{v_s v_v v_s} \left| A_{q q' q''}^{s'} \right|^2 \left( n_{q\delta} + 1 \right) n_{q'\delta'} n_{q''\delta''} \times \delta_{q+q'+q''} \delta(\omega_{q\delta} - \omega_{q'\delta'} - \omega_{q''\delta''})
\]

[3.27]

Finally, using the single-mode relaxation time approximation, assuming that only the phonon in the mode \( q_s \) has a displaced distribution function, i.e., \( n_{q\delta} = n_{q\delta,0} + \psi_{q\delta} n_{q\delta,0} (n_{q\delta,0} + 1) \), and that all other phonons have their equilibrium distribution, i.e., \( \psi_{q's'} = \psi_{q''s''} = 0 \), then under these considerations Equation [3.24] can be write as:

\[
\tau_{q\delta}^{-1} = \frac{\pi \hbar}{4 \rho^3 N_0 \Omega} \sum_{q' q'' q'} \left| A_{q q' q''}^{s'} \right|^2 \frac{q q' q''}{v_s v_v v_s} \left\{ n_{q'\delta,0} \left( n_{q''\delta,0} + 1 \right) \delta(\omega_{q\delta} + \omega_{q'\delta'} - \omega_{q''\delta''}) \right. \\
\left. \times \delta_{s+s'+s'',0} + \frac{1}{2} \frac{n_{q\delta,0} n_{q'\delta',0} n_{q''\delta'',0}}{n_{q\delta,0}} \delta(\omega_{q\delta} - \omega_{q'\delta'} - \omega_{q''\delta''}) \delta_{s+s'+s'',0} \right\}
\]

[3.28]

where three-phonon scattering strengths, \( A_{q q' q''}^{s'} \), can be approximated as [71]:

\[
\left| A_{q q' q''}^{s'} \right|^2 = \frac{4 \rho^2}{v^2} \gamma_{s q} v_s v_{q'} v_{q''}
\]

[3.29]

with \( \gamma_s \) as the mode-average Grüneisen’s constant, \( v \) as the phonon average group velocity given by:
The real value of the Grüneisen parameter is not known with sufficient degree of accuracy, and sometimes it is treated as a semi-adjustable parameter.

Finally, to evaluate the phonon-phonon interaction, Equation [3.28], it is necessary to express the sum in $q'$-space by an integral in all space:

$$\sum_{q' s s} \rightarrow \sum_{s' d} \int d^3 q'$$  \hspace{1cm} [3.31]

A numerical scheme to perform the integration within the Brillouin zone and the phonon density of state is required.

**Phonon density of states**

The phonon density of states is one of the most important quantities to determine the thermal conductivity. Similarly to electronic density of states, this is defined as the number of states per unit frequency. In principle, the density of states may be computed exactly, by calculating the energies of all the allowed states in the specimen. But the complexity behind does not allow to calculate and approximation have to be made.

The number of allowed $q$ values for which the phonon frequency is between $\omega$ and $\omega + d\omega$ is given by:

$$D(\omega)d\omega = \frac{N_0 \Omega}{8\pi^5} \int_{Shell} d^3 q$$  \hspace{1cm} [3.32]
where $N_0$ is the number of cells with a volume $\Omega$. This integral goes over all the volume of the shell in the $q$-space bound by two constant surfaces $\omega$ and $\omega + d\omega$ [97]. To calculate the total volume of the shell, it is possible to approximate it as small and straight cylinder with basal area $dS_\omega$ and high $dq_\perp$,

$$
\int d^3q = \int dS_\omega dq_\perp = \int dS_\omega \frac{d\omega}{d\omega/dq_\perp} = \int \frac{dS_\omega}{v_g} d\omega
$$

[3.33]

Then the DOS is given by

$$
D(\omega) = \frac{N_0 \Omega}{8\pi^3} \int dS_\omega
$$

[3.34]

Calculating $D(\omega)$ using the Equation [3.34] requires the full integration over all the Brillouin zone of the crystal, i.e., the full dispersion relation for all possible directions is also required. To avoid the full integration, symmetry properties can be used and the total integration is reduced to the irreducible part of the Brillouin zone. Although crystal symmetry properties can reduce the problem, the element of area still remains intractable and, in general, the only way to calculate this integral is numerically or making some approximations.

**Einstein and Debye approximations**

A very simple DOS model was proposed by Einstein in 1907. He considered a solid as an ensemble of independent quantum harmonic oscillators vibrating at the same frequency, $\omega_E$. In this case, the density of states would be worth zero for $\omega \neq \omega_E$, or one for frequencies $\omega = \omega_E$.

Although the model reproduces quite well the expected behaviour of the heat capacity at high temperatures ($T > \Theta_D$, where $\Theta_D$ is the Debye temperature), the Dulong-Pettit law or
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classical limit, it breaks down at low temperatures, \( T > \Theta_D / 10 \). In this regime, Einstein formula predicts a faster decrease of heat capacity as compared to experimental data.

Based on the fact that at low temperature most of the excited phonons populate the short-wavevector or long-wavelength acoustic branches, Debye suggested that an isotropic and linear dispersion relation, \( \omega_s(q) = v_s q \), can be used for all the normal modes lying within a sphere of radius \( q \). Then the element of area, \( dS_{\omega_s} \) can be approximated by an element of area of a sphere of radius \( q \):

\[
dS_{\omega_s} = q^2 \sin(\theta) d\theta d\phi
\]

In addition, in the continuum approximation the phonon group velocity is the same as the phase velocity, \( v_{g,qs} = v_s \), therefore the Equation [3.34] can be reduced to:

\[
D(\omega_s) = \frac{N_0 \Omega}{8\pi^3} \frac{q^2}{v_s^3} \int \sin(\theta) d\theta d\phi
\]

\[
= \frac{N_0 \Omega}{2\pi^3} \frac{\omega_s^2}{v_s^3}
\]  [3.36]

There are two conventions regarding the normalization of the phonon DOS. It can be either normalized to unity or to the total number of vibrational modes, \( 3N \), where \( N \) is the number of atoms. Thus, it is possible to define an upper limit in wavevector, \( q_D \), or equivalently in the frequency \( \omega_D \), which represents the maximum radius of a sphere which contains \( 3N \) modes:

\[
3N = \frac{N_0 \Omega}{2\pi^3} \sum v_s^3 \int \frac{\omega_D^2}{v_s^3} d\omega
\]

\[
= \frac{N_0 \Omega}{2\pi^3} \frac{\omega_D^3}{v_s^3}
\]  [3.37]

where \( \bar{v} \) is an average of the sound velocity given by:
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\[ \frac{1}{v^3} = \frac{1}{3} \sum_i \frac{1}{v_i^3} \] \hspace{1cm} [3.38]

Using Equation [3.37] it is possible to define an average cut-off wavevector, \( q_D \), and averaged frequency, \( \omega_D \), given by:

\[ \omega_D = v q_D = v \left( \frac{6\pi^2 N}{N_\Omega \Omega} \right)^{1/3} \] \hspace{1cm} [3.39]

Similarly, it is also possible to define the averaged Debye temperature, \( \Theta_D \), for the solid by the relation \( k_B \Theta_D = \hbar \omega_D \). This represents the temperature at which the wavelength of vibration of the atoms in a crystal is equal to the length of the unit cell.

3.4.3 Phonon-phonon interaction and the Debye approximation

To calculate the phonon-phonon interaction a full knowledge of the realistic dispersion relation inside of the first Brillouin zone is necessary. The complex evaluation of this quantity usually makes does that the study of three-phonon processes intractable. Thus motivating the use of a much simpler model based on the Debye approximation. However, the continuum approach used in Debye’s model does not allow for a physical picture of U-processes, because there is no concept of a reciprocal lattice vector in the continuum. To overcome this problem, Parrot [98] and Srivastava [99,100] designed the following expression for a pseudo-lattice wavevector, “G”, in the continuum.

\[ G = 2q_D \frac{q \pm q'}{|q \pm q'|} \] \hspace{1cm} [3.40]
where \( q_D \) is the Debye radius and the +/- signs correspond to class I and II events, respectively.

Including the linear dispersion relation leads two new N-processes such as: \( T + T \rightarrow T \) and \( L + L \rightarrow L \), which are forbidden in non-linear dispersion relation [7].

In this model it is possible to approximate the sum in \( q' \)-space by an integral in all space. Once this replacement is made, the sum in \( q'' \) can be eliminated using the Kronecker delta function, then the sum in \( q' \) can be expressed by:

\[
\sum_{q'} \rightarrow \frac{N_o \Omega}{8\pi^3} \sum_{s'} \int d^3 q'
\]  

[3.41]

After some algebra, the expression for the relaxation time for class I and class II events is given by:

\[
\tau_{qv}^{-1} = \frac{\pi \hbar}{4\rho^3 N_o \Omega} \frac{2\pi}{8\pi^3} \sum_{p', q', s'} \frac{1}{v_{s'} v_{s''}} \int \sin \Theta' d\Theta' \left| A_{q'q''} \right|^2 q' q'' dq'
\]

\[
\times \left[ \frac{n_{q's',0}(n_{q's',0} + 1)}{n_{qv,0} + 1} \delta(\omega_{qv} + \omega_{q's'} - \omega_{q''}) + \frac{1}{2} \frac{n_{q's',0} n_{q's',0}}{n_{qv,0}} \delta(\omega_{qv} - \omega_{q's'} - \omega_{q''}) \right]
\]  

[3.42]

where \( |q''| = |G - (q \pm q')| \) and \( G \) is equal zero for N-processes. Using the Equation [3.40] in the expression of \( q'' \) the reduced form:

\[
|q''| = (1 - \varepsilon) q_D + \varepsilon |q \pm q'|
\]  

[3.43]

with \( \varepsilon = +1/-1 \) for N/U-processes, respectively. Taken the three-phonon scattering strengths given in Equation [3.29] and a linear dispersion relation, the relaxation time is given by:
\[ \tau_{qs}^{-1} = \frac{\hbar}{16\pi\rho^3} \sum_{q',q''} \int \frac{q'q''q^2 dq'}{v_s'v_s''v_s} \int_0^\infty n_{q',0}(n_{q'',0} + 1) \left[ \frac{1}{n_{qs,0} + 1} \delta(q'' - Cq - Dq')q'' \sin \theta' d\theta' \right. \\
\left. + \frac{1}{2} \int_0^\infty n_{q',0} n_{q'',0} \int_0^\infty \delta(q'' - Cq + Dq')s'' \sin \theta' d\theta' \right] \]

with \( C = v_s/v_s'' \) and \( D = v_s'/v_s'' \). The angular integral can be solved using the Dirac delta function properties [17], finally the expression for the relaxation time on Debye approach is given by:

\[ \tau_{qs}^{-1} = \frac{\hbar D^5}{16\pi\rho^3} \sum_{s',s''} v_s v_s'' v_{s'} v_{s''} \int \frac{n_{s',0} n_{s'',0} + 1}{n_{sx,0} + 1} x_s^2 x_s''(1 - \epsilon + \epsilon(Cx + Dx')) dx' \\
+ \frac{1}{2} \int n_{s',0} n_{s'',0} x_s^2 x_s''(1 - \epsilon + \epsilon(Cx - Dx')) dx' \]

with \( x = q/q_D, x' = q'/q_D, x'' = Cx \pm Dx' \), and \( n_{sx,0} \) is the Bose-Einstein distribution function evaluated in \( x'' \). The different scattering event for N and U-processes are summarized in Table 3.1.

The energy and momentum conservation rules for N and U-processes impose certain restrictions on the integration of the \( x' \). The areas of integration in the space \( x - x' \) for U and N-processes are summarized in the Figure 3.8 and Figure 3.9.

<table>
<thead>
<tr>
<th>( \omega + \omega' \rightarrow \omega'' )</th>
<th>( \omega \rightarrow \omega' + \omega'' )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )</td>
<td>( s' )</td>
</tr>
<tr>
<td>( L )</td>
<td>( T )</td>
</tr>
<tr>
<td>( T )</td>
<td>( T )</td>
</tr>
<tr>
<td>( T )</td>
<td>( L )</td>
</tr>
<tr>
<td>( L )</td>
<td>( L )</td>
</tr>
</tbody>
</table>

Table 3.1 N and U-processes interactions. \( s \) is the polarization, \( L \) and \( T \) are the longitudinal and transverse polarization, respectively. The processes described in the last row is only valid for N-processes.
Table 3.2 Limit values for areas of integration in the x-x' space, with $v_L$ and $v_T$ longitudinal and transverse sound velocity, respectively.

<table>
<thead>
<tr>
<th>$x_1$</th>
<th>$(v_L - v_T)/(v_L + v_T)$</th>
<th>$x_4$</th>
<th>$(v_L - v_T)/v_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_2$</td>
<td>$(v_L - v_T)/v_T$</td>
<td>$x_5$</td>
<td>$2v_T(v_L + v_T)$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>$(v_L - v_T)/2v_L$</td>
<td>$x_6$</td>
<td>$(v_L + v_T)/2v_L$</td>
</tr>
</tbody>
</table>

The new formulation can be simplified to consider high and low temperature limits, but this would not permit to see and to understand easily the interaction between the phonons in the crystal.

Figure 3.8 (a-f): Areas of Integration in the x-x’ plane allowed for U-processes. Where $x_i = 1$ to 6 are given in Table 3.2
Figure 3.9 Areas of Integration in the x-x’ plane allowed for N-processes. Where $x_{1 \text{ to } 6}$ are given in Table 3.2
Numerical simulations

As an example, simulations of U-processes were performed by using the Equation [3.45] under the Debye approach. The selection rules employed are shown in Table 3.1, with the limit values for areas of integration shown in Figure 3.8 and Figure 3.9. All simulations were performed using a computational algorithm developed using the commercial code MATLAB\textsuperscript{TM} and Mathematica. The material parameters used in the simulation are summarized in the Table 3.3.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice constant</td>
<td>$a_0$</td>
<td>0.543 nm</td>
<td>[101]</td>
</tr>
<tr>
<td>Atomic mass</td>
<td>$M$</td>
<td>$46.6 \times 10^{-27}$ Kg</td>
<td>[101]</td>
</tr>
<tr>
<td>Density</td>
<td>$\rho$</td>
<td>2330 Kg/m$^3$</td>
<td>[101]</td>
</tr>
<tr>
<td>Averaged longitudinal Grüneisen parameter</td>
<td>$\gamma_L$</td>
<td>1.14</td>
<td>[102]</td>
</tr>
<tr>
<td>Averaged transverse Grüneisen parameter</td>
<td>$\gamma_T$</td>
<td>0.56</td>
<td>[102]</td>
</tr>
<tr>
<td>Longitudinal velocity</td>
<td>$S_L$</td>
<td>8440 m/s</td>
<td>[103]</td>
</tr>
<tr>
<td>Transversal velocity</td>
<td>$S_T$</td>
<td>5845 m/s</td>
<td>[103]</td>
</tr>
<tr>
<td>Debye radius</td>
<td>$q_D$</td>
<td>$1.435 \times 10^{10}$ m$^{-1}$</td>
<td>[17]</td>
</tr>
</tbody>
</table>

**Table 3.3** Silicon parameters used in the simulation of Umklapp-processes in the bulk system.

**Bulk Umklapp-processes**

Figure 3.10 shows the relaxation rate, $1/\tau_{\text{U}}$, for class I and class II events at room temperature. The higher relaxation rate processes of class II are due to the allowed participation of only phonon with large energies in these events.
Figure 3.10 Relaxation rate, $1/\tau$, for bulk silicon at room temperature via class I (a) and class II (b) event.

Figure 3.11 shows the contribution to the total intrinsic relaxation time of each process. For class I events, Figure 3.11a, the larger contribution comes from $L + T \rightarrow L$ process at small values of normalized wavevector. But, its contribution decreases as the normalized wavevector begins to take larger values, where the more important contribution comes from $T + T \rightarrow L$ process. For class II events, Figure 3.11b, the bigger contribution comes from $L \rightarrow T + T$ process. At large values of normalized wavevector, the contribution of the three processes becomes comparable.

Figure 3.11 Relative contribution to the total intrinsic relaxation time for each processes and event.

Figure 3.12 shows the total relaxation time for U-processes at room temperature. From this picture is possible to observe that for small normalized wavevector the contribution come from
class I event and decrease dramatically at $q/q_D \approx 0.8$ where the more important contribution comes from class II events.

![Diagram of relaxation rate vs. normalized wavevector](image)

**Figure 3.12** Total relaxation rate for Umklapp-processes. Grey dotted line denotes the different zones where each process dominates.

The relaxation rate as a function of temperature and reduced wavevector for different phonon-phonon processes is shown Figure 3.13. The important feature from these pictures is the increase of the relaxation rate as a function of temperature. This is due to the fact that at high temperature the phonon population can be approximated by $n_{qp,0} \approx k_BT/h\omega$ and the relaxation rate is directly proportional to temperature.
Figure 3.13 Relaxation rate as a function of temperature and reduced wavevector for different phonon-phonon processes.

Figure 3.14 and Figure 3.15 show the total relaxation time, as a function of temperature and reduced wavevector, for class I and II respectively. The total contribution for each event was plotted separately because of the large difference between the two interactions. In general the class II event involves ultra-short time due to the high-frequency phonons involved in these processes.
One consequence of the Debye approximation is an overestimation of the class II event. That is a consequence of the linear-like dispersion relation, which produces faster decay of the border zone phonons due to its energy is higher than the real one. In general to avoid this problem, it is possible to use the Holland approach [104], but the limits of the integration areas have to be redefined.
Chapter III

**Intrinsic sound absorption: Akhieser and Landau-Rumer mechanisms**

The intrinsic sound absorption\(^*\) can be explained using two theoretical approaches: (i) Landau-Rumer or three-phonon scattering processes [105] and (ii) Akhieser mechanism or viscous damping mechanism [106]. The dominant processes will depend on two factors: the wavelength of the absorbed phonon, \(\lambda\), and the mean free path of the thermal phonons, \(\Lambda_{mfp}\), i.e., the average of the mean free path of thermally excited phonon in the crystal.

If the \(\lambda\) of the acoustic wave is much larger than the typical \(\Lambda_{mfp}\) of the thermal phonons, i.e., \(f\tau_{TH} \ll 1\), we can assume that the acoustic wave is interacting with the whole of the thermal phonons. This range is known as the Akhieser regime. But if the \(\lambda\) is much smaller than the \(\Lambda_{mfp}\), i.e., \(f\tau_{TH} \gg 1\), then the phonon attenuation is better described in the Landau-Rumer regime and the phonon attenuation is due to three-phonon interaction processes. The main difference between both approaches is the point of view how the sound wave is considered. In the Landau-Rumer approximation the sound wave is treated microscopically, i.e., as a phonon, whereas in the Akhieser approximation the sound wave is treated macroscopically. In general, the momentum associated to the interacting phonon is not enough to produce a collision that generates a phonon outside of the Brillouin zone. Then U-processes can be neglected in comparison with the N-processes and the Landau-Rumer and Akhieser mechanisms can be treated as pure N-processes.

In the Akhieser damping mechanism the sound wave is considered as a macroscopic strain field in the crystal, a driving force, which produces a shift in the equilibrium distribution function of the thermal phonons. The disturbed system will then tend to return to equilibrium through collision between thermal phonons leading to the absorption of the acoustic wave. Theoretically, the Akhieser mechanism can be obtained using the BTE under the relaxation time

\(^*\) In general the sound absorption is related with acoustic phonon with frequency smaller than 1 THz
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approximation for the collision part. For the case where the thermoelastic damping is negligible, the relaxation time can be written as [106–108]

\[ \tau_{\text{AK}}^{-1}(\omega) = \frac{C_v T}{2 \rho v_s^2} \frac{\omega_s^2 \tau_{\text{TH}}^2}{(1 + \omega_s^2 \tau_{\text{TH}}^2)} \left( \gamma^2 - \langle \gamma^2 \rangle \right) \]  

[3.46]

where the lifetime of the thermal phonon can be approached by [109–111].

\[ \tau_{\text{TH}} \approx \frac{3\kappa}{C_v v^2} \]  

[3.47]

Originally, the Akhieser theory was developed for high temperatures where the average of the phonon mean free path of the thermal phonons is much less than the wavelength of the absorbed acoustic wave, i.e., \( f \tau \ll 1 \). Years later, the theory was developed in details by Woodruff and Ehrenreich [112] and Maris [107], who extended the limits to include values \( f \tau > 1 \) and \( f \tau = 1 \), respectively.

3.4 Thermal conductivity: modelling and approximations

The thermal conductivity, \( \kappa \), is defined as the material ability to conduct heat and, in general, the total thermal conductivity can be expressed as a sum of all heat carrier contributions. In a semi-conductor, alloys and non-metallic media, the dominant carriers of the heat are lattice vibrations, i.e., phonons. In a macroscopic system, the thermal conductivity is related to the thermal flux through the Fourier’s law. This equation establishes a link between the heat flux, \( Q \), and the temperature gradient, \( dT/dr \), caused by it:

\[ Q = \kappa \frac{dT}{dr} \]  

[3.48]
The calculation of the thermal conductivity is a major mathematical challenge due to the complexity of the variables involved. The first thermal conductivity models for bulk systems were based on the solution of phonon BTE under the single mode relaxation time approximation [67–70]. This approach provides the simplest picture of phonons interactions considering that each phonon mode has a single relaxation time independent of others modes, i.e., it assumes that all other phonons have their own undisturbed equilibrium distribution [17]. The calculation of the thermal conductivity in semiconductor materials imply the knowledge of three major frequency-dependent parameters, i.e., the specific heat, $C_V$, the phonon group velocity, $v_g$, and the phonon mean free path, $\Lambda = v_g \tau$. This leads to:

$$\kappa = \frac{1}{3} \sum_{qs} C_{v_{qs}} v_{g_{qs}} \Lambda_{qs} = \frac{1}{3} \sum_{qs} C_{v_{qs}} v_{g_{qs}}^2 \tau_{qs}. \quad [3.49]$$

The dispersion relation can be approximated using different approaches such as: the sine function approximation, ab initio simulations, Debye-like and Holland approximations, Brillouin zone boundary condition, fourth-order polynomial fit, etc. [17,104,113–115]. In general, due to the high symmetry of cubic semiconductor, it is assumed that the first Brillouin zone is isotropic, implying that the dispersion relation is identically for any wavevector direction and, consequently, it can be represented just by the (100) direction.

Finally, to calculate the thermal conductivity it is necessary to pass the summation in the $q$-space by an integral in the $q$-space:

$$\kappa_{bulk} = \frac{1}{3} \sum_s \int v_{g_{qs}}^2 \tau_{qs} C_{v_{qs}} D(\omega_s) d\omega_s. \quad [3.50]$$

where $D(\omega_s)$ is the phonon density of states, DOS. The determination of DOS in a particular system is a highly complex dynamic problem. But, as been above, this function is estimated by using simple and analytical models such as Einstein or Debye approximations.
3.4.1 Specific heat capacity

The specific heat capacity, $C_V$, of a solid is defined as the heat capacity, $c_V$, per unit volume, i.e. $C_V = c_V/N_0\Omega$. The heat capacity is defined as the amount of energy per unit mass or per unit volume to be supplied to a system to increase its temperature by one degree Kelvin or Celsius. It can be defined as the temperature derivative of the average energy, $U$:

$$c_V = \frac{\partial U}{\partial T} = \sum_{q,s} \hbar \omega_{qs} \frac{\partial n_{q,s}}{\partial T}$$ [3.51]

Using the Debye approach for the DOS, Equation [3.36], it is possible to replace the summation in the q-space to the integral in the q-space:

$$c_V = \frac{N_0\Omega \hbar^2}{2\pi^2 k_B T^2} \sum_s \frac{1}{V_s} \int_0^{\omega_s} \omega_s n_s (n_s + 1) d\omega_s$$ [3.52]

By introducing dimensionless quantities $x = \hbar \omega/k_B T$ and $x_D = \Theta_D/T$, it is possible to rewrite the heat capacity as:

$$c_V = 9Nk_B \frac{1}{x_D^3} \int_0^{x_D} x^4 \frac{e^x}{(e^x - 1)^2} dx$$ [3.53]

An important characteristic of the heat capacity in the Debye expression is that it can recover the Dulong-Petit limit at high temperature and the $T^3$ behaviour for dielectric solids at low temperature. Some deviations of this power law can be found in layered-type materials, e.g. graphite, which exhibits a 2D-like behaviour at low temperature, namely, $c_V \sim T^2$, and in long molecular-chains of organic polymers which shows a 1D-like behaviour, i.e., $c_V \sim T$. Others deviations from $T^3$ can be found in metallic system due to the electronic contribution.
3.4.2 Thermal conductivity in low dimensional systems

It is well known that in thin films and nanostructures, compared to the bulk, the boundary scattering reduces the thermal conductivity. In the literature, this decrease has been associated to two main factors: (i) modification of the dispersion relation [41–47] and/or (ii) shortening of the phonon mean free path due to the diffuse scattering of phonons at the boundaries [2,48–50].

For low-dimensional systems Zou et al. [51] classified the theoretical models into three types. The first one takes the bulk formulation of the thermal conductivity, introduces the modified dispersion relation caused by the spatial confinement and adds a boundary scattering rate to the total scattering rate through Mattiessen’s rule [44]. The second one uses the bulk dispersion relation and derives an exact solution to the PBTE after introducing diffusive boundaries conditions, according to the Knudsen flow model [2,48,52]. The third model, proposed by Zou et al. [51], is a combination of these two approaches. This model takes the modified expression of the thermal conductivity including the Knudsen flow model in addition to the modified dispersion relation. More recently Huang et al. [46] developed one- and two-dimensional expressions for the thermal conductivity of thin films and nanowire, which include the modified expression of the relaxation time due to the boundaries.

Modified Debye-Callaway-Srivastava model: complete phonon-phonon scheme

Depending of the model chosen, each result in a reasonable fit to the experimental data, but some assumptions and approximations could lead to an over/underestimation of the contribution of intrinsic phonon-phonon scattering processes. It is due to the typical approximation used for phonon-phonon scattering processes, i.e., \( \tau^{-1} \propto T^0 \omega^\delta \). However, this approach does not include any kind of phonon selection rules and certain kinds of forbidden phonon-phonon interactions.
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appear incorrectly as allowed, such as Umklapp processes for zone-centre longitudinal phonons. In addition, some models completely exclude the contribution of the decay processes in Umklapp scattering processes.

From Equation [3.50] is clear that to model the lattice thermal conductivity dispersion relation, the total relaxation time of each mode and a numerical scheme for performing the integration within the Brillouin zone are required. The phonon dispersion relation can be calculated by several methods. However, the calculation of the intrinsic relaxation rates and the summation over the Brillouin zone can be very time-consuming and the necessary knowledge of the anharmonic phonon-phonon scattering strengths is not yet sufficiently well-established [71]. Taking these difficulties into account, Srivastava formulated a model of the lattice thermal conductivity based upon an isotropic continuum dispersion relation approximation limiting the Brillouin zone with the Debye radius. Under these approximations, Equation [3.50] reduces to a more tractable form:

\[
\kappa = \frac{q_0^2 \hbar^2}{6\pi^2 k_B T^2} \sum_s \int_0^1 x^4 n_{xs}(n_{xs} + 1) \tau_{xs} dx \quad [3.54]
\]

with \( \omega_s = v_s q \), \( q_0 \) denotes the Debye radius cut-off and \( x = q/q_D \) the reduced wavevector. The total relaxation time, \( \tau_{xs} \), and the distribution function, \( n_{xs} \), are functions that depend on the reduced wavevector, \( x \), and the polarization, \( s \). Although the Debye model does not include optical modes or dispersion at large wavevectors, it is a good representation of almost 60% of the full acoustic dispersion relation. Moreover, this 60% represents the majority of the heat carrying phonons due to their relatively large group velocities and low scattering rates [116].

The total relaxation time is obtained by Mathessien’s rule adding the boundary scattering processes derived from Equation [3.19]. As an example, the Figure 3.16 shows the good match between this theoretical model and experimental results in silicon nanowires.
**Fuchs-Sondheimer model: correction of the thermal conductivity expression**

The modelling of the reduction of the thermal conductivity is typically approached adding the phonon-boundary scattering term, $\tau_B$, to the total relaxation time. It is estimated from the structure thicknesses and/or diameter, $a$, the phonon group velocity and the correction factor parameter which will depend on the geometry of the system, $F$, $\tau_B = Fa/v_g(q)$. Sometimes, a specularity factor, $p$, is added, which represents the surface polish quality of the film/wire [7,117]. However, the boundary scattering is a surface phenomenon and the addition of an extra term in the total relaxation time is not strictly rigorous. Instead, it is necessary to include the boundary effect on the phonon mean free path.

Based on the experimental results of Lovell [118] and the theoretical model of Thomson [119], Fuchs developed the first analytical solution of the size effect in the electrical conductivity of thin films [120]. He derived the effective electronic conductivity by solving the electronic-BTE with partially diffuse boundaries. The modification of the electronic...
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distribution results in a modified formulation of the electronic conductivity. Years later, Chambers extended the models for nanowires [121] and Sondheimer simplified the model for thin film and nanowires [122]. The same concept was extended and adapted for phonons to calculate the reduced thermal conductivity of thin films [2,6,49] and nanowires [52,123,124].

The thermal conductivity simulation of Si free-standing membranes is carried out, first, by deriving the lattice thermal conductivity of the bulk using the modified Callaway-Holland model, Equation [3.50], under the single-mode relaxation time approximation [68,104].

Then, once the thermal conductivity of bulk is determined, the effect of finite size is introduced through the Fuchs-Sondheimer boundary corrections:

\[
\frac{\kappa_{\text{film}}}{\kappa_{\text{bulk}}} = 1 - 3\left(1 - p\right)\frac{1}{\delta_s} \int_1^\infty (x^{-3} - x^{-2}) \frac{1 - e^{-x\delta_s}}{1 - pe^{-x\delta_s}} dx
\]

[3.55]

where \( p = \exp(4\eta^2q^2) \) is the fraction of phonons specularly reflected by the boundaries, \( \eta \) is the root mean square deviation of the height of the surface from a reference plane [7] (roughness), \( \delta_s = a/\Lambda_s \) is the inverse of Knudsen number and \( \Lambda_s \) is the bulk mean free path.

**Huang model: modified dispersion relation and correction of the thermal conductivity expression**

As discussed in Chapter II, the decrease in the structure dimension leads to the confinement of acoustics modes and the discretization of the acoustics spectrum, which results in a change in phonon propagation. The quantization of the dispersion relation leads to a modification of all frequency-dependence parameters which, in turn, results in changes in the phonon density of states, group velocity and phonon-phonon interaction. Based on this fact, Huang et al. [46] postulated a new lattice thermal conductivity model. The model included not only the
modification of the dispersion relation and group velocity, but also, that of the specific heat capacity and, consequently, the Debye temperature. In addition, considering the boundary scattering effect, the lattice thermal conductivity expression also undergoes changes.

Due to the discretization of the dispersion relation in the perpendicular component of the wavevector in a membrane, it is not possible to integrate over all $q$ space. Therefore, to convert the sum to an integral over $q$-space, the summation along the perpendicular direction has to be made to keep also over the discrete number of modes $m$, i.e.:

$$
\sum_{q,s} \rightarrow \sum_{m,s} \int \frac{A}{(2\pi)^2} dq
$$

with $A$ the surface of the film. Taken the solution of the steady state relaxation time approximation of the BTE, Equation [II.12] of Appendix II, the thermal flux through of the film for a given direction can be written as:

$$
\frac{Q}{VT} = -\frac{1}{aA} \frac{A}{(2\pi)^2} \sum_{m,s} \nu^{q,s} \cos(\theta) \hbar \omega \tau^{q,s} \frac{dn_{q,s,0}}{dT} d\theta dq d\tau
$$

By introducing the Fourier Law in the Equation [3.57], the lattice thermal conductivity of the film can be expressed as:

$$
\kappa = \frac{1}{4\pi a} \sum_{m,s} \nu^{q,s} \hbar \omega \tau^{q,s} \frac{dn_{q,s,0}}{dT} q_{//} dq_{//}
$$

The number of discrete modes, $m$, is limited by the material size [125]. However Huang et al. [20] suggested that for a given plane wave number $q_{//}$, the maximum number of allowed discrete modes is:

$$
m(q_{//}) = \left[2\sqrt{q_{D}^2 - q_{//}^2} \frac{1}{(2\pi / a)} \right] + 1
$$
where \([x]\) is the Gauss notation that gives the largest integer less than or equal to \(x\). The number one in Equation [3.59] counts the modes for \(q_\parallel = q_\parallel^0\). The Figure 3.17 shows the number of discrete modes for 10 nm Si membranes.

Now, to calculate the thermal conductivity of our structure it is only necessary to know the dispersion relation and the total phonon lifetimes, i.e.,

\[
\tau_{q/\parallel}^{-1} = \tau_U^{-1} + \tau_I^{-1} + \tau_B^{-1}.
\]

On the other hand, as has been shown in the Fuchs-Sondheimer model, the thermal conductivity expression must be corrected to account for the collision of phonons with the surface. However, for the case of membranes, only the phonon dispersion relation of waves traveling in the plane is allowed and it would seem that phonons cannot collide with the boundaries. However, this is unlikely to be the case because their amplitudes are strongly affected by the boundaries.

Figure 3.17 Number of discrete modes for 10 nm thick Si membrane as a function of the dimensionless in-plane wavevector.

In order to correct this expression, the boundary scattering will be viewed as a microscopic phenomenon and may be modelled using a characteristic relaxation time given by the Fuchs-Sondheimer corrections. The thermal conductivity of the film can be written as a correction of
the bulk values due to the boundary, i.e., \( \kappa_{\text{film}} = \kappa_{\text{bulk}} - F\kappa_{\text{bulk}} \), where \( F \) is the reduction function given by the Equation [3.55]. In this expression the phonon group velocity is considered as three-dimensional and this means that phonons collide with the boundaries.

\[
\kappa_{\text{film}} = \kappa_{\text{bulk}} - F\kappa_{\text{bulk}} = \frac{1}{3} \sum_s \int \left(1 - F\right) \tau_{\text{en}} v_{\text{g, en}}^2 \hbar \omega \frac{\partial n_{\text{g, en}}}{\partial T} D(\omega) d\omega
\]

[3.60]

Since this expression takes into account the scattering due to the boundary, the total life time in this expression has to contain only Umklapp and impurity scattering processes, i.e., \( 1/\tau_{\text{en}} = 1/\tau_{U} + 1/\tau_{I} \). Now, to derivate the boundary relaxation time, the lattice thermal conductivity of the thin film has to be rewritten in a suitable form akin to bulk materials, i.e.:

\[
\kappa_{\text{film}} = \frac{1}{3} \sum_s \int \tau'_{\text{en}} v_{\text{g, en}}^2 \hbar \omega \frac{\partial n_{\text{g, en}}}{\partial T} D(\omega) d\omega
\]

[3.61]

Finally, by comparing Equation [3.61] with [3.60], it found that:

\[
\tau' = \tau (1 - F)
\]

[3.62]

According to the Matthiessen’s rule, it is now possible to define the boundary relaxation time as:

\[
\tau_B = \tau \frac{(1 - F)}{F}
\]

[3.63]

Finally, more realistic expression for the boundary lifetime is obtained. To compute the lattice thermal conductivity within this model it is just necessary to introduce the Equation [3.62] in the expression [3.58].

It is noteworthy that the derivation of the modified boundary relaxation time followed here is not equal to that in the Reference [46], because the reduction function used here is different although mathematically is the same and it does not have any major implications for the data analysis.
3.5 Phonon confinement and modification of specific heat capacity

The dispersion relation of a lower dimensional structure is not Debye-like and the acoustic dispersion relation is quantized. Therefore, all the frequency-dependent parameters could be affected, resulting in changes in the phonon density of states, group velocity and phonon-phonon interaction. In this section, the effect of the modified dispersion relation on the specific heat capacity will be examined.

3.5.1 Modification of the specific heat capacity

As seen in the Huang-model, the discretization of the dispersion relation does not allow the integration over all \( q \) values. Taking the discrete expression of the specific heat capacity, Equation [3.51], and replacing by the continuum through Equation [3.56], the specific heat capacity can be rewritten as [20,22]:

\[
C_v = \frac{1}{Aa} \sum_{m,s} \int_0^{q_0} \left( \frac{\hbar \omega_{q,s}}{k_B T^2} \right) (n_{q,s,0} + 1) \frac{A}{(2\pi)^2} (2\pi) q_{//} dq_{//}
\]

\[
= \frac{1}{2\pi a} \sum_{m,s} \int_0^{q_0} c(\omega_{q,s}) q_{//} dq_{//}; \quad c(\omega_{q,s}) = \frac{1}{k_B} \left( \frac{\hbar \omega_{q,s}}{T} \right)^2 n_{q,s,0} (n_{q,s,0} + 1)
\]

where \( c(\omega_{q,s}) \) is defined as the spectral density of the specific heat capacity representing the contribution to the specific heat by the states in the interval \( \omega + d\omega \), the number of phonon modes is given by the Equation [3.59] and the dispersion relation is given by Equations [2.13] and [2.17]. Finally, the specific heat capacity is calculated from Equation [3.64] taking into consideration the phonon discretization as well as the contribution of each polarization, i.e., flexural, dilatational and shear modes.
Figure 3.18 Specific heat of Si as a function of temperature for the bulk (blue dashed line) and for 1 to 120 nm thick free standing membrane.

Figure 3.18 shows the temperature dependence of the specific heat for Si membranes with thicknesses ranging from 1 to 120 nm. For comparison, the specific heat of the bulk Si is also plotted. As the membrane thickness increases, the bulk behaviour is recovered.

In the low temperature regime, a departure from $\propto T^3$ is evident, approaching a linear dependence with decreasing membrane thickness. As shown in Figure 3.19 a and b, the linear dependence reflects the predominance of the fundamental flexural mode in this low temperature regime due to its quadratic dispersion. On the other hand, at higher temperatures the contribution of shear polarization becomes important, which for 10 nm, reaches the maximum contribution of around of 43% at 30 K, and the specific heat capacity becomes proportional to $T^2$. Above $T > 400$ K the contributions of all polarizations converge.
Figure 3.19 (a) Specific heat capacity and temperature dependence of flexural (red line), shear (blue line) and dilatational (black line) polarizations for a 10 nm thick silicon membrane. For comparison the dependence of the Si bulk is also plotted (green line). (b) Contributions of each polarization to the total specific heat for 10 nm and 1 nm thick silicon membrane. The solid (dotted) black, solid (dotted) red and solid (dotted) blue lines represent the polarization contribution of flexural, shear and dilatational modes, respectively for 10 nm (1 nm) thick Si membrane.

Figure 3.19b shows the specific heat as a function of thickness. Note that at low temperature the specific heat increases as the thickness decreases, reflecting the dominant role of flexural waves in the low temperature regime, whereas it remains virtually thickness-independent at room temperature.

Figure 3.20 (a) Normalized specific heat capacity as a function of temperature the blue line illustrates the bulk values. (b) Specific heat as a function of the membrane thickness at 300, 10, 4 and 1 K.
Figure 3.21 Spectral density of the heat capacity of a 10 nm thick Si membrane at 30 K (a) and 300 K (b) as a function of frequency.

Figure 3.21a and b show the spectral density of the heat capacity as a function of frequency for a 10 nm thick Si membrane. The numerous peaks are due to regions of high density of states in the modified dispersion relation. It is seen that at room temperature the main contribution to the specific heat comes from the more energetic phonons (~ 1.6 to 6 THz), while at 30 K the main contribution comes from low-energy phonons (~ 0.3 to 1.3 THz).

The size effects in the specific heat capacity are most important at cryogenic temperatures and/or ultra-thin membranes (see Figure 3.18 and Figure 3.20a). At higher temperatures bulk values are quickly approached. From this result, two important questions arise: To what degree is the modification of the dispersion relation important? When does it make sense to use the modified dispersion relation?
3.6 Use of modified dispersion relation: defining criteria

Although there is no formal procedure for deciding when it is valid and/or useful to introduce of the modified dispersion relation, it is clear from Figure 3.18 and Figure 3.20a that it only affects the low temperature regime and smaller thicknesses.

To estimate when is useful to use the discretised relation, the comparison between the lattice thermal energy, $E_{th} = k_B T$, and the energy spacing between the phonons branches, $\Delta E = \hbar \Delta \omega$, may be a suitable criterion. At the centre of the Brillouin zone this separation is approximately $\Delta E = \hbar \pi v_i / a$ where $v_i$ can be the longitudinal or transverse sound velocity. The high temperature regime and/or in thicker systems the energy between the modes is always much smaller than the thermal lattice energy, hence many modes are occupied. In this case the dispersion relation and the phonon density of states may be approached by bulk-like behaviour. Figure 3.22a and b show the lattice thermal and separation energy as a function of the temperature and thickness respectively. For $T > 15$ K and $a > 15$ nm it is clear that the lattice thermal energy is always much larger than the energy between the modes. In this regime the bulk-dispersion relation becomes a good approximation. However, the bulk dispersion relation is no longer a good approximation when the energy separation exceeds the thermal energy, that is, $T a < \hbar \pi v_i / k_B$. It is in this regime that the modified dispersion relation plays a role in the thermal properties [126].

Taking these facts into consideration, the reduction of thermal conductivity in Si thin films can be attributed mainly to the shortening of the phonon mean free path due to the diffuse scattering of phonons at the boundaries [2,48–50], but in the low dimensions and/or low temperature regime effect of modification of the dispersion relation should be taken into account, including its effects on both group velocity and heat capacity [20,51,87].
Figure 3.22 Lattice thermal energy (red solid line) and spacing energy (black solid and grey dashed lines) as a function of the temperature and thickness, respectively. (b) Magnified image of the low temperature/thickness regime plotted in linear scale.
CHAPTER IV: FABRICATION AND EXPERIMENTAL TECHNIQUES

In the present chapter, the fabrication processes and characterization methods will be described. The silicon membranes used in this work were fabricated by collaborators from: the Technical Research Centre of Finland (VTT) in collaboration with Dr. Andrey Shchepetov, Dr. Mika P runnila, a nd P rof. Dr. Jouni A hopelto o f t he T echnical R esearch C entre o f F inland (VTT). Three Si membranes with thickness of 250, 1000 and 2000 nm were purchased from NORCADA Inc.

4.1 Fabrication of ultrathin freestanding silicon membranes

A convenient way to fabricate thin free-standing silicon membranes is to investigate the thermal properties is to start with silicon-on-insulator (SOI) wafers. The fabrication processes developed at VTT for ultrathin Si membrane (< 100 nm) includes thinning of the SOI film by thermal oxidation, oxide removal and releasing the membrane by deep etching through the handle wafer and the buried oxide layer (BOX). The windows to be opened on the backside are defined by photolithography and, consequently, double side polished (DSP) SOI wafers are used. The thickness of the SOI film and BOX layer are typically a few hundreds of nm. The SOI film is thinned to the desired thickness by thermal oxidation which provides very accurate control of the film thickness and atomic layer sharp interfaces between silicon and silicon dioxide. The grown oxide can be selectively removed in hydrofluoric acid (HF) or in buffered HF (BHF). Windows are patterned to the back side of the wafer by optical lithography. The deep etching through the handle wafer can be done by wet etching in tetramethyl ammonium hydroxide (TMAH) bath or by reactive ion etching (RIE) or by combining both. In RIE SF6...
based chemistry provides good selectivity between silicon oxide and for TMAH the selectivity is in practice infinite, leading in both cases to stopping of the deep etching at the handle wafer - BOX interface. The final removal of the BOX layer is carried out in BHF. During the fabrication process the thickness of the layers is controlled by an optical reflectometer with an accuracy better than 1 nm and confirmed by cross-sectional scanning electron microscopy (SEM). Using this process free-standing membranes with areas of several square millimetres and with thickness below 10 nm can be fabricated in a controlled manner, afforded by established silicon processing. The main process steps are schematically shown in Figure 4.1.

![Figure 4.1](a) Typical SOI wafers used in the fabrication of the free-standing membranes with a few 100s nm thick SOI film and BOX layer. (b) The SOI film is thinned by thermal oxidation. The thermal process creates compressive stress in the film, as shown by the arrows. (c) After release the membrane is relaxed and tends to buckle. (d) Optical micrograph of a released 1.4x1.4 mm² membrane with thickness of 9 nm. Courtesy of Prof. Dr. Jouni Ahopelto.

However, the thermal processes used to thin the SOI film tend to create compressive stress in the film [127], leading to buckling of the membranes after the release. The buckling can be potentially detrimental for experimental work, especially for optical measurements, because the angle of incidence of the laser beam may not be well defined, and can also prevent the use of membranes in devices. In addition, the strain and, consequently, the elastic-mechanical properties of the membrane, cannot be tuned in a controlled manner because of the relaxation of
the built-in stress. There are ways to overcome this problem and control the stress such as growing Si epitaxially on a SiGe buffer [128], oxide undercut [129], depositing thick SiN layers on top and bottom of the Si layer [130] or using SiN top frame [10].

This last approach avoids buckling and allows control of the strain. The strain can be tuned by varying the dimensions and layout of the frame, consequently, the properties of the membrane can be engineered in controlled manner.

4.2 Advanced methods of characterizing phonon dispersion, lifetimes and thermal conductivity

In order to measure the main components of thermal transport: dispersion relations, lifetimes and thermal conductivity/diffusivity, advanced characterization techniques will be explained and discussed. Starting with the measurement of the dispersion relation and the detection of confined phonons to novel technique to measure thermal conductivity and transport regime.

4.2.1 Brillouin scattering

In order to determine the impact of confinement effects on the thermal properties of nanostructures, the first step is the experimental determination of the phonon dispersion. It is crucial to measure the dependence of the phonon frequency on its propagation direction and magnitude and compare it with theory. Several questions must be answered: Is the elastic continuum model still valid at the nanoscale? Is quantum confinement important when the coherence of the scattered phonons is masked by boundary or grain effects?
The experimental technique to measure the transfer of energy and momentum between photons and phonons, is known generically as Inelastic Light Scattering (ILS), which allows a direct measurement of the energy or frequency of phonon, vibrational and rotational states of molecules, as well as plasmons, excitons and magnons. It is a non-contact, non-destructive method, with no pre- or post-processing required.

Historically, ILS by acoustic phonons has been known as Brillouin Light Scattering (BLS), while scattering from optical phonons, and vibrational and rotational states of molecules, has been known as Raman scattering. From the point of view of quantum theory, Brillouin scattering is simply the first-order Raman scattering associated with a transition in the vibrational states of the acoustic vibrations [131].

In practice, the difference among the ILS techniques is the apparatus used to access with enough resolution to the different frequency or energy ranges of the targeted quasiparticles or vibrations. The interaction of the quasiparticle with the photon causes a frequency down-shift (Stokes) or a frequency upshift (anti-Stokes) depending on whether the energy is given or absorbed by the photon. The typical frequency range accessed by BLS, extends from 500 MHz to several hundred GHz, which is suitable to access acoustic phonons.

In the quantum description of the interaction, the incident photon creates or annihilates a phonon and the energy and momentum of the phonon is equal to the difference in energy and momentum between the incident and scattered photons. Two main inelastic light scattering processes by acoustic phonons are present in nanostructured materials, namely, the photoelastic scattering mechanism, and the ripple scattering mechanism.

- Photoelastic (or elasto-optic) scattering occurs due to time-dependent fluctuations in the polarisability of a material, which are caused by acoustic phonons.
- The ripple scattering mechanism differs from the photoelastic one mainly in that the scattering strength does not depend directly on the strain, photoelastic constants, or polarisability of the material. Instead, the strength of the scattered signal is proportional to the normal displacement of the acoustic wave, or ripple, since the change in phase is caused by variations of the optical path length arising from the surface displacement. For this reason, the ripple scattering mechanism is stronger for surface acoustic waves, or waves which cause modulation at the surface, such as the flexural and dilatational waves in a membrane.

However, bulk waves will also cause surface displacement, and surface waves will also induce a strain, and therefore scatter light via the photoelastic effect; thus, in general, both effects must be taken into account. The relative importance of either effect is determined primarily by the scattering volume. Extensive discussions of both mechanisms can be found in references [132,133].

To measure a dispersion relation, both frequency and wavevector magnitude and direction are required. The wavevector of the phonon involved in the scattering process is determined by the angle of scattering, which is defined through the scattering apparatus and the mechanism responsible of the ILS.

The wavevector, $q$, involved in the scattering process depends on the scattering mechanism. In the general case of photoelastic scattering it is given by:

$$q = 2k \sin(\alpha / 2)$$  \hspace{1cm} [4.1]

where $k$ and $q$ are the wavevectors of the incident phonon within the material and the generated/absorbed phonon, respectively, and $\alpha$ is the angle between the incident and scattered light beams. In a backscattering configuration of $\alpha = 180$ degrees, Equation [4.1] becomes:
where the magnitude of the wavevector is independent of the scattering angle and the direction of the wavevector within the sample is defined by Snell’s law (See Figure 4.2).

\[ q = 2k \]  \hspace{1cm} [4.2]

For the case of the ripple scattering, the wavevector of the phonon involved is given by:

\[ q_x = k_{li}^x - k_{is}^x = 2k(\sin(\alpha_i) + \sin(\alpha_s)) \]  \hspace{1cm} [4.3]

where \( \alpha_i \) and \( \alpha_s \) are the incident and scattered angle, respectively, both defined with respect to the normal to the surface. For the backscattering configuration the previous relation becomes:

\[ q = 2k \sin(\alpha) = \frac{4\pi}{\lambda} \sin(\alpha) \]  \hspace{1cm} [4.4]

In this case, the magnitude of the wavevector changes as a function of the angle, while the direction remains constant, parallel to the surface in the scattering plane (See Figure 4.3).
The apparatus is shown in Figure 4.4 and it is built in a backscattering geometry. A small prism or beam splitter is used to direct the light towards the sample, with an achromatic lens to focus the light. As the scattering occurs at the focus of the lens, the backscattered light is collimated, and another lens placed after the prism is used to focus the light to the entrance pinhole of the spectrometer. A beam splitter is placed between the prism and the lens to form an image of the sample on a CCD camera.

![Diagram of apparatus](image)

Figure 4.4 (a) Schematics of apparatus used for backscattering configuration, (b) Photograph of apparatus used for backscattering configuration. TPFI is a Tandem Fabry-Perot Interferometer.

For our experiment, the incident radiation was provided by a diode-pumped solid state laser (DPSSL) from Oxxius, with a free-space wavelength, $\lambda_0$, of 532.6 nm. The light in elastically scattered by optical and acoustic phonons undergoes an extremely small fractional change in frequency and a high-resolution spectrometer is required. The scattering light was analysed with a high-resolution multipass (3+3) Tandem Fabry-Pérot Interferometer (TPFI) from JRS Scientific Instruments [134,135], which consists in two Fabry-Pérot Interferometers (FPIs) put in series (see Figure 4.5).

In ordinary FPIs the increase of the finesse is achieved by increasing the cavity length, but this reduces the free spectral range. The tandem configuration overcomes this problem since the two cavities can be configured, using two slightly different cavity lengths, to be both resonant just at a certain wavelength and detuned for the neighbouring supported modes. This greatly enhances the free spectral range, while maintaining a high finesse.
As example, the typical Brillouin spectrum of 200 nm thick Si membranes is shown in Figure 4.6. The spectra was taken using Olympus 10× objective, with a numerical aperture of $NA = 0.25$ and spot size measured at Full-Width-Half-Max (FWHM) of 12.5 $\mu$m was used as the focus and collection lens for the thicker membrane [136]. The main difference with respect to bulk counterpart is the multiples peaks observed in the membrane case. For bulk system just a single peak corresponding to the surface acoustic wave is seen.

Figure 4.5 Schematic of Tandem Fabry-Perot Interferometer, TPFI, manufactured by JRS Instruments, Sandercock showing path of light [134,135]. Courtesy of Dr. Bartłomiej Graczykowski.

Figure 4.6 Typical Brillouin spectra recorded for 200 nm thick free-standing Si membrane. The first two peaks nearest the central quasi-elastic peak are identified as the zero-order flexural, $A_0$, and dilatational, $S_0$, modes. The others belongs to first, and second order dilatational modes, $S_1$ and $S_2$, respectively. Adapted from J. Cuffe and E. Chavez et al. [21,137]
4.2.2 Pump-and-probe ultrafast spectroscopy.

Understanding the lifetimes of heat-carrying phonons is essential to engineering thermal transport. A phonon’s lifetime refers to the time taken for a phonon or phonon wavepacket to scatter or be attenuated. The reason for this attenuation may be either collision with impurities or defects within the sample or the boundaries of the sample (extrinsic mechanisms), or due to the intrinsic anharmonicity of the lattice, which occurs even for perfect crystals. In conjunction with its group velocity, the phonon lifetimes defines how far a phonon can carry its energy, which is known as the phonon mean free path. Despite the fundamental importance of these parameters, accurate measurements of phonon lifetimes are challenging, and their values are unknown in most materials. Even though silicon is the most important material for nanoscale devices, there are few direct measurements of phonon lifetimes in the gigahertz to terahertz range [108]. Moreover, many open questions remain about the relative contributions of intrinsic and extrinsic scattering processes at high frequencies in both bulk and nanoscale structures [138–140].

Generation and detection of high-frequency phonons

One of the most fundamental approaches to measure phonon lifetimes is to first generate phonons with an impulse and then observe the rate at which they decay. As the dominant heat-carrying phonons at room temperature have frequencies of the order of 1 THz and above, one of the challenges relates to exciting high-frequency phonons. One of the primary tools that enabled the study of these phonons is ultrafast lasers, capable of generating very short pulses with very intense electric fields. These pulses, with durations of just a few picoseconds, and more recently down to sub-100 fs pulses, deliver very fast, powerful impulses, which generate high-frequency
phonons. This development opened a field of study now known as picosecond acoustics or picosecond ultrasonic.

The light-matter interactions that cause ultra-short laser pulses to excite high-frequency phonons constitute a rich and interesting field of study. The intense electric field of the short pulse interacts with the electron clouds of the material, which then generates strain through different mechanisms, depending on the material properties. The processes involved for semiconductors, such as silicon, are illustrated in Figure 4.7. The light pulse hits the sample, electrons are excited into the conduction band. These electrons decay rapidly while giving their energy to the lattice through phonon emission and come to equilibrium with the lattice at the bottom of the conduction band within ~ 1 ps. The subsequent dynamics then depend on carrier and thermal diffusion. The laser pulse causes strain via two separate mechanisms, namely thermal expansion, and the hydrostatic deformation potential. The thermal expansion is due to the anharmonicity of the lattice, whereas the deformation potential is due to the excitation of electrons into binding orbitals. In the case of bulk silicon, the stress caused by the deformation potential is about seven times greater than the thermal stress and is compressive [141]. These stress terms then lead to the generation of acoustic phonons. Often, metal layers are used as transducers, especially for transparent films which cannot absorb the radiation. Here, the dynamics are quite similar, except that electron-hole recombination is much faster.

To detect these phonons, the strain dependence of the reflectivity of many materials is exploited, which occurs due to a change in the refractive index caused by the elasto-optic or photoelastic coefficients of the material. For many pico-/femto-second experiments, one intense laser pulse will be used to excite phonons, while another weaker pulse or train of pulses is used to detect the corresponding change in reflectivity. These are collectively known as pump-probe measurements.
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Figure 4.7 Schematic of the response of a semiconductor to an ultra-short pulse. Electrons are excited from the valence band, VB, to the conduction band, CB, where they decay rapidly to the bottom of the conduction band through electron-electron collisions and phonon emission. The dynamics are then described by a slower decay involving electron-hole pair recombination, carrier diffusion, and thermal diffusion. Courtesy of Dr. John Cuffe.

Asynchronous Optical Sampling: ASOPS

The first measurements involving the generation and detection of acoustic phonons by picosecond laser pulses were performed in the 1980's [142,143]. The technique was then applied to measure the attenuation of phonons in amorphous SiO2, for frequencies up to 440 GHz [144]. Recently, these experimental investigations have been extended to measure of phonons in superlattice cavities with frequencies of around 1 THz [145]. For bulk samples, the phonon lifetimes are expected to be limited by intrinsic anharmonicity, for which there are many models. The generation and detection of coherent acoustic phonons at high frequencies is an ideal method to investigate these mechanisms and their relative importance compared to extrinsic scattering in nanostructures.
One state-of-art technique of generation and detection coherent phonons is the Asynchronous Optical Sampling spectroscopy, ASOPS [146]. The ASOPS method is based on the traditional ultra-fast pump-probe techniques, but instead of the mechanical delay line for the temporal dephasing of the lasers, Figure 4.8a, it produces pulses from two mode-locked femtosecond Ti:Sa lasers with slightly detuned repetition rates, Figure 4.8b.

![Schematic pump-probe experiment](image)

**Figure 4.8**: Schematic pump-probe experiment: (a) Mechanical delay and (b) ASOPS with two mode-locked lasers, adapted from J. Cuffe [136]

To scan the dynamic of the system, the ASOPS technique uses the detuning of the repetition rate between the pump and probe pulses. This detuning creates a monotonically temporal window which allows scanning the dynamic of the system without the need for re-adjustment of the any mechanical stage. The scan rate is determinate by the difference in frequency, $\Delta f_R$, and the temporal window is given by the inverse of this difference, $1/\Delta f_R$. For example, if the repetition rates of the pump and probe are 1 GHz and 0.999999 GHz, respectively, the temporal window will be of one nanosecond and it can be probed in 100 µs, see Figure 4.9. The typical resolution of the ASOPS could achieve values smaller than 100 fs [83].
4.2.3 Raman Thermometry

The experimental measurement of thermal conductivity involves two steps: the introduction of thermal energy into the system, heating, and the detection of the change of temperature or related physical properties due to the increase of thermal energy, i.e., sensing. Both, heating and sensing, can be measured mainly by electrical or optical and/or a combination of both.

In recent years, novel contactless characterization techniques for thermal conductivity (or thermal diffusivity) determination have been developed. Their main advantage compared to electrical techniques is the lack of contacts and the pre-processing stage of the samples. Besides from the steady-state method for thermal conductivity determination, where good thermal contacts are mandatory [147], the well-established $3\omega$ technique for bulk and thin films samples [148] requires an initial lithography process followed by a metallic strip deposition and finally the bonding of electrical contacts. The later represents a good example of the drawbacks of contact techniques since, although the accuracy is in the order of $\approx 5\%$, the fabrication process sometimes results difficult, e.g., due to large roughness of the samples which can result in breakage of the metallic strip. Scanning thermal microscopy with higher spatial resolution is
also an alternative, although the fabrication of the thermal tips is complex and expensive. Moreover, the physics behind the tip-sample interactions is far from being unravelled.

In consequence, many different groups have developed a variety of contactless advanced techniques such as, e.g., time-domain thermoreflectance (TDTR) [149,150], frequency-domain thermoreflectance (FDTR) [151], thermal transient grating (TTG) [152], the photothermal method [153], and Raman thermometry [61]. In addition, optical sensing methods might be able to collect information more selectively which could be used to distinguish between emission and scattering originated within a sample or its substrate and to measure local temperatures.

**Single Laser Raman Thermometry: 1LRT**

Single Laser Raman thermometry, 1LRT, is a contactless advanced technique for thermal conductivity determination based on the probe of the local temperature due to different physical mechanisms. Accordingly, any aspect of phonons changing with temperature can be used to probe the thermal state of the system. These changes are reflected mainly in: the Stokes and anti-Stokes intensity components, the Raman peak position and linewidth (full width at half maximum, FWHM) associated with specific optical phonon modes, all of which vary with temperature, as is shown in Figure 4.10a and b.
The first method, Stokes and anti-Stokes, is based on ratio of the intensities of Stokes and anti-Stokes processes, $I_a/I_S$, it is related to the phonon population. Which it is determinate by Boltzmann statistics:

$$\frac{I_a}{I_S} \cong \exp \left[ \frac{\hbar \omega_{\text{phonon}}}{k_B T} \right]$$

In Figure 4.10a the schematic change in the intensity, for a given temperature $T$, is shown. One of disadvantage of this method is that it is only accurate at higher temperatures and for materials with small phonon energies. Also intensity is a more difficult parameter to measure accurately and, more importantly, consistently. This method is possible with Raman as well as with Brillouin light scattering spectroscopy.

A second way to estimate the temperature from the Raman peak position and/or FWHM, both sensitive to the sample temperature given in the references [155,156]. To increase/decrease the temperature, the atoms are displaced from their equilibrium positions, resulting in an overall volumetric expansion or contraction of the lattice and a change in interatomic forces as a result of the anharmonicity of the bonds. This change in the interatomic force is reflected in the...
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Raman peaks position resulting in a red shift to lower wave numbers as the temperature increases. Similarly, the linewidth of the Raman spectrum is broadened as the temperature increases. This broadening is a consequence of the temperature-dependence of the phonon lifetime. In silicon, the Raman peak position, $\Delta \omega_{\text{Raman}}$, and Raman linewidth, $\Delta \Gamma_{\text{Raman}}$, depend linearly with the temperature [157] and can be simplified as:

$$\Delta \omega_{\text{Raman}}(T) / cm^{-1} = -0.022 \ (\Delta T / K)$$ \ [4.6]$$
$$\Delta \Gamma_{\text{Raman}}(T) / cm^{-1} = -0.011 \ (\Delta T / K)$$ \ [4.7]$$

There are some inconvenient when using this method. Sometimes it is less reliable due to other contributions to the Raman spectral line-shape, such as embedded strain, strain due to a thermal expansion mismatch, sample compositional/structural disorder, impurities and contamination of the sample as well as the presence of pseudo-phases and deformation of the material [158–161].

A main requirement to apply this technique is that the material should have a non-negligible Raman signal from any of its optical modes. For example, amorphous materials and metals exhibit poor Raman signal. On the contrary, most inorganic and organic semiconductors, electrical insulators, and polymers exhibit many optical Raman modes depending upon their symmetry. In any case, the temperature dependence of just one optical mode can serve as the local temperature probe.

The temperature of the focused spot can be easily obtained by fitting the spectral position of the observed Raman mode, given a previous calibration of its spectral position with temperature. A laser is focused onto the surface of a sample using a microscope objective with high numerical aperture (NA≈0.9) resulting in a spot of about 1 μm in diameter. Thus, increasing the incident laser power leads to local heating and, thus, to a red-shift of the observed
Raman mode. The temperature increase in the spot region for a given incident laser power will depend on the thermal properties of the investigated material.

Finally, the thermal conductivity of the sample can be extracted with a suitable heat diffusion model. For example, for bulk materials the three-dimensional heat equation has to be solved considering a Gaussian power source [162] (i.e., the incident laser), for thin films on a substrate the problem results analytically more complicated due to the interface resistances and heat reflections [163,164], for thin membranes the solution is much simpler since the heat equation can be reduced to two dimensions.

Figure 4.11 shows a simple example of the application of Raman thermometry in ultrathin suspended Si membranes. The schematics is a finite element simulation of the temperature distribution in a Si membrane upon heating with a Gaussian power source (the incident laser) in its central position (yellow=max, black=min temperature).

![Figure 4.11 Scheme of the Raman thermometry method.](image)

Considering that the typical thickness of the membranes, \(d < 1 \ \mu m\), is much smaller than their lateral, \(L \sim 300 \ \mu m\). The heat equation can be approximated as 2-dimensional model, i.e.:

\[
-\nabla^2 T = \frac{g(x,y)}{\kappa} = \frac{P_{abs}}{2\pi d \sigma^2 \kappa} \exp \left(-\frac{r^2}{\sigma^2}\right) \quad [4.8]
\]
where \( g(x, y) \) is a power generation function which, based on the laser profile, can be approximated by a Gaussian function and \( P_{\text{abs}} \) is the absorbed laser power.

**Measurement of the absorbed power**

Due to multiple reflections in the membranes the power absorbed cannot approach to the bulk values. The membranes behave as Fabry-Pérot cavities.

In order to obtain the absorbed power in each membrane a home-made setup was build. This setup is able to measure simultaneously the incident light and reflectance, \( R \), and transmittance, \( T \), of the Si membranes. The reflectance and transmittance were obtained measuring the incident, \( P_i \), reflected, \( P_r \), and transmitted, \( P_t \), powers after focusing the laser spot on the surface of the membranes using a 50× (NA = 0.55) microscope objective. The power absorptance, \( A \), of each membrane was computed considering that:

\[
A = 1 - R - T = 1 - P_r / P_i - P_t / P_i
\]  \[4.9\]

The Figure 4.12 shows the schematic configuration of the incident, reflected and transmitted power measurements. The power measurements were performed using digital power and energy meters with 50 nW to 50 mW Si sensor, from Thorlabs company. The calibration of the setup was carried out by using a silver coated mirror, with reflectivity > 99.0 % at 514.5 nm.

The measurement of the scattered was also considered by using integrating spheres, but the contribution was negligible.
Measurement of the temperature field by two-laser Raman thermometry: 2LRT

The Raman thermometry technique is particularly useful for a quick and contactless determination of the thermal conductivity. However, there is a substantial amount of information that can be obtained studying the spatial dependence of the temperature distribution in the membranes, e.g., the heat transport regime. On a macroscopic length scale, heat transport is generally described as a diffusive process where the heat flow, \( Q \), is driven by a temperature...
gradient, $\nabla T$, following Fourier’s law of heat conduction: $Q = -\kappa \nabla T$. However, this description fails if the material dimensions, $L$, become smaller than and/or in the order of the mean free path of the heat carriers, $\Lambda$. In the case of acoustic phonons in crystalline materials such as silicon, $\Lambda$ can be several hundreds of nanometers at room temperature [8]. For shorter length scales, $\Lambda > L$, the heat flow will become quasi-ballistic driven by direct point-to-point transport of energy quanta [165]. In other words, in a large system ($\Lambda << L$) the heat can reach equilibrium whereas in a confined system dissipation leads to a local non-equilibrium. Past experiments have demonstrated the size dependence of ballistic thermal transport in nanostructures such as thin films, superlattices, nanowires and carbon nanotubes [3,30,165–169].

In order to investigate the transport behaviour in the nanoscale, we developed a novel and contactless technique: Two-Laser Raman Thermometry technique, 2LRT. This new technique is based on a two-laser approach to create and probe a thermal field in nanostructures. As is shown in Figure 4.13, while a heating laser with $\lambda_1$ is used to produce a hotspot, a thermometer laser with $\lambda_2$ measures the spatial distribution of the local temperature through the temperature dependent redshift of a Raman mode.

To apply this technique, the sample has to have a Raman active mode, with detectable temperature dependence. A calibration of the Raman shift versus temperature is essential. Moreover, the sample should have a reasonable absorbance in the spectral region of the heating laser to set up a temperature distribution. The absorbed has to be power measured by, e.g. the technique described for 1LRT above.

One of the main advantages of this technique compared to other contactless steady-state methods, e.g. infrared thermometry, is its sub-micrometer spatial resolution, given by the spot size of the probe laser ~ 500 nm with a 100× high NA microscope objective. In addition, the spatial resolution can be also improved using, for example, Tip Enhanced Raman Spectroscopy, TERS, which could reach resolution better than 10 nm [170,171].
Figure 4.13 Schematic configuration of the Two-Laser Raman Thermometry Technique developed in this work.

Using the same concept of the two lasers, it is possible to vary slightly the setup to use different physical phenomena to detect the temperature such as: photoluminescence [172] or reflexion and transmission coefficient [64].

4.2.4 Transient thermal grating (TTG)

The TTG method is an optical technique for measuring thermal diffusivity. While the thermal conductivity is a measure of how well a material conducts heat, the diffusivity is related to how quickly a material conducts heat. The thermal conductivity of a sample is the product of its diffusivity and volumetric heat capacity.
Figure 4.14 Typical time trace from a 400 nm thick Si membrane. The electronic response of the sample is seen, which decays quickly to leave the thermal response. This decay can then be fitted to extract the decay time, which is proportional to the thermal diffusivity. Courtesy of Dr. John Cuffe.

In this method, two short laser pulses are crossed at the sample to form an interference pattern. The absorption of the light causes a spatially periodic thermal grating, which in turn induces an optical phase and amplitude grating through the temperature dependence of the real and imaginary parts of the refractive index, respectively. A probe beam is diffracted from this transient grating and the thermal diffusivity can be determined from the rate of the signal decay. As the heat diffuses from the peak to the null of the grating, the diffraction efficiency of the optical grating decreases and the signal intensity decays exponentially with time, i.e., $T(t) \sim \exp[-q^2 \alpha t]$ as shown in Figure 4.14.

The thermal decay can then be characterised by a decay time $\tau$ which is related to the thermal diffusivity $\alpha$ as:

$$\alpha = \frac{1}{q^2 \tau}$$

[4.10]

where $q = 2\pi/L$ is the grating wavevector corresponding to a grating period $L$. The grating period is controlled by the angle of incidence $\theta$, and is given by:
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\[ L = \frac{\lambda}{2} \sin(\theta / 2) \]  

[4.11]

The TTG method has a number of advantages. As no adsorbed metal layer is required, no electrical or thermal contact resistances are introduced in the measurement or analysis. Hence the diffusivity is measured, instead of to directly measuring the thermal conductivity, and this has the implication that the absolute power does not need to be measured, which can be challenging for many nanoscale objects. The thermal length scale can also easily be varied by changing the grating period, which is useful to ensure diffusive transport and can be used to observe ballistic phonon transport over micrometre distances in silicon at room temperature [173]. Finally, as the thermal grating is defined in the plane of the membrane, in-plane thermal transport is assured. Typical apparatus for performing a TTG measurement is shown in Figure 4.15.

For our measurements, the thermal grating was created by the interference of two crossing pulsed laser beams with pulse duration of 60 ps, repetition rate of 1 kHz and wavelength of 515 nm. This interference produces the diffraction of a third quasi-CW probe beam with a wavelength of 532 nm chopped to 64 µs. The diffracted probe beam is mixed with a fourth reference beam from the same laser source for the heterodyne detection. The thermal diffusivity is extracted from the decay signal of the quasi-CW probe beam for a given spacing of the thermal grating. The period of the thermal grating is varied by changing the angle of the two crossing beam, which can be changed from 4 to 25 µm.
Figure 4.15 Schematics of Four-beam Transient Thermal Grating apparatus adapted from Johnson et al. [173]. The angle between the pump beams is controlled by splitting the beams with a diffraction grating (phase mask) with a well-defined pitch. The pump beams are later blocked, while the signal from the probe beam that is diffracted from the thermal diffraction grating is recorded. This signal is mixed with an attenuated reference beam for heterodyne detection.
CHAPTER V: MODELLING AND EXPERIMENTAL RESULTS

In this chapter, measurements of the phonon properties in free-standing membranes are shown. The results are divided into experimental and theoretical parts. In the first part the measurement of acoustic dispersion relation, phonon lifetime and thermal transport are described. In the second part the theoretical models are discussed and compared with the experiments.

5.1 Acoustic phonons dispersion relation in ultrathin silicon membranes

In the present section the measurement of the flexural mode in ultra-thin Si membrane will be shown. These Si membranes were fabricated at the Technical Research Centre of Finland (VTT) in collaboration with Dr. Andrey Shchepetov and Mika Punnila and Prof. Jouni Ahopelto of the Technical Research Centre of Finland (VTT).

The phonon dispersion relation was measured by angle-resolve Brillouin Light Scattering spectroscopy. This technique has been shown to be an adequate non-contact technique to detect confined phonons in thin films [174], free-standing membranes [21,137] and phononic crystals [175]. The measurements were taken in backscattering configuration, as described in section 4.2.1. The laser beam was focused on the sample by means of a long working distance 50x Olympus objective with N.A. = 0.55, that produces a spot size of about \( \sim 1.2 \, \mu \text{m} \). The measurements were performed at room temperature with an incident power of 1.2 mW and \( \alpha \) was varied in the \( 30^\circ - 75^\circ \) range, which corresponds approximately, according to Equation [4.2], to the range of \( q_{\parallel} \sim 11.8 - 22.8 \, \mu \text{m}^{-1} \) corresponding to \( \sim 0.001\% \) of the Brillouin zone.
5.1.1 Flexural mode dispersion

Figure 5.1 shows Brillouin spectra of 17.5 nm thick Si membrane for several scattering angles, $\alpha$, between 30° to 70° displaying a single feature. This peak is identified as the zero-order flexural mode of the Si membrane. The flexural mode corresponds to in-phase vibrations which flexes the membrane (see the inset to Figure 5.2a). In thin membranes, the lowest flexural mode has been found to dominate in the Brillouin spectra. This is a consequence of three combined effects: the dominant ripple scattering mechanism [21,133], mode symmetry [78] and the enhancement of the phonons density of states [21,44].

The theoretical curves were calculated solving Equation [2.4] and using numerical root searching described in the Appendix I. The sound velocities used were 8440 m/s and 5840 m/s for longitudinal and transverse sound speed, respectively [176]. In addition, a fit to the experimental values with a quadratic dependence is displayed, which is a clear difference from the well-known linear dependence of the bulk acoustic phonons in this wavevector range.

Figure 5.2b shows the phase velocity as a function of the in-plane wavevector. An important characteristic from this data is the dramatic decay of the phase velocity compared to the bulk counterpart (8440 m/s and 5840 m/s for longitudinal and transverse, respectively) near to the zone centre of the Brillouin zone. This decay is due to the quadratic behaviour of the flexural mode, which leads to a linear dependence of the phase velocity with respect to in-plane wavevector [21,137].
Moreover, as was shown in the Figure 3.18 and Figure 3.19a, this quadratic behaviour leads to departure of the specific heat capacity dependence from $T^3$ to $T$ at temperatures below few Kelvins and in ultra-thin films [20,22], and to the thermal conductance approaching the ballistic limit, which displays in a $T^{3/2}$ dependence [177,178].

In summary, we have studied confinement effects on the flexural mode dispersion relation in 17.5 nm thick free-standing silicon membrane. We use angle-resolved Brillouin Light scattering spectroscopy to detect the low frequency (1 to 3 GHz) flexural mode as a function of the in-plane wavevector (~11-22 μm⁻¹). We have calculated the overall dispersion relation and found a good agreement with the experimental results for the fundamental flexural mode. We also demonstrated that the fundamental flexural wave dispersion in ultra-thin membranes can be described by simple quadratic wavevector dependence. This behaviour leads to a dramatic decrease of the group/phase velocity and has implications for the thermal properties of the...
system, specifically at the low temperature regime, where the fundamental flexural mode carries most of the heat.

![Figure 5.2 Dispersion relation and phase velocity of the zero order flexural mode of a 17.5 nm silicon membrane: experimental results (blue dots), simulation (black solid line) and quadratic fit (red dashed line). Inset (a): Schematic representation of the displacement fields of the flexural mode, courtesy of Dr. Jordi Gomis-Bresco.](image)

5.2 Phonon lifetime: measurements and simulations.

In this section measurements of frequency and lifetime of confined phonon will be shown. This work formed part of collaboration with the group of Prof. Dr. Thomas Dekorsky of the University of Konstanz, Konstanz, Germany. All these measurements were developed in collaboration with Dr. John Cuffe, Dr. Mike Hettich and Mr Oliver Ristow.

The measurements were performed using ultra-fast pump-probe technique of Asynchronous Optical Sampling, ASOPS, described in the previous section 4.2.2. The samples investigated were silicon membranes over a large range of thickness from 7.7 ± 0.1 to 194 ± 1 nm, allowing the investigation of the trend of phonon lifetime with frequencies up to ~500 GHz. The analysis of the experimental data was carried out considering the intrinsic and extrinsic damping mechanism. The intrinsic phonon lifetimes were calculated by considering
the Akhieser and the Landau-Rumer damping models. The extrinsic phonon lifetimes were modelled considering the surface roughness scattering mechanism including a wavelength-dependent specularity parameter.

### 5.2.1 Lifetimes of Confined Acoustic Phonons in Ultrathin Silicon Membranes

The ASOPS experiments were performed at room temperature in reflection configuration. The laser spot size on the membranes was about 1.7 µm in diameter and the wavelengths of the pump and probe beams were 780 and 810 nm, respectively. Due to the large optical penetration depth ~ 8 µm, the pump pulse causes a symmetric strain in the membrane via thermal expansion and the hydrostatic deformation potential [141,179], resulting in the excitation of the first-order dilatational mode at \( q_\parallel = 0 \), which oscillates at a frequency of \( f = v_L/2a \), where \( a \) is the thickness of the membrane.

As the dilatational mode changes temporarily the thickness of the membrane, it will modulate the reflectivity according with the well-known Fabry-Perot effect. Although the change in thickness is of the order of 1 pm and below, corresponding to a reflectivity change of about one part in \( 10^{-5} \), the ASOPS technique is sufficiently sensitive to detect it. Other phenomena which can also change the reflectivity include the photoelastic effect, however, the change of the optical cavity thickness is the dominant contribution, due to the small photoelastic constant and volume of the silicon samples. The subsequent dynamics of the confined phonons are then observed by recording the light modulation induced by phonon-photon coupling in a one-dimensional photo-acoustic cavity.
Figure 5.3 Fractional change in reflectivity as a function of time in the 100 nm silicon membrane. The sharp initial change is due to the electronic response of the membrane. The subsequent weaker oscillations are due to the excited acoustic modes. (b) Close-up of the acoustic modes after subtraction of the electronic response for membranes with 100 and 30 nm thickness shown by the green and red line, respectively. The sinusoidal decay of the reflectivity due to the first-order dilatational mode is clearly observed as a function of time, with a faster decay observed for the thinner membrane. The time trace of the 30 nm membrane has been magnified by a factor of 10 for clarity. Adapted from J. Cuffe et al. [23].

Figure 5.3a shows a typical time trace of the change in reflectivity induced by the laser pulse in a 100 nm silicon membrane. The initial spike is related to the electronic response, while the subsequent oscillations are due to the excited phonon modes. Figure 5.3b shows a close up of these modes, and a comparison for membranes of two different thickness values. It can be seen that the signal from the 30 nm membrane decays faster compared to that of the 100 nm one.

The electronic contribution can be modelled by a bi-exponential decay and subtracted to reveal the acoustic modes [180] as shown in Figure 5.3b. The phonon lifetime is then extracted by modelling the decay, assuming a damped harmonic oscillator of the form:

\[
\frac{\Delta R}{R}(t) = A \sin(\omega t) \exp[-t / \tau]
\]  \[5.1\]

where \(\omega\) is the phonon frequency, \(t\) the time and \(\tau\) the phonon lifetime. Then, by fitting the decay curve with the Equation [5.1] the phonon lifetime is extracted. The results from all the membranes are shown in Figure 5.4. It can be seen that the phonon lifetime decreases dramatically with membrane thickness, corresponding to higher phonon frequencies.
These findings are compared with theories introduced in Chapter II, considering both intrinsic phonon scattering and extrinsic surface roughness scattering. The intrinsic phonon lifetimes were modeled applying Fermi’s golden rule to calculate three-phonon interaction probabilities [17] based upon a Debye model in the Srivastava approximation for Normal processes. The surface scattering was calculated following the approach of Ziman, including a wavelength-dependent specularity parameter and surface roughness fixed to $\eta = 0.5$ nm. The discussion of the theoretical models will be presented in the next section.

**Figure 5.4** Experimental and theoretical phonon lifetime of the first-order dilatational mode in free-standing silicon membranes as a function of frequency. Experimental data of free-standing silicon membranes with thickness values ranging from approximately 194 to 8 nm (red dots) [23] and 222 nm (black dot) [180]. Green line: extrinsic boundary scattering processes. Blue line intrinsic three-phonon normal scattering processes. The total contribution, calculated using Matthiessen’s rule, is shown by the solid black-dashed line. Adapted from J. Cuffe et al. [23].

### 5.2.2 Phonon lifetime: theoretical results

The nanoscale phonon lifetime is limited mainly by extrinsic surface roughness scattering. As shown in Equations [3.16] to [3.19], this effect may be introduced through a
boundary condition in the steady-state BTE, following Ziman’s approach [7]. For the case of the first order dilatation mode, the extrinsic rate can be simplified as:

\[ \tau_{\text{B}}^{-1} = \frac{\omega_L}{\pi} \tanh \left( \frac{2\eta^2 \omega_L^2}{v_L^2} \right) \quad [5.2] \]

where \( \omega_L = 2\pi f = \pi v_L/a \) is the phonon frequency of the first order dilatational mode, \( \eta \) surface roughness and \( v_L \) is longitudinal sound velocity.

The intrinsic acoustic phonon attenuation can be calculated using two different approaches: (i) Landau-Rumer and (ii) Akhieser mechanisms. The validity of each model will depend principally on the wavelength of the absorbed phonon, \( \lambda \), and the mean free path of the thermal phonons, \( \Lambda_{\text{mfp}} \).

If the \( \lambda \) of the acoustic wave is much larger than the typical \( \Lambda_{\text{mfp}} \) of the thermal phonons, i.e., \( f \tau_{\text{TH}} \ll 1 \), where \( f \) is the phonon frequency and \( \tau_{\text{TH}} \) the lifetime of the thermal phonons, we can assume that the acoustic wave interacts with the whole spectrum of thermal phonons. This range is known as the Akhieser regime. But if \( \lambda \) is much less than \( \Lambda_{\text{mfp}} \), i.e., \( f \tau_{\text{TH}} \gg 1 \), then the phonon attenuation can be better described in the Landau-Rumer formalism and the phonon attenuation is due to three-phonon interactions processes.

The difference between Landau-Rumer and Akhieser model is basically the approach to describe of the phonon absorption. In the Landau-Rumer approach the acoustic phonon is described as a particle and the absorption is due to collisions between the phonons. The calculation is based on quantum mechanical perturbation theory, given by the Fermi golden rule and for low frequency phonons, it can be considered as pure N-processes. To apply the Landau-Rumer approach is necessary that the uncertainty in the conservation of the energy, \( \Delta E \sim h/\tau_{\text{TH}} \), will be smaller than the energy of the absorbed phonon, \( E = h\omega \), i.e., \( E > h/\tau_{\text{TH}} \) or \( \omega \tau_{\text{TH}} > 1 \).

…This condition ensures that the thermal phonons exist sufficiently long in time or travel
sufficiently far in space for them to endure a complete oscillation of the absorbed phonon and hence for them to establish a proper interference conditions in the space and time”… [7]. Using the Equation [3.45], the lifetime of the first order dilatational mode can be simplified as:

\[
\tau_{\text{ph}}^{-1} = \frac{h\gamma^2 v_L^2}{4\pi n r^2} \sum_{s',s''} \frac{1}{v_{s'} v_{s''}} \left[ \int \omega_{s'}^2 (\omega_L + \omega_s)^2 \frac{n(\omega_L)(n(\omega_L + \omega_s) + 1)}{n(\omega_L) + 1} d\omega_s + \frac{1}{2} \int \omega_{s'}^2 (\omega_L - \omega_s)^2 \frac{n(\omega_L)n(\omega_L - \omega_s)}{n(\omega_L)} d\omega_s \right]
\]

[5.3]

where the first and second term in the Equation [5.3] represent the class I and class II processes, respectively.

As the first order dilatational mode at \( q_{\parallel} = 0 \) is a pure longitudinal mode, the possible interactions of this mode are: \( L_1 + L_2 \rightarrow L_3; L_1 + T_2 \rightarrow L_3; L_1 \rightarrow L_2 + L_3; L_1 \rightarrow T_2 + T_3; L_1 \rightarrow T_3 \) and \( L_1 \rightarrow T_2 + L_3 \), where 1 denotes the low energy phonon, the dilatational one, 2 and 3 denote the higher frequency phonons and \( L \) and \( T \) are the longitudinal and transverse polarization, respectively. However, as shown in the inset of the Figure 5.5b, the processes which involves the decay of the phonon into two others phonons are negligible to the total relaxation time. That is due to the low phonon energy of this mode.

Although the collinear processes of the type \( L_1 + L_2 \rightarrow L_3 \) are often neglected or categorized as forbidden processes due to the dispersion of the branches. Early works have shown that these processes may occur at finite lifetime of the branches compensate for the dispersion [17,93–95]. In addition, they can play a significant role especially at short wavevectors where the dispersion relation is Debye-like. We found that this processes contributes most to the total intrinsic phonon lifetime shown in Figure 5.5a and b and it also matches quite well the experimental data of Figure 5.4. The parameters used for the simulation are summarized in Table 3.3.
The other mechanism to explain the intrinsic phonon attenuation is the Akhieser mechanism. In this model the mechanical wave is treated as a macroscopic strain field in the crystal, which produces a shift of the equilibrium distribution of thermal phonons. The latter tends to return to the equilibrium via phonon-phonon interaction, producing a time-dependence of the entropy of the system, which leads to the absorption of the mechanical wave.

The intrinsic phonon relaxation rate in the Akhieser regime can be expressed by using the Equation [3.46]. Although the theory of sound absorption in solids is well established, the alignment of damping models with experimental data remains unfinished due to the complexity of the models themselves. The use of adjustable parameters becomes inevitable. In particular, the Grüneisen parameter and the lifetime of the thermal phonons are often used as fitting parameters in the analysis of the experimental data. The flexibility with which the two parameters are varied has been considered acceptable because experimental data was unavailable. For example, the only experimental data known of the Grüneisen parameter are for modes at few high-symmetry points of the Brillouin zone [101]. In the case of the thermal phonon lifetime the Grüneisen parameter is identified as an average value over the whole spectrum of thermally excited phonons in the crystal. In some cases, a kink in the slope of the quality factor ($Q$-factor, $Q = \omega \tau$, where $\tau$ is the lifetime of the phonon mode with frequency $\omega$)
and/or phonon attenuation against frequency is used as indicative of the frequency cut-off between the intrinsic damping models from which the lifetime of thermal phonons is extracted [144,181,182]. However, it has been shown that this slope depends on the direction of the phonon propagation [183] and therefore such method can be misleading.

In Reference [23] we noticed that the Akhieser model did not describe the experimental data of mechanical mode decay in silicon membranes, when a single value of \( \tau_{TH} \) was used regardless of the membranes thickness. As the real value of \( \tau_{TH} \) is unclear, we used the constant value of \( \tau_{TH} = 17 \) ps taken from Reference [108], which provided the best fit to acoustic attenuation in bulk silicon. However, as has been shown throughout this work, the thermal conductivity of thin layers and membranes, \( \kappa_{film} \), decreases appreciably compared to the bulk counterpart, \( \kappa_{bulk} \), as the membrane thickness decreases.

In order to correct this expression we suggest a modification of the \( \tau_{TH} \) to take into account the shortening of the phonon mean free path due to diffuse scattering at the boundaries. By replacing \( \kappa \) by \( \kappa_{film} \) in the Equation [3.47] the lifetime of the thermal phonons can be expressed as:

\[
\tau_{TH} = \frac{3\kappa_{film}}{C_{V}V^2} \tag{5.4}
\]

and the intrinsic phonon relaxation rate in the Akhieser regime can be rewritten as:

\[
\tau_{-1}^{AK} = 3T \frac{C_{V}}{\rho} \left( \frac{V}{v_{L}} \right)^2 \frac{\omega_i^2 (\kappa_{film} / C_{V})}{(V^4 + (3\omega_i\kappa_{film} / C_{V})^2)} \tau^2 \\
\text{or} \\
\tau_{-1}^{AK} = 3TC_{P} \left( \frac{V}{v_{L}} \right)^2 \frac{\alpha\omega_i^2}{(V^4 + (3\alpha\omega_i)^2)} \tau^2 \tag{5.5}
\]
where $\alpha = \kappa_{\text{film}}/C_p$ is the thermal diffusivity, $C_p$ the specific heat capacity and $\bar{\gamma}^2$ the average of the Grüneisen parameter.

Figure 5.6a shows the experimentally determined room-temperature thermal conductivity of Si membranes of thickness from ~ 400 nm to 9 nm [184–186] which undergoes decrease of about a factor of five with decreasing membrane thickness. The thermal conductivity model using the Fuchs-Sondheimer approach is seen to be in good agreement with the measured values. The details and the parameters used in the simulation are shown in the Appendix III.

An improved estimate of $\tau_{\text{TH}}$ can be obtained considering the thickness dependence of the thermal conductivity, $\kappa_{\text{film}}$, in the Equation [5.4]. Figure 5.6b shows the calculated $\tau_{\text{TH}}$ as a function of thickness together with the constant values $\tau_{\text{TH}} = 17$ ps and 6 ps. While the first value was obtained in Reference [108] using $\tau_{\text{TH}}$ as an adjustable parameter, the second value is directly derived from Equation [5.4] by taking $\kappa_{\text{film}} = 149$ WK$^{-1}$m$^{-1}$. Then, once the dependence of $\tau_{\text{TH}}$ on membrane thickness is determined, the total effect on the intrinsic phonon attenuation is introduced through Equation [5.5].
Finally, the total lifetime, $\tau$, of the silicon membranes was calculated considering the extrinsic surface-roughness boundary scattering, $\tau_B$, and the intrinsic Akhieser damping effect, $\tau_{AK}$. The values of $C_V$, $v$, and $\rho$ used in these simulations were taken from the literature [101]. Since the Grüneisen parameter in silicon fluctuates between $-1$ and $+1$, it is possible to assume that the RMS variation of $\gamma^2$ is simply equal to 1. Although this approximation would fail at low temperatures where low frequency phonons with similar values of $\gamma$ are excited, the vast majority of acoustic phonons are expected to be excited at room temperature and therefore the approach becomes reasonable [108]. A value of $\eta = 0.5$ nm for the roughness was taken from Reference [23].

The calculated total relaxation time using the $\tau_{AK}$ component with a constant $\tau_{TH} = 17$ ps and thickness-dependent $\tau_{TH} = 3\kappa_{silox}/(C_V v^2)$ is shown in Figure 5.7. A better agreement with experimental data is obtained with a thickness-dependent $\tau_{TH}$. As pointed out in Reference [23], at frequencies above 100 GHz (thickness < 50 nm) the measured total phonon lifetime is dominated by extrinsic boundary scattering. In contrast, the intrinsic Akhieser damping becomes the dominant process at lower frequencies (thicknesses > 50 nm).

Although in our previous work [23] the intrinsic phonon attenuation at low frequencies was simulated using the Landau-Rumer model, the modification of the thermal phonon lifetime was not taken into account.

The modified thermal phonon lifetime has a direct consequence for the intrinsic upper limit of the $Q$-factor of nano-mechanical resonators, namely, a decrease in thermal conductivity $\tau_{TH}$ can enhance or degrade the $Q$-factor depending on the frequency range. As is shown in the Figure 5.8a, at low frequencies the $Q$-factor scales as $\sim 1/(\omega \tau_{TH})$ hence, smaller values of $\tau_{TH}$ result in higher $Q$-factor. However, at high frequencies, where the $Q$-factor scales as $\sim (\omega \tau_{TH})$, decreasing $\tau_{TH}$ leads to the deterioration of the $Q$-factor.
Figure 5.7 Experimental and theoretical phonon lifetime of the first-order dilatational mode in free-standing silicon membranes as a function of frequency. Data of free-standing Si membranes with thickness ranging from 194 to 8 nm (green dots) were taken from Reference [23] and the data point for a 222 nm thick membrane (violet dot) was taken from reference [180]. Solid blue (a), red (b) and black lines (c) are the intrinsic Akhieser attenuation dependence calculated for thermal phonon lifetimes of 17 ps (a) and 6 ps (b), whereas (c) includes the thickness-dependent.

In the example considered here, of a Si membrane for which both phonon lifetimes and thermal conductivities were already known, the validation of the modified Akhieser model becomes easier. Moreover, the connection established in the model between the mechanical mode lifetime and thermal conductivity means that thermal transport parameters could be obtained using contactless pump-and-probe measurements. This is particularly advantageous since standard electrical methods to measure \( \kappa \) require non-negligible processing and its calculation is far from straightforward due to the complex shape of nano/micro mechanical oscillators. Taking this into consideration, we propose the possibility to extrapolate the thermal
conductivity from the experimental values of phonon lifetime or $Q$-factor of the nano/micro oscillators. Assuming that the phonon attenuation/damping of the system is dominated by pure Akhieser mechanism, it is possible to estimate the thermal conductivity/diffusivity from the phonon lifetime or $Q$-factor from Equation [5.5].

As an example, we calculate the thermal conductivity of a 1D optomechanical crystal [187]. The complexity of this structure makes the calculation of the reduction function almost unfeasible, see the inset of Figure 5.8b. If we assume that the quality factor of this system is just limited by the intrinsic Akhieser damping mechanism, then by fitting the Equation [5.5] with the experimental data of the $Q$-factor, it is possible to estimate the value of the thermal conductivity/diffusivity.

Figure 5.8b shows the experimental and theoretical quality factor as a function of the phonon frequency. The experimental data were taken from the Reference [187]. The determination of the thermal conductivity was extracted from the best fit to the experimental quality factor. The obtained value, $\kappa_{wire} = 56.2$ $\text{WK}^{-1}\text{m}^{-1}$, is in good agreement with a similar structure reported by Marconnet et al. [57].

Figure 5.8 (a) Frequency dependence of the $Q$-factor for different values of the lifetime of the thermal phonon: bulk values, $\tau_{TH,bulk} = 3\kappa_{bulk}/(C_v v^2)$, 50% of the bulk value, $\tau_{TH} = 0.5\tau_{TH,bulk}$ and 10% of the bulk value, $\tau_{TH} = 0.1\tau_{TH,bulk}$. (b) Experimental and theoretical quality factor of different phonon modes in a Si nano-resonator. The experimental data (red dots) were taken from the Reference [187]. Blue-solid line shows the best fit. Inset SEM image of the nano-resonator, courtesy of Dr. J. Gomis-Bresco.
We have revisited the intrinsic damping mechanism limiting the performance of mechanical resonators in view of the modified thermal properties of nanostructured materials. This is illustrated with the example of Si nanomembranes for mechanical mode frequencies above 10 GHz, where a reformulated Akhieser model accounts very well for the measured decrease of the mechanical mode lifetime. We have demonstrated that for membranes it is not possible to assume a constant thermal phonon lifetime since modifications due to surface scattering have to be taken into account. The dependence of the lifetime on the thermal conductivity has a direct impact on the upper limit of the nano-resonators $Q$-factor which, depending on the frequency regime, could enhance or degrade the resonator performance.

In addition, we suggest the possibility to extract thermal conductivity values from lifetime measurements, which opens the possibility to use the $Q$-factor as indicative of the thermal conductivity/diffusivity of nano-resonators.

5.3 Thermal conductivity: measurements and simulations

The experimental determination of the thermal conductivity in nanostructures is one of the most difficult tasks. Contrary to the analogous charge current, the heat current cannot be measured directly and the heat flux has to be determined assuming a given direction considering a particular geometry. Finally the thermal conductivity is extracted by assuming the diffusive behaviour, i.e., dominated by Fourier law.

In general in a bulk system, it is possible to use a heater and a sink to create a temperature gradient and a pair of thermocouples to measure it, see Figure 5.9, and its thermal conductivity is determined as $\kappa = (Q/A)/(\Delta T/\Delta L)$, where $Q$ is the amount of heat passing through a cross sectional area $A$ and $\Delta T$ the temperature difference between two points spaced by a distance $\Delta L$. 
Chapter V

However, in nanostructures miniature electrical heaters/thermometers have to be deposited on the sample and used to heat up and measure the thermal gradient. In this sense, the dimensions of the heater/thermometer are one of the major challenges to measure the thermal properties in nanostructures. One typical example of this kind of technique is the well-known $3\omega$ method. Some inconveniences of this kind of techniques are the pre-processing stage of the samples preparation which sometime could lead to the modification of the system itself. In addition, the thermal resistance between the heater and the sample could lead to errors in the measurement. For this reason the uses of contactless techniques becomes increasingly attractive to study thermal properties at nanoscale. The lack of contact avoids the interaction between the heater and thermometer with the system.

In this section the measurement of the thermal conductivity as a function of the membrane thickness will be described. The measurements were performed by using three contactless techniques: Single-Laser Raman Thermometry (1LRT), Two-Laser Raman Thermometry (2LRT) and Transient Thermal Grating (TTG) techniques.

![Diagram of thermal conductivity measurement](Figure 5.9)
The Raman-based measurements were performed in our laboratories with the collaboration of Dr. Juan Sebastian Reparaz and Dr. Francesc Alzina. The TTG measurements were developed as part of collaboration with groups of Prof. Dr. Gang Chen and Prof. Dr. Keith Nelson from the Massachusetts Institute of Technology, MIT. The TTG work was developed in collaboration with Dr. John Cuffe and Mr. Jeffrey Eliason.

5.3.1 Reduction of the thermal conductivity in free-standing silicon nano-membranes investigated by non-invasive Raman thermometry

As been shown the Section 4.2.3, the Raman thermometry technique is based on focusing a CW laser beam on the membranes and monitoring the Raman shift (redshift) of the longitudinal optical (LO) phonon of Si as a function of the absorbed power. To correlate the change of temperature with the absorbed power it is possible to estimate the thermal conductivity of the system by solving the steady-state heat equation.

\[ \kappa \nabla^2 T = -P_0(r, z) \]  \[5.6\]

where \( \kappa \) is the thermal conductivity and \( P_0(r, z) \) is the heat source term. Considering that the sample is illuminated by a laser source, the heat source term can be written as a product of irradiance of the laser (the power delivered by the beam on a unit area perpendicular to the beam) and an exponential decay in the z direction, which is

\[ P_0(x, y, z) = \alpha_0 (1 - R) \frac{2P_I}{4\pi b^2} \exp[-2r^2/b^2] \exp[-\alpha_0 z] \] \[5.7\]

where \( \alpha_0 \) is the optical absorption coefficient, \( R \) the reflectivity, \( P_I \) the total laser incident power and \( b \) the spot laser radius. Considering that the lateral dimensions are so much larger than the
thickness, the equation \([5.7]\) can be reduced just to one-dimensional equation along radial direction only, yielding:

\[
\kappa \nabla^2 T = -\frac{(1 - R - T)}{a} \frac{2P_t}{\pi b^2} \exp[-2r^2/b^2] \tag{5.8}
\]

This approximation is suitable for thin films, however for thicker membranes it is recommended to use the full three-dimensional equation.

The determination of the reflectance, \(R = P_R/P_I\), transmittance, \(T = P_T/P_I\), and absorptance, \(A = 1 - R - T\), were performed by measuring the incident, \(P_I\), transmitted, \(P_T\), and reflected, \(P_R\), powers after focusing the laser spot, with wavelength \(\lambda = 514.5\) nm, on the surface of the membranes using a 50× (NA = 0.55) microscope objective. The power measurements were performed by using a home-made setup described in Section 4.2.3 and schematically in Figure 4.12.

The theoretical and experimental thickness dependent of \(R\), \(T\) and \(A\) are shown in Figure 5.10. The measurements of the optical coefficients were performed at low incident power to avoid any effect from local heating of the membranes. The effect of the scattering was also taken into consideration by using integrating spheres. However, the total contribution from the scattered light was negligible. Finally, the absorption coefficient was computed considering \(A = 1 - R - T\) with absolute values and uncertainty lower than 1%. The theoretical modelling, solid lines show in the Figure 5.10, were performed in the group by Dr. Francesc Alzina. The simulations were carried out at room temperature applying the laws of reflection and refraction in a plane-parallel film and using the dielectric function of silicon reported in Reference [188]. From the graph we can note that at thicknesses smaller than and/or in the order of the wavelength of the incident light, the optical coefficient has an oscillatory behaviour. That is because membranes behave as Fabry-Pérot optical cavity. Therefore, an oscillatory behaviour is observed instead of a monotonous behaviour as in the case of bulk silicon [189].
After the absorptance is determined, the temperature dependence of the Raman shift is determined. This dependence provides the calibration of the thermometer. The temperature dependence of the Raman shift is shown in Figure 5.11. The calibration curve was obtained using a cryostat to control the bath temperature. In addition, and for comparison, the data from the Reference [156] is also plotted. By fitting the experimental data, we can observe two ranges of temperature with a linear behaviour: the first range is \(200 \text{ K} < T < 800 \text{ K}\) with a slope of \(dT/df = -46 \text{ K/cm}^{-1}\) and the second one is \(T < 150 \text{ K}\) with a slope of \(dT/df = -174 \text{ K/cm}^{-1}\). The temperature accuracy of the calibration is given by the spectral resolution of the equipment. In our case, we used T64000 Raman spectrometer manufactured by HORIBA Jobin Yvon. It was used in single grating mode with a spectral resolution better than 0.4 cm\(^{-1}\), which gives a temperature resolution of \(\pm 2 \text{ K}\).

Figure 5.12 shows the temperature of each membrane as a function of the absorbed power, which was computed as \(P_A = AP_i\). The Raman shift of the LO mode of the silicon was fitted using a Lorentzian function, which gives an accuracy better than \(\pm 0.05 \text{ cm}^{-1}\). The solid lines are fits to the data using a linear relation.
Figure 5.11 Calibration of the Raman shift of the LO Si mode as function of the temperature: the red and green dots were extracted from the References [156,186], respectively.

Finally, the thermal conductivity of the sample is determined by solving the steady state heat equation using finite element method, FEM, with the commercial software COMSOL multiphysics. Since the typical thickness of the membranes is much smaller than the lateral dimensions, the heat equation was approximated by a two-dimensional expression.

Figure 5.12 Raman shift (right axis) of the longitudinal optical (LO) Si phonon of the membranes as a function of the absorbed power and membrane thickness. The left axis represent the temperature obtained from the temperature dependence of the LO mode extracted from the slope of the Figure 5.11.

The heat equation was solved considering room temperature boundary conditions at the edges of the membranes. The values of the thermal conductivity were determined from the best fit to the temperature rise for each absorbed power and thicknesses. Figure 5.13 shows the
normalized thermal conductivity, $\frac{\kappa_{\text{film}}}{\kappa_{\text{bulk}}}$, for the Si membranes as a function of their thickness. For comparison experimental data of SOI films [2–4] and Si membranes from TTG measurements [184] are also shown. As expected, a systematic decrease of the thermal conductivity is observed with decreasing thickness, reaching values as low as $\kappa \sim 9$ WK$^{-1}$m$^{-1}$ for the thinnest membranes, $a \sim 9$ nm.

From Figure 5.13 we note that the thermal conductivity of the SOI films is systematically larger than those of the free-standing membranes. This deviation could be associated to the Si-SiO$_2$ interface or with a different impurity concentrations, but these have not yet experimentally confirmed. A more logical explanation is to consider that in the case of the SOI samples, the substrate acts as an extra heat sink, thus, leading to a larger effective thermal conductivity.

![Figure 5.13](image)

Figure 5.13 Thermal conductivity of the membranes, $\frac{\kappa_{\text{film}}}{\kappa_{\text{bulk}}}$, normalized to the bulk Si value as a function of the thickness (solid red dots). As reference previous work in SOI [2–4] and membranes using TTG [184] are also shown. The theoretical description of the data using the modification of the dispersion relation, Srivastava and Fuchs-Sondheimer models are shown in green dotted, black dashed and blue solid lines, respectively.

The measured thermal conductivity values were compared with the different theoretical models described in Chapter IV: Fuchs-Sondheimer [120,122], Huang [46] and modified Debye-Callaway-Srivastava [17] models. All the simulations were performed by using the same Si parameters summarized in the Table 3.3.
While the implementation of each model gives us a correct interpretation of the experimental data, the computational cost makes a significant difference. For example, to calculate the thermal conductivity using the Huang model it is necessary to know the fully modified dispersion relation with the correct number of branches, see Equation [3.59]. The calculation of the required branches is not only a hard task but may also be incorrect.

To calculate the dispersion relation the elastic continuum model is often used. In this model, the discrete nature of the atomic lattice is ignored and the material is treated as a continuum. This model can be derived from the theory of lattice vibrations by considering that the lattice deformations vary slowly on a scale determined by the range of the inter-atomic forces [80], and is usually valid provided the wavelength of elastic waves, $\lambda$, is significantly larger than the atomic lattice constant, $a_0$, i.e., $\lambda/a_0 \geq 20$. This corresponds to wavelengths approximately longer than 10 nm, or frequencies smaller than approximately 100 GHz [81].

On the other hand, if we do not take into consideration the elastic limit, from the calculation of the specific heat capacity, see Figure 3.18 and Figure 3.20, we note that the effect of the modified dispersion relation is almost negligible at high temperatures ($T > 10$ K). However, if we use the criteria of the lattice thermal energy versus spacing energy between the branches, it is possible to find a temperature and thickness range where modified dispersion relation have to be taken into consideration. As shown in the Chapter III, if the energy spacing of the branches exceeds the lattice thermal energy, i.e., $Ta < \hbar\pi v/\kappa B$, the bulk dispersion relation is not the best approximation and modified dispersion relations have to be take into consideration. The effect of that can be seen in the Figure 5.13, which at smaller thicknesses, $a < 1.5$ nm, Fuchs-Sondheimer and Srivastava models does not exactly match. Anyway, it is very important to note that this does not prove the validity of a model over the other, because by using different impurity concentration, surface roughness or Grüneisen parameter each model can match properly in all the range of thicknesses.
In summary, the thickness dependence of the thermal conductivity in ultrathin free-standing Si membranes of high crystalline quality was investigated by using Raman thermometry. The power absorption coefficient of the membranes was determined experimentally and theoretically calculated. The expected reduction of the thermal conductivity with decreasing thickness was also observed. This was successfully modelled considering the modification of the dispersion relation and the shortening of the phonon mean free path due to the diffuse scattering at the boundaries. The thermal conductivity of the thinnest membrane with $a = 9$ nm resulted in $k_{\text{film}} \sim 9 \pm 2 \text{WK}^{-1}\text{m}^{-1}$, which could be argued approaches the amorphous limit while still maintaining a high crystalline quality.

### 5.3.2 A novel contactless technique for thermal field mapping and thermal conductivity determination: Two-Laser Raman Thermometry

Despite the single laser Raman thermometry suitability to determine thermal conductivity, there is substantial information that can be obtained studying the spatial dependence of the temperature distribution in the membranes, e.g., the type of heat transport regime. Recent studies found that phonons with mean free paths greater than 1000 nm contribute 50% of the bulk thermal conductivity of Si near room temperature [8]. Similar observations were made in GaAs, GaN, AlN and 4H-SiC where phonons with MFPs greater than 230 ± 120 nm, 1000 ± 200 nm, 2500 ± 800 nm and 4200 ± 850 nm, respectively, contribute also to 50% of the bulk thermal conductivity respectively [190]. It is precisely these long MFP that open a world of possibilities to effectively control thermal transport in devices with similar dimensions.

In order to investigate the thermal transport regime, we used the 2LRT technique described in detail in Section 4.2.3. This technique is used to determine the in-plane thermal conductivity as well as its spatial distribution in Si membranes with thicknesses of 250 nm, 1 µm and 2 µm.
The membranes were single crystalline with a surface roughness $R_a = 0.2$ nm and $rms = 0.15$ nm, and were purchased from NORCADA Inc. The thermal conductivity was determined by solving the Fourier law analytically and also by using FEM simulations.

Figure 5.14 shows three-dimensional contour plot of the thermal field distribution of the 250 nm thick Si membrane. The maximum temperature reached at the center is $T_{max} \approx 830$ K and it decays symmetrically to 400 K at the edges as is shown in lower part of the Figure 5.14.

![Figure 5.14: Three-dimensional contour plot of the thermal field distribution of a 250 nm thick free-standing Si membrane. The isoline distribution of the thermal field is also shown in a lower plane. The colour bar indicates the maximum temperatures reaches.](image)

The symmetry of the thermal fields arises from the isotropic behaviour of the thermal properties of silicon. However, for anisotropic materials an asymmetric thermal decay is expected.

Figure 5.15 shows vertical and horizontal temperature cuts of the isoline thermal field distribution of a 250 nm thick free-standing Si membrane. It is noteworthy that the temperature field does not fully decay to the thermal bath temperature of $\sim 300$ K, and instead reaches only 400 K at 120 $\mu$m from the centre. The origin of this slow thermal bath temperature is due to a combination of two effects: the low thermal conductivity of the membrane as well as the extra heating source from the probe laser.
Finally, by using the symmetric properties of the thermal field the determination of the thermal conductivity can be made using only single line scan between two arbitrary points, with one of them being the origin, i.e., the point of highest temperature rise.

Figure 5.15 shows the temperature profile taken on a 1 µm thick Si membrane (blue dots). The heating laser location corresponds to the centre of the plot (0 µm) and the Raman signal is obtained by scanning the thermometer laser symmetrically on both sides of the source along a line. The Raman shift is converted to temperature using the calibrated temperature dependence of the Raman peak position (see Figure 5.11). A temperature rise of ~ 140 K is measured at the position of the source decaying slowly towards the edges of the membrane. The experimental
and simulated temperature fields are shown in Figure 5.16, taking different values of $\kappa_{\text{film}}$ ranging from the values normalized to the bulk thermal conductivity (1) decreasing progressively to 65% of it. The thermal conductivity and the temperature profiles were determined solving the Equation [5.7] using the finite element method. A compressive discussion of the simulation can be found in Appendix III.

A better agreement between experimental data and simulation is found when a decrease of the thermal conductivity in the membrane is included, $\kappa_{\text{film}} \approx 0.70 \kappa_{\text{bulk}}$, i.e., $\kappa_{\text{film}} \approx 105 \text{ WK}^{-1}\text{m}^{-1}$. This is better seen in Figure 5.17 where all the experimental points have been gathered. The decrease of the thermal conductivity matches very well the expected value in Figure 5.13. A similar analysis was performed for the 2 $\mu$m Si membrane, where the best fit was found to be $\kappa_{\text{film}} = 118 \text{ WK}^{-1}\text{m}^{-1}$. The experimental and theoretical data are shown in Figure 5.18.
For the case of an ultra-thin membrane it is possible to obtain an analytical expression for the thermal field distribution. Following the work of J.S. Reparaz et al. [186], we can approximate the temperature distribution created by the excitation of a point like laser source to that shown in Figure 5.15. The solution of the heat equation is then simply given by integrating the Fourier Law: $Q = -\kappa(T) \nabla T$, where the total flux is given by the total power injected to the system, $P_A = AP_a$, divided by the cross-sectional area of the membrane $A = 2\pi a$ and the thermal conductivity can be considered constant or temperature-dependent ($\kappa_{\text{film}} \sim 1/T$). Finally, the temperature profile is for a constant thermal conductivity is given by:

$$T(r) = T_0 - \frac{P_A}{2\pi a \kappa_{\text{film}}} \ln[r/r_0] \rightarrow \kappa_{\text{film}} = \text{const.}$$  \[5.9\]

$$T(r) = T_0 \left( \frac{r}{r_0} \right)^{-P_A/(2\pi a \beta)} \rightarrow \kappa_{\text{film}} \approx \beta / T$$  \[5.10\]

where $T_0$ is the temperature of the bath at a distance $r_0$ from the heat source.
Chapter V

Figure 5.18 Comparison of the temperature map measured and simulated for a 2 \( \mu \)m thick silicon membrane. The solid lines represent theoretical curves with thermal conductivity value of 118 \( WK^{-1}m^{-1} \).

Figure 5.19 shows the experimental and theoretical results of a 250 nm thick Si membrane. The experimental data are shown in blue dots with errors bars of the same size of the dots. The red solid line represent the theoretical curve of the thermal field simulated with Equation [5.9], by assuming that the bath is at in the limit of the line scan, \( r \sim 230 \ \mu \)m and constant thermal conductivity. For comparison, the bulk limit is shown in black solid line.

Figure 5.19 Comparison of the measured and simulated temperature map for a 250 nm thick silicon membrane. The solid red line represents theoretical curves with thermal conductivity value of 81\( WK^{-1}m^{-1} \). The bulk limit, black solid line, is shown by comparison.
From the Figures 5.16 to 5.19, it is possible to note that the bulk limit for each case shows smaller temperature rise than the membranes. This difference between the thermal field distributions is a direct consequence of the low thermal conductivity of the membranes.

In summary, the values of the thermal conductivity of free-standing Si membranes were extracted from a novel contactless two-Laser Raman Thermometry, 2LRT. This technique is based on a two-laser approach to induce and probe the thermal field in the samples. The temperature resolution for Si samples is $\pm 2K$ and the spatial resolution is defined by the optical diffraction limit which can be as low as 300 nm.

The experimental temperature profiles obtained with this technique for a Si membrane have been simulated by solving the thermal conduction equation within a finite element model as well as using an analytical approach. As expected, we found the reduction of the thermal conductivity matched quite well the theoretical prediction as well as the values in the literature, see Figure 5.20.

![Figure 5.20](image)

**Figure 5.20** Theoretical and experimental thermal conductivity of the Si membranes, normalized to the bulk Si value, $\kappa_{\text{film}}/\kappa_{\text{bulk}}$, as a function of thickness. The green solid dots show this work (2LRT) and as reference previous work data on SOI [2–4] and Si membranes using TTG [184], and Single-Raman thermometry, 1LRT, are also shown.
5.3.3 Transient thermal grating measurements: temperature dependence of thermal diffusivity

Here, the temperature-dependence of the thermal diffusivity of 100 nm and 200 nm thick Si membranes is studied using TTG technique. This method was recently used to measure thermal transport in nanoscale silicon membranes, with thickness values ranging over two or three orders of magnitude from 15 nm to 1.5 µm [173,184]. A schematic TTG configuration is shown in Figure 4.15. Similarly to Raman thermometry, this technique does not require an absorbed metal transducer or any electrical heating. This means that no electrical or thermal contact resistances are introduced in the measurement or the analysis.

The main advantage of this technique compared with Raman thermometry is that the absolute injected power does not need to be measured. However, we have to take care that the finite size of the heat source does not affect the results, especially in Si, where a broad distribution of the phonon mean free path contributes to the thermal conductivity [8]. Therefore, it is crucial to vary the grating period in order to ensure diffusive transport.

Finally, since the thermal grating is defined in the plane of the membrane, in-plane thermal transport is assured. As described in section 4.2.3, the thermal diffusivity is extracted from the exponential fit to the time traces of the thermal grating. The decay time, \( \tau \), is inversely proportional to the thermal diffusivity, \( \alpha \), with a constant of proportionality given by the square of the grating wavevector \( q \), i.e., \( 1/\tau = 4\pi^2 \alpha/\Delta^2 \) where \( \Delta \) is the fringe spacing.

The thermal diffusivity as a function of grating spacing of a 200 nm thick Si membrane is shown in Figure 5.21. Data was collected for grating periods and temperatures ranging from 7.5 to 25 µm and 80 to 294 K, respectively. The diffusivity is seen to be constant as a function of grating spacing, indicating diffusive thermal transport. The slope shown at 80 and 90 K is due to non-diffusive effects.
Figure 5.21  Thermal diffusivity as a function of grating spacing in a 200 nm thick Si membrane at different temperatures.

Figure 5.22 shows the thermal diffusivity as a function of the temperature for 100 nm and 200 nm thick Si membranes. A dramatic decrease of the thermal diffusivity is found, down to values of at least an order of magnitude between the membranes and the bulk counterpart. This is reflected in the change of temperature-dependence of the thermal diffusivity from $\sim T^{-2.6}$ to $T^{-0.6}$.

Previous work in bulk Si has shown differences of one order of magnitude between lightly and highly doped samples [193]. However, in ultra-thin membranes the boundary scattering becomes the dominant processes. The change in the temperature-dependence reveals the impact of the boundary scattering, which becomes more significant with decreasing membrane thickness.

In summary, the temperature dependence of the thermal diffusivity in 100 nm and 200 nm thick free-standing Si membranes has been measured. As expected, the thermal diffusivity is substantially reduced in the thinnest membrane, reaching values as low as two orders of magnitude compared with their bulk counterpart at low temperature regime.
5.4 Thermal rectification

Similar to the electric charge diode, thermal rectification is a phenomenon where transport is preferred in one direction over the opposite. This effect could have widespread applications including electronics cooling and thermoelectrics with the improved ability to control thermal transport. This process requires simultaneously asymmetry and non-linearity [194]. Thermal rectification at the nano/microscale is attracting scientific attention due to its promising potential. Moreover, in analogy with electrical diodes, the thermal rectifier or thermal diode becomes an essential building block of future thermal logic circuits.

Thermal rectification is a phenomenon in which thermal transport properties, along a specific axis, depend on the direction of the temperature gradient or heat current. In solid-state
systems, at least five different rectification mechanisms have been suggested: different thermal boundary resistance between two materials [195–197], anharmonic interatomic potentials [198], ballistic scattering in asymmetric nanostructures [199], asymmetric load mass [200], and different temperature dependence of the thermal conductivity of two connected different bulk materials [201–203]. Based on this last mechanism for thermal rectification, i.e., the combination of two dissimilar materials with different trends in their temperature dependence of the thermal conductivity in a certain temperature range, we have studied the control of the in- and out-of-plane heat conduction in laterally and vertically stacked Si and Ge thin films.

5.4.1 Modelling of thermal rectification in Si and Ge thin films

In the present work we have studied an extension of the classical thermal rectification, arising in certain cases from the contact of two dissimilar materials with different temperature dependence of the thermal conductivity, to Si-Ge when boundary scattering effects are taken into account. Moreover, the directionality of the in-plane heat flow in a Si plate can be achieved by tuning the thickness and the impurity concentration along the cross section of the plate. We designed several potential structures with this function in mind and discussed the physics behind.

Based on the combination of two dissimilar materials with different trends in their temperature dependence of the thermal conductivity in a certain temperature range, we have studied the control of the in- and out-of-plane heat conduction in laterally and vertically stacked thin films, as shown in Figure 5.23. Moreover, the dependence of the thermal conductivity with film thickness provides a degree of freedom to optimize the rectification effect in Si-Ge system, when boundary effects are taken into account. In addition, the directionality of the in-plane heat
flow in a Si plate can be achieved by tuning the thickness and the impurity concentration along the cross section of system.

Figure 5.23 Two-segment schemes for thermal rectification: (a) In-plane Si-Si or Si-Ge configuration. (b) Out-of-plane Si-Ge configuration.

We start by deriving the lattice thermal conductivity in thin films, both in- and out-of-plane, based on a modified Callaway model with Fuchs-Sondheimer boundary corrections. Then the rectification factor of the different configurations is calculated. Estimated efficiencies of 10% (at $\Delta T=60$ K) and 12% (at $\Delta T=40$ K) are found in Si-Si and Si-Ge systems, respectively, for in-plane configuration. In the case of Si-Ge out-of-plane configuration, the thermal rectification reaches a maximum efficiency of around 3.6% at room temperature with $\Delta T=200$ K.

In general terms, the condition of rectification in a two-component system is typically related to the appearance of a crossing of the temperature-dependent thermal conductivities at a certain $T$, as a result of their different trend, i.e., different slope sign and/or value. Figure 5.24 shows different examples of tuned thermal conductivities of Si and Ge thin films where this condition applies. With the prospect of verifying the suitability of thin films in the configurations of Figure 5.23 as basic components for thermal rectification, we evaluated the heat flow of a two-segment system connected to two reservoirs at $T_H$ and $T_C$, respectively, using the Fourier law approach. The temperature difference generates a heat flow ($Q_\text{r}$) in the direction of the temperature gradient. After exchanging the temperatures of the reservoirs, the thermal
flux changes its direction ($Q_\neq 0$). If the magnitudes of the two fluxes are different, the device exhibits an effective thermal rectification, which is evaluated by the coefficient [202],

$$\varepsilon(T_H, T_C) = \frac{Q_\neq - Q_\parallel}{Q_\parallel} \quad [5.11]$$

For simplicity, we have not considered interface resistances. The derivation of the thermal flux expressions and the methodology used to calculate it, follow the work of C. Dames [202] and references therein.

The thermal rectification coefficient was calculated in different configurations of laterally and vertically stacked Si and Ge thin films, according to Figure 5.23a and b. Different combination pairs of Si and Ge were tailored to present a crossing of the temperature-dependent thermal conductivities (Figure 5.24). In each case, the thermal rectification was calculated by fixing $T_H$ and varying $T_C$ in an adequate temperature range.

![Figure 5.24](image)

*Figure 5.24* Temperature dependence of the in-plane (a) and out-of-plane (b) thermal conductivity of Si and Ge thin films. All curves were calculated with a mass-defect scattering parameter ($\Gamma$) reflecting the natural isotope concentration, with the exception of the 500 nm thick Si film for which an increased mass-defect scattering was introduced ($10\Gamma$).
The first design of the type sketched in Figure 5.23a consists of a Si film with a natural isotope concentration, that is with a mass defect scattering parameter $\Gamma$, presenting a cross section comprised of a 500 nm thick section with high impurity concentration, $10\Gamma$, followed by a 200 nm thick undoped Si section. The effect of the high-impurity concentration is to decrease the thermal conductivity of the 500 nm thick section, which becomes smaller than that of the 200 nm thick section for temperatures above 70 K (green and blue curves in Figure 5.24a, respectively). As a consequence of the crossing of these two curves at this temperature and their different slopes around it, the laterally stacked Si-Si system exhibits an effective thermal rectification between 0.5 to 10% for a $\Delta T$ ranging from 4 to 60 K, as the calculated rectification factor in Figure 5.25a reveals.

The second and third designs are again configured for in-plane thermal rectification (cf. Figure 5.23a) but using segments of different material, i.e., Si and Ge films, with a combination...
of thicknesses of 200-800 nm and 15-80 nm, respectively. For the first system, the crossing of the thermal conductivity was found around of \( T = 58 \) K (blue and red curves in Figure 5.24a). The thermal rectification was estimated to be between 0.4 to 12 % at a temperature difference \( \Delta T \) ranging from 3 to 40 K, as is shown in Figure 5.25b. For the second system, the crossing was found around \( T = 118 \) K (black and orange curves in Figure 5.24a) yielding a thermal rectification factor between 0.4 to 9 % for a temperature difference \( \Delta T \) ranging from 4 to 100 K (cf. Figure 5.25c).

The last design involves an out-of-plane configuration (see Figure 5.23b) composed of 20 and 100 nm thick Si and Ge films, respectively. In this case the thermal conductivities cross at around 300 K (blue and red curves in Figure 5.24b). The rectification factor was found between 0.3 to 3.6 % for a \( \Delta T \) ranging from 20 to 200 K, as is shown in Figure 5.25d.

In summary, we have calculated the thermal rectification coefficient in structures containing Si and Ge layers using the well-known mechanism for thermal rectification based on the different temperature-dependence of the thermal conductivity in a two-component system. The crossing of the thermal conductivity curves of the two materials in either a horizontal or vertical stack establishes a condition to achieve thermal rectification. We have shown that by varying the film thicknesses and the impurity concentration we are able to tailor the temperature dependence of the thermal conductivities in order to maximize the rectification efficiency and, thus, tune the temperature operation of the devices. This concept was fully exploited in the first in-plane design in Si consisting of two Si sections (segments) with different impurity concentration and film thicknesses. The rectification factor founded is in the range of 0.5 to 10 %. In the second and third in-plane designs based on a two-component system (Si and Ge), the thermal rectification factor was estimated between 0.4 to 12 %. Whereas for the out-of-plane configuration the resulting thermal rectification factor is about 3.6 %.
CHAPTER VI: CONCLUSIONS AND FUTURE WORK

6.1 Thesis Summary

Staring with the hypothesis that phonon confinement plays an important role on thermal properties; we present an insightful theoretical and experimental study of the phonon properties of silicon nanomembranes. By using advanced and novel contactless techniques the acoustic dispersion relation, phonon lifetime, thermal conductivity and thermal diffusivity transport have been measured and compared with theoretical predictions.

The acoustic dispersion relation was measured by using Inelastic Brillouin Light Spectroscopy. Modes between 1 to 3 GHz from the fundamental flexural mode were detected in 17 nm thick silicon membrane. The quadratic behaviour of the dispersion curves was observed and simulated using the elastic continuum approach, showing a good agreement with the experimental data. Additionally, we demonstrated that the fundamental flexural wave dispersion in ultra-thin membrane can be described with simple quadratic wavevector dependence. This behaviour leads to a dramatic decrease of the group/phase velocity and has implications for the thermal properties of the system, being stronger in the low temperature regime, where the fundamental flexural mode carries most of the heat. The impact of the quadratic dispersion relation was observed in a strong modification of the specific heat capacity at low temperature regime. We found that the temperature dependence of the specific heat in this regime departs from “3D behaviour” \( C_V \sim T^3 \) toward a “1D behaviour” \( C_V \sim T \). This change is related to the large contribution from the fundamental flexural wave, which for small parallel wavevector has a quadratic dispersion relation. We found that in the low temperature regime the specific heat of membranes is larger than in the bulk.
The phonon lifetime and frequencies of first order dilatational mode, with frequency given by \( f = \nu_L/(2a) \), were measured by state-of-the-art ultra-fast pump-probe technique known as Asynchronous Optical Sampling, A SOPS. We investigated a series of Si membranes with thicknesses ranging from ~ 8 nm to 200 nm. The thickness/frequency dependence of the phonon lifetime was observed and simulated. The experimental phonon lifetime was compared with theories considering intrinsic scattering and extrinsic surface roughness scattering. From this modelling, we have identified that at frequencies higher than 100 GHz or thickness < 50 nm, the total phonon lifetime is dominated by extrinsic boundary scattering, while at lower frequencies or thickness > 50 nm, the phonon lifetime is dominated by intrinsic scattering mechanisms.

Although previously [23], we modelled the intrinsic mechanism considering the Landau-Rumer approach, the modification of the lifetime of the thermal phonons, \( \tau_{TH} \), was not taken into account. Finally, we demonstrated that the intrinsic phonon-phonon interaction based on the Landau-Rumer approach can fit better the experimental data. The poor fit between the Akhieser model and our experimental data can be attributed to the values of \( \tau_{TH} \). Due to the uncertainty in the value of the lifetime, we used the constant value of \( \tau_{TH} = 17 \) ps taken from Reference [108], which provided the best fit to the acoustic attenuation in bulk silicon. In order to correct this expression we suggested the modification of \( \tau_{TH} \) due to the thicknesses dependence of the thermal conductivity in Si membranes. By expressing the lifetime of thermal phonon as \( \tau_{TH} \approx 3k_{film}/(C_v \nu^3) \), we found out that it is not possible to assume a constant lifetime of the thermal phonons and a more complex dependence has to be taken. Additionally, we showed the impact of the modification of \( \tau_{TH} \) in the performance of the Q-factor of high frequency oscillators: depending on the frequency regime as well as on the values of the thermal conductivity, it is possible to enhance and/or degrade the Q-factor. At low frequencies the Q-factor scales ~ \( 1/(\omega \tau_{TH}) \) and since the \( \tau_{TH} \) scales directly proportional to the thermal conductivity, smaller
values of the thermal conductivity lead to higher values of $Q$. However, at higher frequencies, where the $Q$-factor scales $\sim (\omega \tau_H)$, a smaller thermal conductivity leads to a decrease of the $Q$-factor. These results have important consequences for the performance of resonance based sensors as well as providing a firm foundation to study of the effect of thermal conductivity in the intrinsic limit of $Q$-factors.

The study of the in-plane thermal conductivity was measured using three optical techniques: single-laser Raman thermometry, two-laser Raman thermometry and thermal transient gradient. As expected, a systematic decrease of the thermal conductivity was observed with decreasing membrane thickness, reaching values as low as $\kappa \sim 9 \text{ W K}^{-1}\text{m}^{-1}$ for the thinnest membranes, $a \sim 9 \text{ nm}$. The measured thermal conductivity was also modelled considering the modification of the dispersion relation and the shortening of the phonon mean free path due to the diffuse scattering at the boundaries.

Finally, we calculated the thermal rectification coefficient in Si-Ge films-based systems using the well-known mechanism for thermal rectification based on the different temperature-dependence of the thermal conductivity in a two-component system. We have shown that by varying the film thicknesses and the impurity concentration we are able to tailor the temperature dependence of the thermal conductivities in order to maximize the rectification efficiency and, thus, tune the temperature operation of the devices. This has important consequences for the design of future thermal logic circuits and provides two different parameters for tuning the performance of thermal rectifiers.

The results of this thesis have demonstrated the strong impact of the reduction of the dimensionality on the thermal properties of the systems. The modification of acoustic phonon dispersion, lifetime, specific heat capacity and thermal conductivity and diffusivity was investigated and the effect of the reduction of the dimensionality was successfully demonstrated. However the impact of the modified dispersion relation on the thermal properties
was not completely demonstrated. To further understand the effect of the modified dispersion relation in thermal conductivity, new experiments in porous silicon membranes will be performed. In addition, research on the transitions between heat transport regimes (diffusive and/or ballistic) as a function of materials, dimensions and temperature will also be investigated.

6.2 Future work

Traditionally, the tuning of the thermal conductivity is achieved by varying the impurity concentration, surface roughness and grain boundaries or by the inclusion of nanoparticles or holes. This leads to increase of the phonon scattering and the shorting of the phonon mean free path. Among these means, the introduction of holes in a silicon structures has demonstrated to be one of the most effective ways to reduce the thermal conductivity which, depending of the porosity, can reach values as low as three orders of magnitude those of the non-porous material.

In this sense, the ordered fabrication of pores in a crystalline system gives rise to phononic crystals. Similar to the concept of photonic crystal, the phononic crystal was conceived as a periodic arrange of two dissimilar materials, e.g. silicon and holes, generating an artificial lattice with all the associated concepts to them such as: Brillouin zones, band gap, modification of the dispersion relation, and so on. The redefinition of the Brillouin zones and the modification of the dispersion lead to changes in all the frequencies dependent parameters of the system, which in turns has an impact on the thermal properties of the system.

However, for the particular case of the Si membranes, we have shown that the reduction of thermal conductivity can be attributed mainly to the shortening of the phonon mean free path due to the diffuse scattering of phonons at the boundaries. At room, the impact of the modification of the dispersion relation on the reduction of thermal conductivity is negligible.
This is because the quantization of the dispersion relation quickly reaches the continuum. However, for small dimensions \((d < 15 \text{ nm})\) or at low temperature \((T < 15 \text{ K})\), the modification of the dispersion relation should be taken into account, including its effects on group velocity, phonon density of states, heat capacity and so on.

From these results an open question emerges concerning the low thermal conductivity exhibited by phononic crystals at room: Is it just a consequence of increased extrinsic scattering (boundary and holes scattering) or is it due to the modification of the dispersion relation? This question also gives rise to others questions:

\(i.\) Is it possible to manipulate the thermal conductivity through modifications of the dispersion relation at room temperature?

\(ii.\) What is the role of the modification of the dispersion relation on the thermal conductivity at room temperature?

\(iii.\) If the low thermal conductivity in a phononic crystal is just due to extrinsic scattering: does it make sense to work on a proper design of phononic crystal (including acoustic band gap and stop bands)?

In order to answer these questions and study the real effect of the modification of the dispersion relation future experiments will be performed. The main idea is to compare three similar membranes: two porous membranes with an order and disorder pattern (see Figure 6.1a and b, respectively) and one without any nanostructuring. Measurements of dispersion relation, phonon lifetime and thermal conductivity would be performed and the results compared among them.

Measurements of the temperature-dependence of the thermal conductivity may also be performed. This experiment would allow us to establish the temperature regime where the modification of the dispersion relation becomes relevant for the thermal management.
Conclusions & future work

Others important questions rise from the dynamics of high frequency phonons in the surface and interfaces. The influence of constant or frequency-dependent surface roughness parameter still remains as open question and the experimental measurements of the phonon decay as function of roughness are necessaries. Future experiments of the phonon-lifetime may also be performed by using ultra-fast pump-and-probe technique (ASOPS).

The study of the phononic and thermal properties of suspended membranes is the key to determining the thermal behaviour of more elaborated structures leading to advanced electronic and photonics devices based on SOI and other thin film stacks. These include opto-mechanical crystals and advanced op to-NEMS, obtained by engineering the mechanical and phononic properties of such devices, which exploit the strong interaction between photons and phonons and that at room temperature are extremely sensitive to thermo-optical effects. It can be argued that several solid state variables are intrinsically linked to phonon properties when it comes to dissipation, coherence and low-power operation.
Appendices
APPENDIX I: ELASTIC CONTINUUM MODEL

In a solid material, the acoustic waves, cause changes to the positions of the atoms. These displacements can be described in terms of the strains, $S$. In presence of the strain, the materials generate internal forces that return the material to its original positions, i.e., the equilibrium state. These forces are expressed in terms of the stresses $(T)$. Finally the acoustic waves can be described using strain and stress tensors.

I.1 Strain

In a equilibrium state, the particle* can be located at the point $X = (x, y, z)$. When the material is not in its equilibrium state, this particle is displaced by an amount $u = (u_1, u_2, u_3)$, where the components $u_1$, $u_2$ and $u_3$ are functions of the coordinates $x$, $y$ and $z$. Under the Lagrangian description [204], it is possible to write an expression for the transformations of any infinitesimal line element $\Delta X$ from the original state, equilibrium, to the corresponding infinitesimal line element $\Delta u$ in the displacement state. This transformation is given by the equation:

$$\Delta u = \mathcal{J}\Delta X$$  \[I.1\]

where $\mathcal{J}$ is the $3 \times 3$ Jacobian matrix of the transformation, i.e., $\mathcal{J}_{ij} = \frac{\partial u_i}{\partial x_j}$. The line elements $\Delta X$ and $\Delta u$ are to be treated as column vectors. The transposed operation in [I.1] is $\Delta u^* = \Delta X^* \mathcal{J}^*$ and the square of the length of the displacement line element is:

---

* The term particle can be associated to infinitesimal element of a solid continuum media.
† For mathematical convenience $x$, $y$ and $z$ variables will be changed by $x_1$, $x_2$ and $x_3$ respectively.
\[ \Delta u^2 = \Delta u^* \cdot \Delta u = \Delta X^* \mathfrak{X} \cdot \mathfrak{X} \Delta X \quad \text{[I.2]} \]

For any rigid body motion, the length of all line elements remains unaltered and hence the product \( \mathfrak{X}^* \mathfrak{X} \) must be equal to \( E_3 \), the unit matrix of order 3. Thus, for an arbitrary displacement, the difference between \( \Delta u \) and \( \Delta X \) can be expressed as:

\[
\begin{align*}
\Delta u^2 - \Delta X^2 &= \Delta X^* \mathfrak{X} \Delta X - \Delta X^* \Delta X \\
\Delta u^2 - \Delta X^2 &= \Delta X^* (\mathfrak{X} - E_3) \Delta X \\
\Delta u^2 - \Delta X^2 &= \Delta X^* 2 S^L \Delta X
\end{align*}
\]

where \( S^L \) is Lagrangian finite strain tensor:

\[
S^L = \frac{1}{2} \left( \mathfrak{X}^* \mathfrak{X} - E_3 \right) \text{ or } S^L_{ij}(x_1, x_2, x_3) = \frac{1}{2} \left( \frac{\partial u_i}{\partial x_j} - \delta_{ij} \right)
\]  

\[ \text{[I.4]} \]

Now, defining \( \Delta X \) in terms of \( \Delta u \), \( \Delta X = \mathfrak{X} \Delta u \) with \( \mathfrak{X}^*_{ij} = \frac{\partial x_i}{\partial u_j} \) and doing the same that in [I.2] and [I.3], it is found that:

\[
\begin{align*}
\Delta u^2 - \Delta X^2 &= \Delta u^* \Delta u - \Delta u^* \mathfrak{X}^* \mathfrak{X} \Delta u \\
\Delta u^2 - \Delta X^2 &= \Delta u^* (E_3 - \mathfrak{X}^* \mathfrak{X}) \Delta u \\
\Delta u^2 - \Delta X^2 &= \Delta X^* 2 S^E \Delta X
\end{align*}
\]

where \( S^E \) is Eulerian-Almansi finite strain tensor:

\[
S^E = \frac{1}{2} (E_3 - \mathfrak{X}^* \mathfrak{X}) \text{ or } S^E_{ij}(x_1, x_2, x_3) = \frac{1}{2} \left( \delta_{ij} - \frac{\partial x_i}{\partial u_j} \frac{\partial x_j}{\partial u_i} \right)
\]  

\[ \text{[I.6]} \]

Both strain tensors can be expressed in terms of the displacement gradient tensor. For this first is defined an arbitrary displacement, \( \mu \), as difference between strained coordinates and unstrained coordinates, \( \mu(x, t) = u(x, t) - X \) or \( \delta_{ij} U_j = \frac{\partial x_i}{\partial u_j} \), where \( U_j \) represents a component
of the arbitrary displacement. Then, differentiating with respect to unstrained coordinates is found that:

\[ \nabla_{x}\mu = \mathbf{3} - E_{3} \]

or

\[ \mathbf{3} = \nabla_{x}\mu + E_{3} \]

Replacing [I.7] in [I.4], the Lagrangian finite strain tensor is expressed as:

\[ S^{L} = \frac{1}{2}\left( \nabla_{x}\mu + (\nabla_{x}\mu)^{T} - \nabla_{x}\mu \nabla_{x}\mu \right) \]  

or

\[ S^{L}_{kl} = \frac{1}{2}\left( \frac{\partial U_{k}}{\partial x_{l}} + \frac{\partial U_{l}}{\partial x_{k}} - \frac{\partial U_{m}}{\partial x_{k}} \frac{\partial U_{m}}{\partial x_{l}} \right) \]  

[I.8]

Similarly, the Eulerian-Almansi finite strain tensor,

\[ S^{E}_{ij} = \frac{1}{2}\left( \frac{\partial U'_{i}}{\partial u_{j}} + \frac{\partial U'_{j}}{\partial u_{i}} - \frac{\partial U'_{m}}{\partial x_{k}} \frac{\partial U'_{m}}{\partial x_{j}} \right) \]  

[I.9]

Neglecting higher products than those of first order (i.e., linear materials), the Lagrangian and Eulerian-Almansi finite strain matrix then reduce to the usual definition.

\[ S_{kl}^{(L)} = \frac{1}{2}\left( \frac{\partial U_{k}}{\partial x_{l}} + \frac{\partial U_{l}}{\partial x_{k}} \right) \]  

[I.10]

With this definition, the strain is a second-rank tensor and is clearly symmetrical, thus only six of the nine components are independent [205]. This can write conveniently as:

\[ S = \frac{1}{2} \begin{bmatrix} 2 \frac{\partial u}{\partial x} + \frac{\partial u}{\partial y} + \frac{\partial v}{\partial z} + \frac{\partial w}{\partial z} \\ \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x} + 2 \frac{\partial v}{\partial y} + \frac{\partial w}{\partial x} + \frac{\partial w}{\partial z} \\ \frac{\partial v}{\partial z} + \frac{\partial w}{\partial y} + \frac{\partial u}{\partial z} + 2 \frac{\partial w}{\partial z} \end{bmatrix} \]  

[I.11]

where \( u, v, w \) are the components \( x, y, z \) of displacement vector.
I.2 Stress

Consider a general body subject to arbitrary (concentrated and distributed) external loadings, as shown in Figure I.1. It is define traction or stress vector as the average of surface forces, $\Delta F$, acting on an element, $\Delta A$, defined by:

$$T^e(x, n) = \lim_{\Delta A \to 0} \frac{\Delta F}{\Delta A}$$  \[I.12\]

where $n$ is a unit normal vector to the surface under study. Now, considering that exists a special case in which $\Delta A$ coincides with each of the three coordinates planes with the unit normal vectors pointing along positives coordinate axes (see Figure I.2).

The traction vector on each face can be written as:
where $e_1$, $e_2$ and $e_3$ are the unit vectors along each coordinate direction. The nine quantities $\{\sigma_x, \sigma_y, \sigma_z, \tau_{xy}, \tau_{yx}, \tau_{zy}, \tau_{zx}, \tau_{xz}\}$ are the components of the stress vector on each of the three coordinate planes, with $\sigma_i$ referred to normal stresses and $\tau_{ij}$ called shearing stresses. Commonly the components of the stress on an oblique plane with arbitrary orientation (see Figure I.3), with unit normal vector $n$, it can be written as:

$$T_{i}^{n} = \sigma_{j} n_{j} = \begin{bmatrix} \sigma_x & \tau_{xy} & \tau_{xz} \\ \tau_{yx} & \sigma_y & \tau_{yz} \\ \tau_{zx} & \tau_{zy} & \sigma_z \end{bmatrix} \begin{bmatrix} n_x \\ n_y \\ n_z \end{bmatrix}$$

**Figure I.3 Traction on arbitrary orientation**

where $n_x$, $n_y$, $n_z$ are the direction cosines of the unit vector $n$ relative to the given coordinate system. Whereas that inside of the body all the forces have to satisfy the static equilibrium, i.e. forces and torque equal zero. This defines closed and in equilibrium subdomain, with volume $V$ and surface $A$, where the conservation of linear momentum implies that the average of all the forces acting over this region must vanish, i.e.,

$$\iiint_{V} T_{i}^{n} dA + \iiint_{A} F_{i} dA = 0 \quad \text{or} \quad \iiint_{V} \sigma_{j} n_{j} dA + \iiint_{A} F_{i} dA = 0$$

which, applying the divergence theorem can be expressed as:
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\[
\iiint_V (\nabla \cdot \sigma_i + F_i) dV = 0 \quad \text{or} \quad \iiint_V (\sigma_{ij,j} + F_i) dV = 0 \quad [I.16]
\]

doing the same with angular momentum, torque equilibrium:

\[
\int_A \varepsilon_{ijk} x_j \sigma_{ik} n_i dA + \iiint_V \varepsilon_{ijk} x_j F_k dV = 0 \quad [I.17]
\]

where \( \varepsilon_{ijk} \sigma_{ik} n_j \) represents the vectorial product between an arbitrary distance \( x_j \) and the force \( \sigma_{ik} n_i \), with \( \varepsilon_{ijk} \) the Levi-Civita tensor. Applying again the divergence theorem:

\[
\iiint_V ((\varepsilon_{ijk} x_j \sigma_{ik})_{,j} + \varepsilon_{ijk} x_j F_k) dV = 0 \quad [I.18]
\]

and expanding the terms of Equation [I.18] and using the Equation [I.16], it is obtained that:

\[
\iiint_V (\varepsilon_{ijk} \delta_{jk} \sigma_{ik} + \varepsilon_{ijk} x_j (\sigma_{ik,j} + F_k)) dV = 0 \rightarrow \iiint_V \varepsilon_{ijk} \sigma_{jk} dV = 0 \quad [I.19]
\]

Due to the region \( V \) is arbitrary, the only possible solution to Equation [I.19] is that integrand must vanish, i.e. \( \varepsilon_{ijk} \sigma_{jk} = 0 \). Considering that \( \varepsilon_{ijk} \) is antisymmetric in the indices \( jk \), i.e. \( \varepsilon_{ijk} = -\varepsilon_{ikj} \), the only possible solution is that the product term of \( \sigma_{jk} \) must be symmetric, i.e.,

\[
\tau_{xy} = \tau_{yx} \\
\sigma_{ij} = \sigma_{ji} \rightarrow \tau_{yz} = \tau_{zy} \\
\tau_{xz} = \tau_{zx}
\quad [I.20]
\]

This reduces the number of independent stress components to only six, instead of the original nine.

* The vectorial product of two arbitrary vector, \( \vec{a} \times \vec{b} = \vec{c} \), can be expressed as: \( c_i = \varepsilon_{ijk} a_j b_k \).
### I.3 Hooke’s law

To construct a general three-dimensional constitutive law for linear elastic materials, it is possible to assume that each stress component is linearly related to each strain component such as:

\[
\begin{align*}
\sigma_x &= C_{11}S_{11} + C_{12}S_{22} + C_{13}S_{33} + 2C_{14}S_{12} + 2C_{15}S_{23} + 2C_{16}S_{31} \\
\sigma_y &= C_{21}S_{11} + C_{22}S_{22} + C_{23}S_{33} + 2C_{24}S_{12} + 2C_{25}S_{23} + 2C_{26}S_{31} \\
\sigma_z &= C_{31}S_{11} + C_{32}S_{22} + C_{33}S_{33} + 2C_{34}S_{12} + 2C_{35}S_{23} + 2C_{36}S_{31} \\
\tau_{xy} &= C_{41}S_{11} + C_{42}S_{22} + C_{43}S_{33} + 2C_{44}S_{12} + 2C_{45}S_{23} + 2C_{46}S_{31} \\
\tau_{yz} &= C_{51}S_{11} + C_{52}S_{22} + C_{53}S_{33} + 2C_{54}S_{12} + 2C_{55}S_{23} + 2C_{56}S_{31} \\
\tau_{zx} &= C_{61}S_{11} + C_{62}S_{22} + C_{63}S_{33} + 2C_{64}S_{12} + 2C_{65}S_{23} + 2C_{66}S_{31}
\end{align*}
\]

The factor two arises because of the symmetry of the strain tensor. This relation can be written conveniently as

\[
\begin{bmatrix}
\sigma_x \\
\sigma_y \\
\sigma_z \\
\tau_{xy} \\
\tau_{yz} \\
\tau_{zx}
\end{bmatrix} =
\begin{bmatrix}
C_{11} & C_{12} & \cdots & C_{16} \\
C_{21} & \cdots & \cdots & \cdots \\
\cdots & \cdots & \cdots & \cdots \\
C_{41} & \cdots & \cdots & C_{46} \\
C_{51} & \cdots & \cdots & C_{56} \\
C_{61} & \cdots & \cdots & C_{66}
\end{bmatrix}
\begin{bmatrix}
S_{11} \\
S_{22} \\
S_{33} \\
2S_{12} \\
2S_{23} \\
2S_{31}
\end{bmatrix}
\]

Using this notation, the relationship between stress and strain can be written reduce form such as:

\[
T_{ij} = C_{ijkl}S_{kl}
\]

with \(C_{ijkl}\) fourth order tensor called elastic modulus tensor, which has 81 components, but only 36 of these components are independent, because elastic modulus tensor is symmetrical, i.e,
\[ C_{ijkl} = C_{jikl} = C_{ijlk} = C_{ijkl} \]  \[ \text{[I.24]} \]

In the isotropic case the stress-strain relations, the elastic modulus tensor must be the same under rotation operations, based in this point Chandrasekharaiah [206] found that for isotropic case the elastic modulus can be written as:

\[ C_{ijkl} = \alpha \delta_{ij} \delta_{kl} + \beta \delta_{ik} \delta_{jl} + \gamma \delta_{ij} \delta_{jk} \]  \[ \text{[I.25]} \]

where \( \alpha, \beta \) and \( \gamma \) are constants, then introducing Equation [I.25] in Equation [I.23] the stress-strain relation gives:

\[ T_{ij} = \lambda S_{kk} \delta_{ij} + 2\mu S_{ij} \]  \[ \text{[I.26]} \]

where \( \alpha, \beta \) and \( \gamma \) have relabelled using Lamé’s, \( \lambda \), and shear modulus, \( \mu \), constants. Equation [I.26] is known as generalized Hooke’s law for linear isotropic elastic solids. Robert Hooke was the first in propose that the deformation of an elastic structure is proportional to the applied forces. Equation [I.26] is possible to note that, for isotropic media, only two independent elastic constants are necessary to describe its behaviour. Commonly the strain components are written as:

\[ S_{ij} = \frac{1 + \nu}{E} T_{ij} - \frac{\nu}{E} T_{kk} \delta_{ij} \]  \[ \text{[I.27]} \]

where \( \nu = \mu (3\lambda + 2\mu)/(1 + \mu) \) and is called Young’s modulus, and \( \nu = 1/(2(\lambda + \mu)) \) is called Poisson’s ratio.
A simple and illustrative application of elastic continuum model is found in the case L A mode propagating through a one-dimensional (1-D) structure. Taking \( u(x, t) \) as an elastic displacement, it can be described the longitudinal displacement of the infinitesimal element \( dx \).

Then, taken the strain and stress definition, it will define 1-D strain as \( e = du/dx \) and 1-D stress as \( T(x) \), then, taking one-dimensional Hooke’s law, \( T = Ye \), and 1-D Newton’s law, \( F = ma \), the following equations can be formed:

\[
\rho A dx \frac{\partial^2 u}{\partial t^2} = \left[ T(x + dx) - T(x) \right] A \left( \frac{\partial}{\partial x} dx \right)
\]

[I.28]

where \( \rho A dx \) is the mass associated to element \( dx \) and \( \partial^2 u/\partial t^2 \) the force. Now introducing Hooke’s law is found that:

\[
\rho \frac{\partial^2 u}{\partial t^2} = \frac{\partial}{\partial x} \left( \frac{Y}{\partial x} \right) \Rightarrow \frac{\partial^2 u}{\partial x^2} = \frac{Y}{\rho} \frac{\partial^2 u}{\partial x^2}
\]

[I.29]

The Equation [I.29] is called one-dimensional wave equation and their solutions can be expressed in terms of plane waves, i.e. \( u(x,t) = \xi \exp(\imath(qx - \omega t)) \), where \( q \) is the wavevector, \( q = \frac{2\pi}{\lambda} \) and \( \omega \) is \( 2\pi \) the frequency of the wave, \( \omega = 2\pi f \).

Following the same approach, the three-dimensional equation can be carried out using the generalized displacement field, i.e. \( U(x, y, z) = (u, v, w) \), and the tensorial Hooke’s law, i.e. Equation [I.26].

Due to the strain, stress and elastic modulus tensors are symmetric, their index can be compressed using the Voigt’s notation, i.e. \( 1 = 11, 2 = 22, 3 = 33, 4 = 23, 5 = 31 \) and \( 6 = 12 \).
where $\Delta = \partial^2 u/\partial x^2 + \partial^2 v/\partial y^2 + \partial^2 w/\partial z^2$. Then, the generalization for three-dimensional system is given by the equations:

$$
\frac{\partial^2 u}{\partial t^2} = \frac{\partial T_1}{\partial x} + \frac{\partial T_6}{\partial y} + \frac{\partial T_5}{\partial z} = (\lambda + \mu) \frac{\partial \Delta}{\partial x} + \mu \nabla^2 u
$$

$$
\frac{\partial^2 v}{\partial t^2} = \frac{\partial T_6}{\partial x} + \frac{\partial T_2}{\partial y} + \frac{\partial T_4}{\partial z} = (\lambda + \mu) \frac{\partial \Delta}{\partial y} + \mu \nabla^2 v
$$

$$
\frac{\partial^2 w}{\partial t^2} = \frac{\partial T_5}{\partial x} + \frac{\partial T_4}{\partial y} + \frac{\partial T_3}{\partial z} = (\lambda + \mu) \frac{\partial \Delta}{\partial z} + \mu \nabla^2 w
$$

These can be written straightforwardly as the single vector equation

$$
\frac{\partial^2 U}{\partial t^2} = v_r^2 \nabla^2 U + (v_L^2 - v_T^2) \nabla \cdot (\nabla U)
$$

where $U = (u, v, w)$ is the amplitude of the displacement vector, $v_L = [(1 + 2\mu)/\rho]^{1/2}$ and $v_T = (\mu\rho)^{1/2}$ are longitudinal and transversal sound velocities, respectively.

**I.5 Boundary conditions and Lamb waves**

As seen in the Chapter II, the introduction of boundary conditions to infinite media changes the nature of the acoustic propagation. Following the Rayleigh’s work, Lamb introduced a semi-infinite and isotropic system subject to a stress free on both surfaces as a boundary condition.
To calculate the dispersion relation is proposed a new dimensionless variable in order to eliminate the thicknesses dependence of the problem.

\[
Q_t = a q_t / 2, \quad Q_l = a q_l / 2, \quad Q_{\parallel} = a q_{\parallel} / 2; \quad \Omega = a \omega / (2 v_L)
\]  

[1.33]

This permits to redefine the problem to calculate the perpendicular component of the wavevector \((Q_t, Q_l)\) which are dependent on perpendicular component of the wavevector \(Q_{\parallel}\) and the dimensionless frequency \(\Omega\). Then, Equations [2.13] and [2.14] are given by:

\[
F(Q_t, \Omega) = \frac{4Q_t^2 Q_{\parallel}}{(Q_t^2 - Q_{\parallel}^2)} + \left(\frac{\tan(Q_t)}{\tan(Q_{\parallel})}\right)^{\pm 1} = 0
\]  

[1.34]

\[
Q_t = \sqrt{\Omega^2 - Q_{\parallel}^2}, \quad Q_l = \sqrt{r_S^2 \Omega^2 - Q_{\parallel}^2}, \quad r_S = S_L / S_T
\]  

[1.35]

Now, only one parameter which depends on the material is the ratio of transverse and longitudinal velocities \((r_S)\).

The problem has symmetry with respect to the inversion of each variable then, if \(Q_i\) is a solution, so \(-Q_i\) is solution too. This permits to restrict the study of equations just to values of \(Q_i > 0\), where \(i = (\parallel, l, t)\). The presence of the tangent function in the first of these equations suggests the existence of several branches of solutions.

To calculate the numerical solutions of the Equations [1.34] and [1.35], for symmetric and antisymmetric modes, is now relatively simple:

i. First the equations are solved to \(Q_0 = 0\), this give us the first point on the dispersion relation, \(\Omega_{0, n}\). Being \(Q_0 = 0\), the only point with an analytical solution.

ii. The wavevector is slightly modified, \(Q_1 = Q_0 + \Delta Q\), and dimensionless frequency near of the first solution is chosen, \(\Omega_{1, n} = \Omega_{0, n} \pm \Delta \Omega\).
Fixing $Q_1$ and varying slightly $\Omega_{1,n}$, the signs of the Equation [I.34], $F(Q_1, \Omega_{1,n})$, are evaluated. The idea is found an interval where the function $F$ change of sign, i.e. the function cross the abscissa and exist a solution of the equation. F

Once fixed the interval, it is possible to use any numerical algorithm like Newton-Raphson, Bisection, Regula Falsi or Brent to find the best solution. The rest of the solutions are obtained using the same approach and changing $\Omega_{1,n}$ by $\Omega_{0,n}$ and $Q_1$ by $Q_0$.

An example of the typical curve of the non-linear equation is shown in Figure I.4. In this graph the typical asymptotical behaviour given by the combination of tangential functions can be observed. For the simulation ratio sound velocity was taken as $r_s = 1.44$, corresponding to $v_L = 8440 \text{ m/s}$ and $v_T = 5845 \text{ m/s}$ longitudinal and transverse sound velocity, respectively.

**Figure I.4** Typical graph of non-linear equation of dilatational waves for a fixed dimensionless wavevector, $Q = 0.5$, as a function of reduced frequency
II.1 Harmonic effect in crystals

The assumptions of small oscillations to describe the vibrations in almost all solids appear to be adequate and reasonable. But to describe more adequately a solid crystal it is necessary to include high order terms in the Hamiltonian. A good example of this is the calculus of thermal expansion in a crystal. Using the Helmholtz free energy is possible to write the pressure of the system as state equation [207]:

\[
P = -\left(\frac{\partial F}{\partial V}\right)_T, \quad F = U - TS
\]

\[
P = -\frac{\partial}{\partial V}\left(U - T \int_0^T \frac{dU(T', V)}{\partial T'} \right)_T
\]  \[\text{[II.1]}\]

where \(F\) is Helmholtz free energy, \(V\) the total volume, \(U\) the internal energy, \(S\) the entropy and \(T\) the temperature. If small oscillations, i.e. harmonic approach, the internal energy is given by:

\[
U = U^{eq} + 1/2 \sum_{q,s} \hbar \omega_{qs} + \sum_{q,s} \hbar \omega_{qs} n_{qs}
\]  \[\text{[II.2]}\]

and the pressure:

\[
P = -\frac{\partial}{\partial V}\left(U^{eq} + 1/2 \sum_{q,s} \hbar \omega_{qs}\right) + \sum_{q,s} -\frac{\partial}{\partial V}(\hbar \omega_{qs}) n_{qs}
\]  \[\text{[II.3]}\]

where \(U^{eq}\) the energy of the system in equilibrium, \(\omega_{qs}\) is the frequency of mode \(q\) with polarization \(s\) and \(n_{qs}\) is the phonon distribution function.
Anharmonicity and thermal conductivity

According with the last equation, the equilibrium pressure depends on the temperature only because the normal modes depend on the equilibrium volume of the crystal. But if is used more rigorous expression for the harmonic potential of the form:

$$U = U^{\alpha} + \frac{1}{2} \sum_{R,R'} U(R) D(R - R') U(R')$$

[II.4]

where $D$ is force constants that are independent of $U(R)$, then the normal mode could have no volume dependence at all. This is due to the normal modes of harmonic crystal are not affected by the volume in equilibrium, and then the formulation of the pressure, Equation [II.3], depends only on the volume but not on the temperature. This means that the pressure required to maintain a given volume does not vary with temperature.

Other implications of this result are: the volume cannot vary with the temperature at fixed temperature and the coefficient of thermal expansion ($\alpha$) must vanish:

$$\alpha = \frac{1}{V} \left( \frac{\partial l}{\partial T} \right)_p = \frac{1}{3V} \left( \frac{\partial V}{\partial T} \right)_p = -\frac{1}{3V} \left( \frac{\partial P}{\partial V} \right)_T \left( \frac{\partial T}{\partial V} \right)_p$$

[II.5]

The absence of thermal expansion has other consequences as being equal in constant-volume and constant-pressure specific heats ($C_p$ and $C_V$ respectively).

$$C_p = C_V - \frac{T \left( \frac{\partial P}{\partial V} \right)_T^2}{V \left( \frac{\partial P}{\partial V} \right)_T}$$

[II.6]
These anomalies are due to that in real crystals the force constants $D$ in the harmonic approximation to the potential energy depend on the equilibrium lattice about which the harmonic expansion is made.

**II.2 Thermal conductivity models**

Depending on the material, heat energy can be transported by different carriers such as: electrons, phonons, photons, magnons, etc. For the case of non-metals, semiconductors and alloys materials the dominant conduction mechanics is the lattice thermal conduction, i.e. phonons.

Thermal conductivity, $\kappa$, is defined as material’s ability to conduct heat and, generally, the total thermal conductivity can be expressed as a sum of all carrier contribution, $\kappa = \sum_{\alpha} \kappa_{\alpha}$, where $\alpha$ denotes a type excitation.

The fundamental challenge for thermal transport is to capture the complexities of the systems. The models to capture these complexities can be derived from Boltzmann transport equation, BTE. This equation determines the status of a particle via its localization, $r$, and velocity, $v$.

**II.2.1 Boltzmann equation**

The BTE is an equation for the temporal evolution of the non-equilibrium thermodynamic distribution function, $n_{\alpha}(r, v, t)$, in phase space.
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If a particle travels with a velocity \( v \) in a time \( t \), its velocity and position before a time \( t + dt \) will vary in \( v + dv \) and \( r + dr \), i.e.,

\[
\begin{align*}
    t & \rightarrow t + dt \\
    r & \rightarrow r + dr \rightarrow r + vdt \\
    v & \rightarrow v + dv \rightarrow r + adt
\end{align*}
\]

In the absence of collisions, the probability to find a particle does not change with the time, then:

\[
\frac{n_{qs}(r + vdt, v + adt, t + dt) - n_{qs}(r, v, t)}{dt} = 0
\]

\[
\begin{align*}
v \frac{\partial n_{qs}}{\partial r} + a \frac{\partial n_{qs}}{\partial v} + \frac{\partial n_{qs}}{\partial t} &= 0 \quad \text{or} \quad \frac{\partial n_{qs}}{\partial t} + \frac{p}{m} \nabla_r n_{qs} + F \nabla_p n_{qs} = 0
\end{align*}
\]

where \( a \) is the particle acceleration, \( F \) is the force field acting on the particles, \( m \) is the mass and \( p \) its momentum, the last equation is called Liouville equation. Now, if within this period there is a collision the Liouville equation is modified as:

\[
\frac{\partial n_{qs}}{\partial t} + v \nabla_r n_{qs} + a \nabla_v n_{qs} = \left( \frac{\partial n_{qs}}{\partial t} \right)_{\text{col}}
\]

This expression is known as Boltzmann equation. The first term in BTE represents the net rate of particles over time, the second term is the convective inflow due to acceleration in physical space, and the third term is the net convective inflow due to acceleration in velocity and/or momentum space and right hand side term represents the net rate of change of particles due to collisions. Commonly in absence of external forces the third term vanishes and the scattering term is approximated under the relaxation-time approach \[17\],

\[
\frac{\partial n_{qs}}{\partial t} + v \nabla n_{qs} = \frac{n_{qs,0} - n_{qs}}{\tau_{eff}}
\]
where \( n_{qs,0} \) is the thermodynamic distribution at equilibrium: Bose-Einstein distribution function for bosons and Fermi-Dirac distribution function for fermions particles.

Some of the models can be derived from BTE are:

i. The Fourier model (Kinetic theory)

ii. The Cattaneo model

iii. The C- and F-process model for bridging Fourier to Cattaneo limits

iv. The equation of the phonon radiative transfer (EPRT)

v. The Callaway/Holland models and its modifications

In general these models are derived under the premise that system has local thermal dynamic equilibrium (LTE). The LTE implies that the second term in BTE can be expressed as \( \dot{n}_{qs} = \frac{dn_{qs,0}}{dT} \), and then the BTE is given [68]

\[
\frac{\partial n_{qs}}{\partial t} + \frac{dn_{qs,0}}{dT} \nabla T = \frac{n_{qs} - n_{qs,0}}{\tau} \tag{II.12}
\]

II.2.2 Kinetic theory

The basic law defining the relationship between the heat flow and the temperature gradient was developed for mathematics physicist Joseph Fourier.

The Fourier law is the simplest model for thermal transport valid for homogeneous and isotropic solids. In this approach phonon behaviour is approximated in acoustically thick limit, i.e. the size of the system, \( L \), is much larger than the phonon mean free path, \( L/\Gamma \gg 1 \), in
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addition, the temporal phenomena have to occur on time scale much larger than the phonon lifetime, \( t >> \tau \).

To describe the thermal conductivity, we need to define some characteristics quantities. Then taken the Equation [3.7] we can to describe the quantized phonon energy as:

\[
E_n = \hbar \omega_{qs} \left( n_{qs,0} + 1/2 \right)
\]  

[II.13]

and the probability of a harmonic oscillator is an energy state \( E_n \) is giving by:

\[
P(E_n) = (1/Z) \exp(-E_n / k_B T)
\]

[II.14]

with \( Z \) a normalization constant giving by \( \sum_n P(E_n) = 1 \), i.e. \( Z = \sum_n \exp(-E_n / k_B T) \). Introducing the quantized energy expression, Equation [II.13], in the \( Z \) function definition:

\[
Z(T) = \sum_n^{\infty} \exp\left[ -(n_{qs,0} + 1/2) \hbar \omega_{qs} / k_B T \right] = \frac{\exp(-\hbar \omega_{qs} / 2k_B T)}{1 - \exp(-\hbar \omega_{qs} / k_B T)}
\]

[II.15]

Once obtained the form of probability, we can to find the contribution of the elastic waves to the average energy, which is giving by:

\[
\langle U_{qs} \rangle = \sum_n \left( n_{qs,0} + 1/2 \right) \hbar \omega_{qs} P(E_n)
\]

\[
= (1/Z) \sum_n \left( n_{qs,0} + 1/2 \right) \hbar \omega_{qs} e^{-\langle \hbar \omega_{qs} + 1/2 \rangle \hbar \omega_{qs} / k_B T}
\]

[II.16]

\[
\langle U_{qs} \rangle = \frac{\hbar \omega_{qs} + \hbar \omega_{qs}}{1 - e^{\hbar \omega_{qs} / k_B T}} = \hbar \omega_{qs} \left( n_{qs,0} + 1/2 \right)
\]

The equilibrium phonon distribution function (EPDF), \( n_{qs,0} \), represents the average number of phonons with wave vector \( q \) in equilibrium and at a given temperature \( T \), the EPDF is described by the Bose-Einstein distribution:

\[
n_{qs,0} = \frac{1}{\exp[\hbar \omega_{qs} / k_B T] - 1}
\]

[II.17]
According to the Boltzmann equation, in the presence of a temperature gradient $\nabla T$, the steady state for phonons can be described as:

$$\frac{n_{q} - n_{q,0}}{\tau_{qs}} = -\left(\hat{v}_{qs} \cdot \nabla T\right) \frac{\partial n_{q,0}}{\partial T}$$  \[\text{II.18}\]

where $\hat{v}_{qs}$ is the phonon group velocity and $\tau_{qs}$ is the phonon scattering relaxation time. The heat flux in a dielectric solid is obtained by adding all the contribution of the $q$ phonon in all possible $s$ polarizations:

$$\vec{Q} = \frac{1}{N_{0} \Omega} \sum_{q,s} n_{q} h\omega_{qs} \vec{v}_{qs}$$  \[\text{II.19}\]

Substituting [II.18] into [II.19]:

$$\vec{Q} = \frac{1}{N_{0} \Omega} \sum_{q,s} \left[ h\omega_{qs} n_{q,0} \vec{v}_{qs} \left\langle \cos \theta \right\rangle - h\omega_{qs} v_{qs}^{2} \left\langle \cos^{2} \theta \right\rangle \tau_{qs} \frac{\partial n_{q,0}}{\partial T} \nabla T \right]$$  \[\text{II.20}\]

$$\vec{Q} = -\frac{1}{3N_{0} \Omega} \sum_{q,s} h\omega_{qs} v_{qs}^{2} \tau_{qs} \frac{\partial n_{q,0}}{\partial T} \nabla T$$  \[\text{II.21}\]

where $\theta$ is the angle between the group velocity and gradient of temperature: The first term in [II.20] is vanishing due to integration over all the phase space. Once obtained the flux we can introduce this quantity in the Fourier’s law to find the thermal conductivity:

$$\kappa = -\frac{\vec{Q}}{\nabla T}$$

$$\kappa = \frac{1}{3N_{0} \Omega} \sum_{q,s} h\omega_{qs} v_{qs}^{2} \tau_{qs} \frac{\partial n_{q,0}}{\partial T}$$  \[\text{II.22}\]

$$\kappa = \frac{1}{3} \sum_{q,s} C_{v} v_{qs}^{2} \tau_{qs}$$

The differential heat conduction equation can be obtained considering energy-balance equation for small control volume, $V$, stated as [208]:
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\[
\begin{align*}
\text{Rate of heat entering through} & \quad + \quad \text{rate of energy generation in } V \\
the bounding surface of } V & \quad = \quad \text{rate of storage of energy in } V
\end{align*}
\] \hfill [II.23]

The first term of the Equation [II.23] can be evaluated as:

\[
\begin{align*}
\text{Rate of heat entering through} & \quad = \quad -\int_{A} Q \cdot \hat{n} dA = -\int_{V} \nabla \cdot Q dV
\end{align*}
\] \hfill [II.24]

with \( A \) the surface area of the volume \( V \), \( \hat{n} \) is the outward normal unit vector to the surface element \( dA \). The sign minus is included to ensure that the heat flow is into the volume. The other terms in are evaluated as:

\[
\begin{align*}
\text{Rate of energy generation in } V & \quad = \quad -\int_{V} g(r, t) dv \\
\text{Rate of energy storage in } V & \quad = \quad -\int_{V} \rho C_{V} \frac{\partial T(r, t)}{\partial t} dv
\end{align*}
\] \hfill [II.25] \hfill [II.26]

where \( g(r, t) \) is the heat generation rate in the medium and \( C_{V} \) is the heat capacity. The substitution of Equations [II.24], [II.25] and [II.26] in Equation [II.23] yields:

\[
\begin{align*}
\int_{V} \left[ -\nabla \cdot Q(r, t) + g(r, t) - \rho C_{V} \frac{\partial T(r, t)}{\partial t} \right] dv & = 0
\end{align*}
\] \hfill [II.27]

taking \( Q(r, t) \) from [II.22] into [II.27] and eliminating the integral, it is obtain the differential equation of heat conduction for a stationary, homogeneous, isotropic solid with heat generation within the body:

\[
\nabla \cdot [\kappa \nabla T(r, t)] + g(r, t) = \rho C_{V} \frac{\partial T(r, t)}{\partial t}
\] \hfill [II.28]

Normally the thermal conductivity is assumed as constant, i.e. independent of position, and then the Equation [II.28] is simplified as:
where $\alpha = \kappa/\rho C_V$ is the thermal diffusivity. For a medium with constant thermal conductivity and no heat generation the equation [II.29] become in the Fourier equation.

$$\nabla^2 T(r, t) + \frac{1}{\kappa} g(r, t) = \frac{1}{\alpha} \frac{\partial T(r, t)}{\partial t}$$

[II.29]

II.2.3 Cattaneo equation: hyperbolic heat equation.

One of the problems of the Fourier equation is that the description of the velocity of heat propagation. The Fourier law assumes that the heat flow, $Q$, and the gradient of temperature, $\nabla T$, appear at the same time instant $t$. This implies that thermal conductivity propagates with infinite speed which is incompatible with the physical laws. In addition, in a steady state the Equation [II.30] yields to erroneous results for the acoustically thin limit, where ballistic phonon transport effects are important [209]. To overcome these problems many scientists proposed an upgrade of the Fourier equation be using a hyperbolic form among which Cattaneo and phase-lagging models have found greater applications.

The Cattaneo equation is obtained using BTE under relaxation time, the temperature gradient approximation, Equation [II.12], and flux definition, Equation [II.22]. First the Equation [II.12] is multiplying by $v_\omega / N_0 \Omega$ and sum over all frequency and polarization ranges to yield:

$$\frac{\partial n_{qs}}{\partial t} + v \frac{\partial n_{qs,0}}{\partial T} \nabla T = \frac{n_{qs,0} - n_{qs}}{\tau} \sum_{q,s} \frac{v_\omega}{N_0 \Omega}$$

[II.31]

$$\tau \frac{\partial Q}{\partial t} + Q = -\kappa \nabla T$$

[II.32]
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The divergence of the Equation [II.29] and time derivative of the Equation [II.27] give two equations, which can be combined with the Equation [II.27] to eliminate the heat flux terms. The resulting differential equation for constant properties can be written as:

\[
\tau \nabla \frac{\partial Q}{\partial t} + \nabla Q + \kappa \nabla^2 T = 0 \quad [\text{II.33}]
\]

\[
-\tau \nabla \frac{\partial Q}{\partial t} + \tau \frac{\partial g}{\partial t} - \tau \rho C \frac{\partial^2 T}{\partial t^2} = 0 \quad [\text{II.34}]
\]

\[
- \left( g + \tau \frac{\partial g}{\partial t} \right) + \frac{1}{\alpha} \frac{\partial T}{\partial t} + \frac{\tau}{\alpha} \frac{\partial^2 T}{\partial t^2} = \nabla^2 T \quad [\text{II.35}]
\]

This is the hyperbolic heat equation, which, in contrast to the Fourier equation, the wave speed is finite. Without heat generation the Equation [II.35] is known as telegraph or damped wave equation. The solution is propagating waves that its amplitude decays exponentially as it travels. The speed of this temperature in high-frequency limit is given by \( v_{tw} = (\alpha/\tau)^{1/2} \).

**II.2.4 Callaway model**

The relaxation-time approximation assumes that the phonon distribution is restored to the equilibrium distribution at rate proportional to the departure from equilibrium. Assuming that scattering processes are independent of one another the effective relaxation time is given by Matthiessen’s Rule. As been in the Chapter III, it is well known that the normal process cannot by themselves contribute to thermal conductivity, consequently, it is not legitimate add effective relaxation time. But it is incorrect assume that they do not influence the thermal conductivity, because they are capable of redistributing momentum and the energy. The resistive processes such as U processes tend to return the phonon system to equilibrium distribution, whereas N
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processes lead to a displaced distribution. An investigation of the real effect of normal process was developed for Joseph Callaway in 1958 [68]. In his model is assumed that:

i. Debye-like phonon spectrum (linear dispersion relation).

ii. The medium is isotropic and homogeneous.

iii. No distinction between longitudinal and transverse phonons.

iv. One average of sound velocity.

v. Scattering mechanism only depends on of the frequency and temperature

From BTE in presence of gradient of temperature and for steady state for phonons can be describes as:

\[
-
[\vec{v}_{qs} \cdot \vec{\nabla} T] \frac{\partial n_{qs}}{\partial T} = \left( \frac{\partial n_{qs}}{\partial T} \right)_{\text{col}} = \frac{n_{qs}(\lambda) - n_{qs}}{\tau_N} + \frac{n_{qs} - n_{qs,0}}{\tau_R}
\]

[II.36]

where, \(\tau_N\) is normal relaxation time and \(\tau_R\) is the relaxation time for all the processes which do not conserve the momentum and \(n_{qs}(\lambda)\) is the displaced Bose-Einstein distribution, which can be expressed as Fourier expansion:

\[
n_{qs}(\lambda) = \left( \exp \left[ \frac{\hbar \omega_{qs} - \lambda \cdot q}{k_B T} \right] - 1 \right)^{-1} \approx n_{qs,0} + \lambda \cdot q \frac{T}{\hbar \omega_{qs}} \frac{dn_{qs,0}}{dT} + ...
\]

[II.37]

defining \(n_1 = n_{qs} - n_{qs,0}\), and adding [II.37], The BTE, Equation [II.36], can be written as:

\[
-(\vec{v}_{qs} \cdot \vec{\nabla} T) \frac{\partial n_{qs,0}}{\partial T} - (\tau_R^{-1} + \tau_N^{-1}) n_1 + \lambda \cdot q \tau_N^{-1} \frac{T}{\hbar \omega_{qs}} \frac{dn_{qs,0}}{dT} = 0
\]

[II.38]

Now is defined the following parameters:

\[
\tau_c^{-1} = \tau_R^{-1} + \tau_N^{-1}
\]

[II.39]
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\[ n_i = -\mathcal{J}(\vec{v}_{qs}, \vec{\nabla} T) \frac{\partial n_{qs,0}}{\partial T} \]  \hspace{1cm} \text{[II.40]}

\[ \lambda \cdot q = -\beta \frac{\hbar \omega}{T} (\vec{v}_{qs}, \vec{\nabla} T) \]  \hspace{1cm} \text{[II.41]}

where \( \mathcal{J} \) is the total relaxation time, \( \lambda \) is a constant vector in direction of temperature gradient, and \( \beta \) is parameter with the dimension of relaxation time. Substituting the Equations [II.39], [II.40] and [II.41] in [II.38] is simplifies to:

\[ \frac{\partial}{\tau_C} - \frac{\beta}{\tau_N} = 1 \rightarrow \mathcal{J} = \tau_C \left( 1 + \frac{\beta}{\tau_N} \right) \]  \hspace{1cm} \text{[II.42]}

Using the assumed isotropic model, the thermal conductivity can be expressed in terms of the kinetic theory:

\[ \kappa = \frac{1}{3} \sum_s \int q_s^2 C v dq \]  \hspace{1cm} \text{[II.43]}

\[ \kappa = v_g^2 \int \tau_C \left( 1 + \beta / \tau_N \right) C v D(\omega) d\omega \]  \hspace{1cm} \text{[II.44]}

where \( D(\omega) = N_0 \Omega \omega^2 / 2 \pi^2 v_{qs}^3 \) is the density of state in the Debye approach.

The term 1/3 is vanishing due to the summation in the polarization. The factor \( (1 + \beta / \tau_N) \) expresses the correction due to displaced of phonon distribution (N-processes contribution). To determine the value of \( \beta \) is necessary utilize the fact that the N-processes conserve the momentum, therefore, the rate of change of the total phonon momentum due to N-processes have to be zero, i.e.,

\[ \int \left( \frac{\partial n_{qs}}{\partial t} \right)_N q dq = \int \frac{n_{qs}(\lambda) - n_{qs}}{\tau_N} q dq = 0 \]  \hspace{1cm} \text{[II.45]}

Done the adequate substitution and introducing the variable \( x = \hbar \omega / k_B T \) (the dimensionless phonon angular frequency), the Equation [II.45] becomes:

168
with $\theta_0$ is the Debye temperature. Inserting $\vartheta$ from the Equation [II.42] and solve for $\beta$ which is independent of $x$:

$$\beta = \int_0^{\theta_0/T} x^4 \frac{\exp(x) \tau_C}{(\exp(x)-1)^2} dx$$

Once that $\beta$ is computed, it is substituted into [II.43], and the thermal conductivity is obtained. Note that if there is not U-process, i.e. $\tau_U \to \infty$, $\beta$ becomes to infinity, and consequently the thermal conductivity is infinite.

Finally, in the Callaway model, the thermal conductivity is composed of two terms, one represents contributions of resistive processes, and the other represent the combined scattering rate which include the redistribution of the phonons due to N-processes.

$$\kappa_1 = v_g^2 \int \tau_C C_D(\omega) d\omega$$

$$\kappa_2 = v_g^2 \int \beta \tau_C \tau_N^{-1} C_D(\omega) d\omega$$

$$\kappa = \kappa_1 + \kappa_2$$

$\kappa_2$ is not only a correction term to $\kappa_1$, it is essential to counteract the effect of treating N-processes in $\tau_C$ as if they were entirely resistive. In the literature the contribution of term $\kappa_2$ remains below 1%, but for ultra-pure crystal the contribution increases to 20% of the total thermal conductivity. The magnitude of $\kappa_2$ is controlled by the concentration of point defects. However, when the N-processes become comparable to the resistive processes $\tau_N \approx \tau_R$, e.g. in very pure, defect free and isotopically pure samples, the $\kappa_2$ contribution to the total thermal conductivity is significant [210].
II.2.5 Holland model

The consideration of no distinction between the phonon polarizations used in the Callaway model, can lead to mistakes in the calculation of the thermal conductivity, because this means that all the phonons have the same group velocity, in addition all the process are degenerated. An analysis of the contributions of each polarization was done by Holland in 1963 [104]. He included effects of dispersion relation, as well as the modification of the group velocity under the assumptions $\kappa_2 = 0$. Holland separated the contributions of transversal and longitudinal phonons, and includes a partial effect of non-linearity of dispersion relation by splitting each polarization in two zones at the middle the first Brillouin zone. For each polarization Holland assumed that the group velocity and the phase velocity are constant at each zone at each polarization.

![Silicon dispersion relation](image)

**Figure II.1 Silicon dispersion relation, adapted from [211].**

For bulk silicon, Holland calculated the group velocity as an average in each zone for transversal and longitudinal modes. The values are summarized as:
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For $0 \leq q < q_{\text{lim}} / 2$

$$v_{g,j} = \begin{cases} 5860 \text{ m/s for } j = T \\ 8480 \text{ m/s for } j = L \end{cases} \tag{II.51}$$

For $q_{\text{lim}} / 2 \leq q < q_{\text{lim}}$

$$v_{g,j} = \begin{cases} 2000 \text{ m/s for } j = T \\ 4240 \text{ m/s for } j = L \end{cases} \tag{II.52}$$

where $q_{\text{lim}}$ is the maximum wave vector, i.e. in the limit of the Brillouin zone.

The new formulation postulated that the thermal conductivity can be expressed as the sum of the contribution of longitudinal and transverse phonons:

$$\kappa = \kappa_1 = \frac{1}{3} \left( \frac{N_0 \Omega}{2\pi^2} \right) \sum_p \int \frac{\tau}{v_{\omega,p}} C_\omega \omega^2 d\omega \tag{II.53}$$

$$\kappa_T = \frac{2}{3} \int_0^{\theta_T T} S_T \tau T^3 x^4 \exp(x) \left( \exp(x) - 1 \right)^2 \frac{dx}{(\exp(x) - 1)^2} \tag{II.54}$$

$$\kappa_L = \frac{1}{3} \int_0^{\theta_L T} S_L \tau L^3 x^4 \exp(x) \left( \exp(x) - 1 \right)^2 \frac{d\omega}{(\exp(x) - 1)^2} \tag{II.55}$$

$$\kappa = \kappa_T + \kappa_L \tag{II.56}$$

and

$$s = T, L; \ t = h \omega / k_B T; \ \theta_s = k_B \omega / h; \ S_s = \left( K^4 / 2\pi^2 h^3 v_{\omega,s} \right) \tag{II.57}$$

the subscripts $T$ and $L$ refer to transversal and longitudinal phonons respectively.

The separation between two zones and the form of relaxation times used by Holland permits to divide the term $\kappa_T$ into in two parts:

$$\kappa = \kappa_{T0} + \kappa_{TU} + \kappa_L \tag{II.58}$$

$$\kappa_{T0} = \frac{2}{3} \int_0^{\theta_T T} \tau T^3 x^4 \exp(x) \left( \exp(x) - 1 \right)^2 dx \tag{II.59}$$
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\[ \kappa_{TU} = \frac{2}{3} T^3 \int_{\theta_1/T}^{\theta_2/T} \tau_{TU} S_T x^4 \exp(x) \left( \exp(x) - 1 \right)^2 dx \]  

[II.60]

\[ \kappa_L = \frac{1}{3} T^3 \int_0^{\theta_1/T} \tau_L S_T x^4 \exp(x) \left( \exp(x) - 1 \right)^2 dx \]  

[II.61]

This division is because the U-processes such as \( T + L \rightarrow L \) or \( T + T \rightarrow L \) do not begin until \( \omega > \omega_1 \), because the shape of the \( T \) branch. Figure II.2 shows the typical phonon spectrum of a material such as germanium or silicon. Note that U-processes start just for a minimum of frequency, under this limit there is absence of these processes.

![Figure II.2](image)

**Figure II.2** Schematic phonon spectrum showing zone division, 0.5b, and the extension into second Brillouin zone. Adapted from [104].

Holland was the first who postulated that the modification of the acoustic dispersion relation could lead to modification of the thermal conductivity.

**II.2.6 Holland-Callaway modifications**

In general, the most used techniques for calculations of lattice thermal conductivity are based on Callaway or Holland models. These calculations are based on the linearized dispersion relation (Debye model) and involve certain of adjustable parameters.
As mentioned earlier, the lattice thermal conductivity is represented by the Equation [II.22]. It can be calculated through the sum over one longitudinal and two degenerate transverse phonon branches [II.56]. In the Callaway model the thermal conductivity can be expressed as a sum of two contributions [II.50]. Taking both models A sen-Palmer expressed the thermal conductivity as sum between transversal and longitudinal contribution and adding the Callaway correction to each contribution [210], i.e.,

\[ \kappa = \kappa_{L_1} + \kappa_{L_2} + 2(\kappa_{T_1} + \kappa_{T_2}) \]  \[\text{[II.62]}\]

\[ \kappa_{i} = \frac{1}{3} S T^3 \int_{0}^{\theta_i/T} \tau_{C}^i(x) \Gamma(x) dx, \quad \Gamma(x) = \frac{x^4 \exp(x)}{(\exp(x) - 1)^2} \]  \[\text{[II.63]}\]

\[ \kappa_{i} = \frac{1}{3} S T^3 \int_{0}^{\theta_i/T} \Gamma(x) \frac{\tau_{C}^i(x)}{\tau_{N}^i(x)} dx \int\int \frac{\Gamma(x)}{\tau_{N}^i(x) + \tau_{R}^i(x)} dx \]  \[\text{[II.64]}\]

and

\[ i = T, L; \quad x = h\omega / KT; \quad \theta_i = K\omega_i / h; \quad S_i = (K^4 / 2\pi^2h^3\nu_i) \]  \[\text{[II.65]}\]

where \(v_L\) and \(v_T\) are longitudinal and transversal sound velocity, respectively.

**II. 3 Boundary scattering processes**

This scattering process dominates at low temperature regime, because the phonons in this regime acquire long wavelengths. The boundaries of a crystal of finite size act as scatterings regions and limit the effective mean free path of the phonons. The formulations of this process can be found in the treatment given by Ziman. Substituting the displaced Bose-Einstein distribution, Equation [II.37], in the steady state BTE, Equation [II.18]:
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\[ -\left(\vec{v}_{qs} \cdot \vec{\nabla} T\right) \frac{\partial n_{qs,0}}{\partial T} = \frac{\psi_{qs}(r)n_{qs,0}(n_{qs,0} + 1)}{\tau_{qs}(\text{bulk})} + \vec{v}_{qs} \cdot \vec{\nabla} \psi_{qs}(r)n_{qs,0}(n_{qs,0} + 1) \] \tag{II.66}

where \( \psi_{qs}(r) \) is analogous to \( \lambda \cdot q \), defined in the equation [II.37]. If it is considered the situation at very low temperature, when the relaxation time for bulk is very long compared with to boundary relaxation time, i.e. \( \tau_{qs}(\text{bulk}) \to \infty \). The equation [II.66] is reduced to:

\[ \vec{v}_{qs} \cdot \vec{\nabla} \psi_{qs}(r) = -\left(\vec{v}_{qs} \cdot \vec{\nabla} T\right) \frac{\partial n_{qs,0}}{\partial T} \frac{n_{qs,0}(n_{qs,0} + 1)}{n_{qs,0}(n_{qs,0} + 1)} \] \tag{II.67}

The solution of this first-order differential equation can be expressed as:

\[ \psi_{qs}(r) = \frac{\partial n_{qs,0}}{\partial T} \left(\vec{\nabla} T \cdot r\right) + \delta \] \tag{II.68}

where \( \delta \) is a constant of integration. This can be found by introducing suitable boundary conditions, i.e.,

\[ \psi_{qs}(r_{B}) = -p\psi_{qs}(r_{B}) \] \tag{II.69}

Which assumes that the fraction \( p \) of all the phonons arriving at the surface \( r_{B} \) are reflected with the normal velocity \( v_{n} \) reversed. For purely diffuse scattering \( p = 0 \) and the boundary condition is set in zero. This represents the Casimir limit in which all the phonons lose the sense of their directionality and obey the equilibrium distribution. For pure diffusive case the equation [II.68] becomes:

\[ n_{qs,0}(n_{qs,0} + 1)\psi_{qs}(r) = \frac{\partial n_{qs,0}}{\partial T} \vec{\nabla} T \cdot (r - r_{B}) \] \tag{II.70}

Using the definition of the flux [II.19] over a cross-sectional area \( S_{c} \), the heat current is
\[
QS_c = \frac{1}{N_0 \Omega} \sum_{q,s} \int h \omega_{qs} \psi_{qs}(r) n_{qs,0} \left( n_{qs,0} + 1 \right) \nu_{qs} dS_c \quad [II.71]
\]
\[
= \frac{1}{N_0 \Omega} \sum_{q,p} \int h \omega_{qs} \frac{\partial n_{qs,0}}{\partial T} \tilde{\nabla} T \cdot (r-r_B) \nu_{qs} \cdot dS_c \quad [II.72]
\]
\[
= \frac{1}{N_0 \Omega} \sum_{q,p} \int h \omega_{qs} \frac{\partial n_{qs,0}}{\partial T} \tilde{\nabla} T \left\| (r-r_B) \right\| \nu_{qs} \left| \cos^2(\theta) \right| dS_c d\Omega \quad [II.73]
\]
where \((r-r_B)\) points in the solid angle \(d\Omega\) and \(\theta\) is the angle between \((r-r_B)\) and \(\tilde{\nabla} T\), and between \(v_{qs}\) and \(dS_c\). The phonon velocity, \((r-r_B)\) and \(\tilde{\nabla} T\) are in the direction of \(dS_c\). Grouping terms the equation \([II.73]\) can express as:

\[
Q = \frac{1}{3} C_V v_{qs} L_0 \left| \tilde{\nabla} T \right| = \kappa \left| \tilde{\nabla} T \right| \quad [II.74]
\]
where \(L_0\) represents an effective boundary mean free path in the Casimir limit.

\[
L_0 = \frac{3}{4 \pi S_c} \iint |r-r_B| \cos^2(\theta) d\Omega dS_c \quad [II.75]
\]

Similarly to include the effect of specular reflection \((p \tilde{\nabla} 0)\) and the expression \([II.68]\) is modified as [7]:

\[
n_{qs,0} \left( n_{qs,0} + 1 \right) \nu_{qs}(r) = \frac{\partial n_{qs,0}}{\partial T} \tilde{\nabla} T \cdot \left[ (1-p) \left\| (r-r_B) \right\| + p(r-r_B') \right. \\
+ \left. p^2 (r-r_B'') + ... \right] \quad [II.76]
\]
where \(r_B', r_B'', \) etc, are the points on the surface where specular reflections would have taken place before the point is \(r_B\) reached. With this expression the effective boundary mean free path becomes:

\[
L = \frac{3}{4 \pi S_c} \iint \left[ (1-p) \left\| r-r_B \right\| + p |r-r_B'| + p^2 |r-r_B''| \right] \cos^2(\theta) d\Omega dS_c \quad [II.77]
\]
If it is assumed that the average position of \( r \) is in the middle on the circular cross section (for cylindrical sample), then \(|r - r'_B| = 3|r - r_B|; |r - r''_B| = 5|r - r_B|, \) etc. Then, the series is transformed in:

\[
|r - r_B|\left[1 + 3p + 5p^2 + \ldots + (2n + 1)p^n\right] = 2\sum_{n=0}^{\infty} np^n + \sum_{n=0}^{\infty} p^n = \frac{p + 1}{(1 - p)^2} \quad \text{[II.78]}
\]

with \( p < 1 \), finally the equation [II.77] can be expressed as:

\[
L = \frac{1 + p}{1 - p} \quad L_0 \quad \text{[II.79]}
\]

Thus the boundary MFP becomes longer when specular reflections are presents. The factor \( p \) depends on surface conditions and also of the temperature. With decreasing the temperature the phonon wavelength increase and the surface appears smoother. The phonon relaxation rate due to boundary scattering can be expressed as:

\[
\tau^{-1}_{bp} = v_{bp} / L \quad \text{[II.80]}
\]

here \( L \) represents an effective boundary MFP.
APPENDIX III: MODELING OF THERMAL TRANSPORT

In this appendix the simulation of the thermal properties will be presented. The thermal conductivity calculation was done in our group by using original codes developed with the commercial software MATLAB and Mathematica. The finite element simulations were modelled by using the commercial software COMSOL multiphysics.

III.1 Calculation of thermal conductivity

Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa_l )</td>
<td>Lattice thermal conductivity</td>
</tr>
<tr>
<td>( h )</td>
<td>Planck constant divided by ( 2\pi )</td>
</tr>
<tr>
<td>( T )</td>
<td>Temperature</td>
</tr>
<tr>
<td>( k_B )</td>
<td>Boltzmann constant</td>
</tr>
<tr>
<td>( q )</td>
<td>Wavevector</td>
</tr>
<tr>
<td>( s )</td>
<td>Phonon polarization</td>
</tr>
<tr>
<td>( v_{qs} )</td>
<td>Group velocity</td>
</tr>
<tr>
<td>( \omega_{qs} )</td>
<td>Phonon frequency</td>
</tr>
<tr>
<td>( n_{qs} )</td>
<td>Bose-Einstein equilibrium phonon distribution function</td>
</tr>
<tr>
<td>( \tau_{qs} )</td>
<td>Total relaxation time</td>
</tr>
<tr>
<td>( D_{qs} )</td>
<td>Phonon density of states</td>
</tr>
<tr>
<td>( L )</td>
<td>Effective diameter of the bulk sample</td>
</tr>
<tr>
<td>( \Gamma )</td>
<td>Impurity scattering parameter</td>
</tr>
<tr>
<td>( V_0 )</td>
<td>Volume per atom</td>
</tr>
<tr>
<td>( \gamma_s )</td>
<td>Grüneisen parameter</td>
</tr>
<tr>
<td>( \theta_{D,s} )</td>
<td>Debye temperature of polarization ( s )</td>
</tr>
<tr>
<td>( M )</td>
<td>Atomic mass average</td>
</tr>
<tr>
<td>( \delta_s )</td>
<td>Inverse of Knudsen number</td>
</tr>
<tr>
<td>( d )</td>
<td>Film thickness</td>
</tr>
</tbody>
</table>
Thermal modelling

Λs  
Bulk mean free path

pq  
Wavevector dependent specularity parameter

x  
Integration variable

The thermal conductivity simulation of free-standing membranes was carried out, first, by deriving the lattice thermal conductivity in Si (or Ge) bulk system using the modified Callaway model under the single mode relaxation time approximation. Then, once the thermal conductivity for bulk Si (or Ge) is determined, we introduced the effect of finite size through Fuchs-Sondheimer boundary corrections.

\[ \kappa_{\text{bulk}} = \frac{\hbar^2}{3k_B T^2} \sum_s \int \frac{v_s^2 \omega_s^2 \tau_s n_{qs} (n_{qs} + 1) D_{qs} dq}{\delta_s} \]  
\[ \text{III.1} \]

\[ \frac{\kappa_{\text{film}}}{\kappa_{\text{bulk}}} = 1 - \frac{3}{2} \left( 1 - p_q \right) \int \left( x^3 - x^{-3} \right) \frac{1 - e^{-x\delta_s}}{1 - p_q e^{-x\delta_s}} dx \]  
\[ \text{III.2} \]

where \( p_q = \exp(-4(\eta \omega_{qs}/v_{qs})^2) \) is the fraction of phonons that are specularly reflected by the boundaries, \( D_{qs} \) is phonon density of states and \( \delta_s = d/\Lambda_s \) is the inverse of Knudsen number.

The dispersion relation, \( \omega_{qs} \), was determined applying an analytical form from a second-order polynomial fit to the experimental data for \((100)\) direction:

\[ \omega = Aq + Bq^2 \]  
\[ \text{III.3} \]

with \( A \) and \( B \) constants determined via numerical fitting of experimental values. The total bulk, \( \tau_{qs} \), relaxation time for each polarization, \( s \), is limited by various scattering mechanisms such as: boundary \( \tau_{B,qs} \), mass defect \( \tau_{I,qs} \) and Umklapp phonon-phonon interactions \( \tau_{U,qs} \). This can be obtained via the Matthiessen’s rule as

\[ \tau^{-1}_{qs} = \tau^{-1}_{B,qs} + \tau^{-1}_{I,qs} + \tau^{-1}_{U,qs} \]  
\[ \text{III.4} \]

where the relaxation times \( \tau_{B,qs} \), \( \tau_{I,qs} \) and \( \tau_{U,qs} \) are given by [117, 212, 213]:
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\[ \tau_{B,qs}^{-1} = \frac{v_{qs}}{L} \]  

[III.5]

\[ \tau_{f,qs}^{-1} = \frac{V_0 \Gamma}{4\pi c_{qs}^2} \omega_{qs}^4 \]  

[III.6]

\[ \tau_{U,qs}^{-1} = \frac{h\gamma_s^2}{M_{qs}^2 \theta_{D,s}} \omega_{qs}^2 \exp\left[-\frac{\theta_{D,s}}{(3T)}\right] \]  

[III.7]

Figure III.1b compares the thermal conductivity of bulk Si and Ge obtained by the Equation [III.1], from Eqs. [III.5] to [III.7] and substituting into Eq. [III.1], with reported experimental values [18], showing a good agreement. The main parameters used in the calculations are displayed in Table III.1.

<table>
<thead>
<tr>
<th>Material</th>
<th>( \gamma_L )</th>
<th>( \gamma_T )</th>
<th>( \theta_L ) (K)</th>
<th>( \theta_T ) (K)</th>
<th>( \Gamma (10^{-4}) )</th>
<th>( L ) (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silicon</td>
<td>1.14</td>
<td>0.56</td>
<td>591</td>
<td>213</td>
<td>2.01</td>
<td>5.0</td>
</tr>
<tr>
<td>Germanium</td>
<td>1.14</td>
<td>0.56</td>
<td>330</td>
<td>117</td>
<td>5.88</td>
<td>4.8</td>
</tr>
</tbody>
</table>

Table III.1 Silicon and Germanium parameters used in the calculations.

With the thermal conductivity determined, the effect of the finite size is introduced using the Equation [III.2]. The surface roughness surface parameter, \( \eta \), was fixed in 0.5 nm taken from the estimated value in Reference [23] for Si membranes.

In order to avoid the infinite limit of the Equation [III.2], we suggest a change of variables of the form:

\[ x = (1 + y)/(1 - y) \]  

[III.8]

This mathematical trick turns the infinite range of integration, \( x \in [1, \infty) \), into a finite range of integration in the new integration variable, \( y \in [0, 1] \), i.e.,

\[ y \to 0 \Rightarrow x \to 1 \]

\[ y \to 1 \Rightarrow x \to \infty \]  

[III.9]
Then, the new integral is given by:

\[
\frac{\kappa_{\text{film}}}{\kappa_{\text{bulk}}} = 1 - \frac{3}{2} \left( 1 - p_q \right) \int_0^1 \left( f(y)^{-3} - f(y)^{-5} \right) \frac{1 - e^{-f(y)\delta}}{1 - p_q e^{-f(y)\delta}} \frac{2}{(1 - y)^2} dy
\]  

[III.10]

where \( f(y) = (1 + y)/(1 - y) \) and the factor \( 2/(1 - y)^2 \) arises from the Jacobian associated to the change of variables.

---

**Figure III.1** (a) Phonon dispersion relation of bulk silicon and germanium systems: experimental results (red and blue dots) from Ref. [176] and second-order polynomial fit (red and blue solid line). (b) Red and blue lines: calculated temperature-dependence of the lattice thermal conductivity of bulk silicon and germanium, respectively. Red and blue dots: the experimental data of silicon and germanium bulk respectively obtained from Ref. [70]

---

**III.2 Modelling of thermal transport: 2LRT and FEM simulations**

To calculate the temperature distribution inside laser-heated Si membrane we must solve the two-dimensional heat flow equation illuminated by laser source, i.e., the heat source term is written as product of irradiance of the laser (the power carried by beam across a unit area perpendicular to the beam) and an exponential decay in the z direction, given by:
where $\kappa$ is the thermal conductivity, $\alpha_0$ is the optical absorption coefficient*, $R$ the reflectance, $P_I$ the total laser incident power and $b$ the spot laser radius. Depending on the thickness of the sample the Equation [III.11] can be reduced to one-dimensional equation along radial direction with a uniformly distributed heat source along $z$-direction:

$$\kappa \nabla^2 T = -\alpha_0(1-R)\frac{2P_I}{\pi b^2}\exp[-2r^2/b^2]$$

where $d$ is the thickness of the membrane. However, if the absorption of the sample is very high it is recommendable to use the Equation [III.11] instead of the Equation [III.12], this will depend of the thickness of the membrane, the wavelength of the heating laser and the material.

In our case, we use a heater laser with a wavelength of 407 nm (~ 3.05 eV), as silicon has indirect band gap of ~ 1.1 eV the absorption of the light with wavelength near of the UV range is very high. In bulk silicon the penetration depth of a monochromatic light with wavelength of 407 nm is ~ 130 nm, i.e., the light intensity has fallen to ~ 36% ($1/e$) of its original value after travel 130 nm.

Figure III.2 shows the intensity decay of monochromatic light with wavelength of 407 nm as a function of the travelled distance in bulk silicon. Three different points at 250, 1000 and 2000 nm are included to rough comparison with the thicknesses of the studied membranes. In the inset of the Figure III.2 we can note that light intensity falls to ~ 13% of its original value after travel 250 nm, while for longer distance (> 500 nm) the light is completely absorbed.

Due to the membranes behave as optical cavities (Fabry-Pérot optical cavity) it is not possible compare directly the bulk absorption with the membranes and the multiple reflection

* The absorption coefficient, in general given in $1/cm$, determinates the depth at which light of a certain wavelength penetrates a medium.
effect have to be taken into consideration. Figure III.3 shows the thickness-dependence of the absorptance \( A \), reflectance \( R \) and transmittance \( T \) of monochromatic light with wavelength of 407 nm. The simulations were performed by Dr Francesc Alzina by applying the laws of reflection and refraction in a plane-parallel slab and using the data for the dielectric function of bulk silicon for a monochromatic incident light of 407 nm at 300 K.

\[
\text{Figure III.2 Normalized intensity of the monochromatic light with wavelength of 407 nm as a function of travelled distance in bulk silicon. Three different stars at 250 (red), 1000 (blue) and 2000 (green) nm are included to rough comparison with the thicknesses of the studied membranes. Inset: idem in double logarithmic scale for better visualization of the graph.}
\]

From the Figure III.3b we can note that the values of the absorptance and reflectance for 1000 nm and 2000 nm thick membranes approaches to the bulk values, then the absorption coefficient, \( \alpha_0 \), also approaches to the bulk values. This implies the incident light in the media will be absorbed totally in the first hundreds of nm of the travelled distance. Therefore, the assumption of a uniformly distributed heat source along z-direction it is not completely right in the thicker membranes. This forces us to use Equation \([\text{III.11}]\) instead of the Equation \([\text{III.12}]\).
Finally, the two-dimensional heat equation is solved using finite element method (FEM) of the commercial software COMSOL MultiPhysics (v4.3). The thermal conductivity of the membranes is assumed to be as:

\[ \kappa_{\text{film}}(T) = \beta \kappa_{\text{bulk}}(T) \]  

[III.13]

where \( \kappa_{\text{bulk}} \) is the bulk thermal conductivity and \( \beta \) is a fitting factor that accounts for the reduction of the thermal conductivity of the membranes.

As is shown in Figure III. 4, the thermal conductivity was determined applying an analytical form from a second-order polynomial fit (solid blue line) to the experimental data silicon (red dots).
Figure III.4 Temperature dependence of the bulk silicon thermal conductivity. The experimental data (red dots) were obtained from Ref. [214]. The solid blue line is a second-order polynomial adjust.

The geometry of the sample used in the model is shown in Figure III.5a. A representative simulated temperature profile is displayed in Figure III.5b, where a circular membrane is heated in the centre by a Gaussian heating source. The temperature distribution on the membranes exhibits a maximum at the source position and gradually decays to room temperature towards the frame of the membrane, which is in contact with the substrate.

Finally the thermal conductivity of the membranes is obtained from the best fit between the experimental temperature profile and the simulated one.
Figure III.5 (a) Geometry of the sample used in the simulations. (b) Representative simulated temperature field.
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