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“If we knew what it was we were doing, it would not be called research, would it?”

Albert Einstein





Abstract

In this thesis, a new device merging optical antennas and micro/nano-mechanical

structures is proposed with the aim to transform electromagnetic energy into me-

chanical energy. The study of the involved transduction mechanisms is the main

objective of the presented work. The working principle of this new device can be

summarized as follows: the antennas acting as absorbers in the infrared spectrum

capture the electromagnetic radiation and transform it into a temperature field in

the mechanical structure. Due to the thermal properties of the structural material

the thermal response is converted to a mechanical deflection which eventually can

lead to the self-oscillation of the device.

Given the involved energy transformations, the modeling of the coupled physics

becomes a fundamental step in the path of designing, fabricating and characteriz-

ing a proof-of-concept device. The energy conversion is shown to be more efficient

when the device auto-oscillates. However, due the the highly nonlinear nature of

such phenomenon precisely knowing if such oscillation can be achieved using the

proof-of-concept device imply its physical characterization in order to apply the

developed model.





Resum

En aquesta tesi es proposa un nou dispositiu que combina antenes òptiques i

micro/nanoestructures mecàniques amb l’objectiu de transformar energia electro-

magnètica en energia mecànica. El principal objectiu de la feina realitzada és

l’estudi dels mecanismes de transducció implicats. El principi de funcionament

d’aquest nou dispositiu es pot resumir de la manera següent: les antenes ab-

sorbeixen la radiació electromagnètica en l’espectre infraroig i la transformen en

una distribució de temperatura en l’estructura mecànica, a causa de les propietats

tèrmiques del material estructural la resposta tèrmica es converteix en una deflexió

mecànica que eventualment pot conduir a l’autooscil·lació del dispositiu.

Donades les transformacions d’energia involucrades, el modelatge de les f́ısiques

acoblades esdevé un pas fonamental per tal de dissenyar, fabricar i caracteritzar

un dispositiu de prova de concepte. La conversió d’energies es demostra que és més

eficient quan el dispositiu autooscil·la. No obstant això, a causa de la naturalesa

altament no lineal d’aquest fenomen, saber exactament si aquesta oscil·lació es

pot aconseguir utilitzant el dispositiu de prova de concepte implica caracteritzar-

lo f́ısicament per tal d’aplicar el model desenvolupat.
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haber hecho que durante mi estancia me sintiese como en casa. Y, por supuesto,

quisiera agradecer a Javier Alda su tiempo y conocimientos.
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CMOS Complementary Metal–Oxide–Semiconductor

CNM Centre Nacional de Microelectrònica
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Chapter 1

Introduction

1.1 Introduction

There is plenty of room at the bottom, Richard Feynman once said in what must

had been an inspiring lecture at the California Institute of Technology; an invita-

tion to enter a new field of physics he pointed [1]. As part of this new scientific

research line the field of micro/nano-electro-mechanical systems (M/NEMS) has

been a hot topic since back in 1967 the results of what is considered the very

first MEMS device were published in an international scientific journal [2]. In fact

and over the last few decades, researchers over the world have been demonstrating

that not only the bottom which Feynman mentioned was full of space but it was

also full of uses for it. M/NEMS have broadly open the possibilities of what can

be achieved using the micro and nano scale space. By interacting, sensing and

actuating in a wide range of physics and magnitudes M/NEMS have become and

evolved in essential products of the mankind’s modern lifestyle [3].

Within the field of M/NEMS the discipline of energy harvesting has grown a huge

interest among the research community due to its promising applications [4, 5].

The fundamental concept behind every energy harvesting device is the transduc-

tion mechanisms that enables the energy conversion from one domain to another.

The electrical domain is the desirable destination of the harvested energy with the

1
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aim to power ultra low power electronic systems. A direct conversion of the energy

produced by vibration [6], fluid flow [7], temperature gradient [8], electromagnetic

radiation [9] and radioactive [10] sources can be directly converted to electrical

energy by means of a piezoelectric [11], electrostatic [12], electromagnetic [13],

thermoelectric [14], photovoltaic [15] or pyroelectric [16] transducer.

The work presented in this thesis is focused on a transduction mechanism used

to convert infrared energy to mechanical energy which then can be eventually

transformed into electrical energy. However, the M/NEMS device proposed here

is only studied from the point of view of the optical, thermal and mechanical

domains, leaving for future research the electric domain.

1.2 Motivation: the OPACMEMS project

The framework of the research summarized in this manuscript is the project en-

titled as OPACMEMS, acronym that stands for Optical Antennas Coupled to

MicroElectroMechnical Systems. The objective of this project is to merge two

well-known fields or technologies: the optical antennas and the M/NEMS, with

the aim to create a new class of micro/nano-opto-electro-mechanical system (M/-

NOEMS). As the project proposal manuscript states, these new devices will have

novel properties which can be applied to the sensing and transduction of infrared

energy. The electromagnetic (EM) resonators (i.e., the optical antennas) will ab-

sorb the infrared radiation and transform it into a thermal field on the micro/-

nanomechanical structure were they will be engraved on. On the other hand,

the mechanical structure will convert the thermal energy into mechanical energy

by means of a thermo-mechanical coupling mechanism that will induce the me-

chanical resonance of the device. Thus, the possibility to transform the produced

vibrations into an electrical signal that could be measured, stored and/or used in

applications such as infrared detectors and energy harvesting modules for ultra

low power applications is opened.

The main tasks that the OPACMEMS project encompasses are:
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• Task 1: theoretical analysis and modeling of the involved physics.

• Task 2: design and numerical simulation of a proof-of-concept device.

• Task 3: fabrication of the proposed device.

• Task 4: characterization of the fabricated device.

The research efforts reported in this thesis manuscript deal with all of the above

mentioned tasks as it is reflected in the following thesis outline.

1.2.1 Thesis outline

This dissertation is organized following the tasks listed at the end of the previ-

ous section. Chapters 2 and 3 are devoted to the understanding and modeling

of the physics involved in the OPACMEMS devices behavior (hence diving into

task number 1). While in the former chapter the EM and thermal responses of

the proposed nanoantennas are described and analyzed, the latter describes the

semianalytic model that gathers all the involved and coupled physics (i.e., optical,

thermal and mechanical) into a system of nonlinear ordinary differential equations.

Chapter 4 is devoted to the design and numerical simulation of a proof-of-concept

OPACMEMS device (which are the main objectives of task number 2). The design

process involves the use of a finite element analysis software to numerically solve

and optimize the EM response of the designed nanoatennas. Based on latter EM

absorbers and on several assumptions, the geometric and material properties of

proof-of-concept device are proposed. Finally, the opto-thermo-mechanical model

developed in chapter 3 is used to numerically obtain the theoretical behavior of

the device.

The third task is covered in chapter 5, where a description of the custom approach

used to fabricate the proposed devices is undertaken. Several fabrication results

are also reported and analyzed in this chapter.
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The objectives of task number 4 are partially fulfilled in chapter 6, where an opto-

electrical characterization setup is designed, theoretically analyzed and assembled.

In addition, the results obtained from the characterization of non OPACMEMS

devices are reported with the aim to show the capabilities of the setup.

Finally, the main conclusions and the future directions of this thesis are collected

in chapter 7.

Various appendices are included at the end of the document, including tedious

mathematical steps followed during the modeling and other information that re-

gardless of their relative importance have been included as an appendix in order

not to extend the heart of the manuscript.

1.3 OPACMEMS background

This section is devoted to present the state-of-the-art of the two main field behind

the OPACMEMS project: the optical antennas and the self-oscilation of M/NEMS.

Rather than performing a deep study of each field, this section is intended to

explain the most important concepts of each field as well as some results reported

in the literature.

1.3.1 Opto-thermal coupling: optical antennas

Optical antennas are metallic resonant structures designed to convert the energy

of free propagating radiation with visible and infrared wavelengths to localized

energy, and vice versa. The big difference between this type of antennas and their

radio wave counterpart is that the penetration of the electromagnetic radiation

(EMR) into the metals can no longer be neglected. The incident EMR can produce

a collective high frequency oscillation of the metal’s free electrons, creating what

is known as a plasma oscillation1. The EM resonance of an optical antenna is

1Not to be confused with what in the metallic solid free electron model is called as plasma
frequency of the metal itself [17].
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produced when this induced current is enhanced by the physical geometry of the

antenna, thus producing a globally coherent current in it.

Some of the applications where optical antennas are being used are nanoscale

imaging, spectroscopy, photovoltaics, light emission and coherent control [18]. In

the field of photovoltaics the rectenna concept [19] (i.e., the rectification of the

antenna’s induced current to produce a continuous current output) was proposed

back in 1972 [20] as a way to convert the solar energy to electrical energy. After the

tremendous and continuous advance in the design, optimization and fabrication

of the optical antennas the main obstacle still lies on the rectification at visible

and infrared frequencies [21–23]. However, more fundamental bounds arise in the

concept of harvesting the energy of the sun’s radiation [24], such as the coherence

of its emitted waves [25, 26]. Keeping in mind the OPACMEMS project it is worth

to mention that optical antennas coupled to M/NEMS devices have been proposed

as a way to tune the former [27, 28], for applications in local field enhancement

[29] and as infrared radiation sensors [30].

One of the most well-known radio frequency antennas is the half-wave dipole. It is

made of two metal segments of length λ0/4 (being λ0 the working wavelength) joined

to an impedance-matched transmission line through where the electrical signals

are sent or received [31]. Thanks to this matching of impedances the physical dis-

continuity introduced by the feedgap is eliminated. Therefore, a standalone dipole

without electrical connectivity can be obtained by simply fabricating one single

metal segment of length λ0/2, where the aforementioned matching is performed by

the metal itself. Accordingly, in the visible and infrared spectra a half-wave dipole

antenna can be obtained by fabricating a single metal nanostrip or rod [32].

As its name indicate, a half-wave dipole has a total length equal to half of the

wavelength at which it is designed to work [31]. Nevertheless, the fact that the

penetration of the EMR at visible and infrared wavelengths can not be neglected

causes that a classically designed dipole resonates at a higher wavelength than the

one for which it was designed for. The following equation reproduces the simple
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linear scaling law for the so-called effective wavelength λ0 eff derived in [33],

λ0 eff = n1 + n2
λ0
λp

(1.1)

where n1 and n2 are geometric constants, λ0 is the EMR wavelength and λp the

plasma wavelength of the metal of which the antenna is made of [17].

Since the dimensions obtained when designing antennas for applications in the

visible and infrared spectra are in the order of the nanomentres, optical antennas

are also referred as nanoantennas.

Dipole antennas are the typical example of EM resonant structures acting as ab-

sorbers. A different way to construct an absorber is by making use of resonant

structures composed by an array of individual antennas. A frequency selective

surface (FSS) is a periodic resonant structure that behave like an EM spatial filter

by absorbing the incoming EMR [34]. Although the main applications of the FSS

are in the radio wave spectrum, several researchers have managed to bring their

uses to the infrared [35–38].

1.3.2 Thermo-mechanical coupling: self-oscillations driven

by thermoelasticity

Resonant M/NEMS constitute a research field that is continuously under investiga-

tion due to its well-known applications (e.g., resonant mass sensors [39], vibratory

gyroscopes [40], signal processing devices [41], etc.). The fundamental basis of

such applications lie on the characteristics of the vibrational state at which the

M/NEMS device is driven to. The device’s resonance is often excited by means

of an electrostatic [42], piezoelectric [43], thermoresistive [44], magnetic [45] or

optical [46] method that require the use of an externally modulated input signal.

However and as first reported in 1987 [47], self-oscillation of M/NEMS devices can

be induced when the mechanical structure is inserted in the interference field of

an unmodulated laser beam. Thus, eliminating the need of a stable periodic drive

signal.
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The nonlinear nature of the induced auto-oscillation state involves two types of

energy conversion: optical to thermal and thermal to mechanical. The optical en-

ergy shinned by the laser is transformed to thermal energy through the Joule effect

produced by the high frequency currents generated when the M/NEMS material

absorb the EMR. Then, the thermal energy is turned to mechanical energy through

the thermoelastic properties of the device material. These energy transformation

can eventually lead to the self-oscillation of the M/NEMS as a consequence of an

abrupt change of the mechanical stability.

Various scientific publications report the self-oscillation behavior of a MEMS de-

vice illuminated by a continuous wave (CW) laser. However, several mechanisms

are interpreted to be behind the coupling between the optical and the mechan-

ical domains; including the radiation pressure [48–51], the photothermal stress

[47, 52–61] or a competition between both [62].

In the literature it can also be found that mechanical self-oscillations have been

proposed as an energy harvesting technique in devices presenting an aeroelastic

[63–65] and thermoelastic [66] couplings.

1.4 The proposed OPACMEMS device: the fish-

bone geometry

This section is intended to introduce the proposed OPACMEMS device geometry

and its basic characteristics with the aim that the reader grasp the idea behind it

so that the forthcoming chapters can be better understood.

To achieve the opto-thermo-mechanical coupling mechanism the geometry shown

in figure 1.1 is proposed, which given its similarity to the main bone of a fish

is named as fishbone geometry. The clamped-clamped beams (or fishbones) that

form the device have a length in the range of the microns, while the nanostrips

attached to them are a few hundreds of nanometers long. Therefore, the structure

combines micro and nano dimensions.
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z 

x y 

Figure 1.1: Fishbone geometry of the proposed OPACMEMS device.

Each of the individual nanostrips act as a dipole antenna and together as a FSS, in-

teracting with the incoming EMR. The FSS will be designed to have its maximum

response (i.e., maximum absorbance) at the infrared wavelength of 1.55µm. As

explained in section 1.3.1, the dimensions of the nanostrips are intimately linked

with the working wavelength. Thus, choosing to work at the short-wavelength

infrared spectrum range (λ0 = 1.4 – 3µm) results in bigger dimensions when com-

pared with working at the visible range (λ0 = 380 – 700 nm). Such dimensions are

the direct cause of other advantages in the context of the OPACMEMS project:

• Electromagnetic FEM simulation: a higher wavelength is translated into less

mesh elements for the same volume, hence decreasing the necessary computer

memory and computational power.

• Fabrication: although electron beam lithography will be used to fabricate

the devices, a better resolution is always obtained for bigger dimensions.

• Characterization setup: a wide range of optical components optimized to

work at 1.55µm are commercially available due to their applications in fiber-

optic communication.
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The thermoelasticity properties of the device material come into play due to the

fact that the Joule heat produced by the induced high frequency currents on

the nanostrips will be dissipated through the anchors of the clamped-clamped

beams. Since the mechanical structure is suspended above an air or vacuum

gap, it seems reasonable to think that the absorbance of the FSS will be related

with the length of this gap (i.e., acting as a Fabry-Pérot cavity). Therefore, the

micromechanical structure can be considered to be in the interference field of an

incoming radiation perpendicular to its surface. The nonlinear properties of the

whole proposed OPACMEMS device can eventually lead to its mechanical self-

oscillation for a high enough EM irradiance.





Chapter 2

Modeling the absorption of

infrared radiation

This chapter is dedicated to the computer-aided numerical modeling of a proposed

FSS. The fishbone unit cell is qualitatively analyzed and compared with a materials

and thicknesses equivalent multilayer example. Finally the combination of the

studied FSS with a Fabry-Pérot cavity is studied.

2.1 Absorbing the electromagnetic radiation

Matter absorbs EMR by somehow transforming the photons energy into another

form of energy, for example thermal energy. Therefore, the term absorption means

dissipation of energy into the absorbing material.

x 

z y 

Figure 2.1: Illustration of a linearly polarized EM plane wave where ~E and ~H
are respectively the electric and magnetic fields.

11
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The time-domain expression for the real value of the electric field of a linearly

polarized EM plane wave propagating in the positive z-direction (see figure 2.1)

inside an absorbing medium can be described by1 [67]

~E(z, t) = Re
{
~̃E(z)ejωt

}
= Re

{
x̂Ẽ(z)ejωt

}
= x̂Re

{
E0e

j(ωt−k̃z)
}

(2.1)

where t is the time variable, x̂ the x-direction orientation vector, E0 a constant

real amplitude, ω the angular frequency and k̃ the complex wavenumber of the

wave. One way to compute the last term is by using the following definition

k̃(ω) =
ωñ(ω)

c
=
ω
(
n(ω)− jκ(ω)

)

c
= k(ω)− j ωκ

c
(2.2)

where n and κ are the real and imaginary parts of the complex refractive index

ñ, and c is the speed of light in vacuum (2.99792458·108 m/s). Therefore, the real

part of the complex wavenumber is k= ωn
c

= 2π
λm

, being λm = λ0
n

the wavelength in

the propagation material and λ0 the wavelength in vacuum.

Another way to express the electric field intensity ~E is by taking into account that

during its propagation the wave suffers an attenuation because of the absorption

of part of its photons energy by the medium. Defining αabs(ω) as the electric field

absorption coefficient, equation (2.1) can be expressed as

~E = x̂Re
{
E0e

j(ωt−kz)} e−αabsz (2.3)

Comparing equations (2.1) and (2.3) the following relationships are found

Re {ñ} = n =
kc

ω
(2.4)

Im {ñ} = κ =
αabsc

ω
(2.5)

According to (2.5) the extinction coefficient is directly related with the attenuation

of the electric field inside the propagating medium.

1The convention that vectors are denoted with over-arrows and complex quantities with over-
tildes is adopted.
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2.1.1 The skin depth

The distance at which the magnitude of the electric field of an EM wave traveling

through a medium has decreased to about 37 % of its initial value is called skin

depth and it is defined as

δskin(ω) =
1

αabs
=

c

ω Im {ñ} =
c

ωκ
(2.6)

Figure 2.2 shows the skin depth value for different metals at the near and short-

wavelength infrared spectral regions (λ0 = 0.75 – 3µm). Metals are the only type

of materials taken into account since the semiconductor or dielectric materials

present a very low absorption coefficient in the infrared spectrum (i.e., they have

a very low extinction coefficient).
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Chromium Platinum Nickel Copper

Silver Gold Aluminium

Figure 2.2: Skin depth for different metals at the near and short-wavelength
infrared spectral regions. The frequency dependent refractive index for each

metal was extracted from [68].

Table 2.1 summarizes the skin depth value at a wavelength of 1.55µm for the

metals of figure 2.2.
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Cr Pt Ni Cu Ag Au Al

δskin @ 1.55µm (nm) 50.2 35 36.2 29.9 26.5 25.1 15.4

Table 2.1: Value of δskin for various metals.

The value of the skin depth when considering a single layer of metal gives infor-

mation about the metal thickness that will almost block an incident electric field

by both reflecting and absorbing it. If the thickness of the layer is equal to the

corresponding skin depth, only the 37 % of the nonreflected electric field will be

transmitted through it. The thinner, with respect to the skin depth, the layer the

greater the transmitted electric field.

2.2 Quantifying the absorption through the Joule

heating effect

The to be designed devices must transform the EMR energy into thermal energy,

meaning that the absorbed energy is used to heat the device. The Joule induced

heat is computed as the time-average resistive power losses,2

Qrpl (~r) = 〈 ~J (~r, t) ~E (~r, t)〉 =
1

2
Re
{
~̃J (~r) ~̃E∗ (~r)

}
(2.7)

where ~r=xx̂+ yŷ+ zẑ= (x, y, z) is the position vector, ~J =Re
{
~̃Jejωt

}
the total

induced sinusoidal steady state current density in the device, ~E =Re
{
~̃Eejωt

}
the

sinusoidal steady state electric field inside it.

Two indistinguishable effects contribute to the total induced current density. The

first one is due to the ohmic conduction, which is defined as

~Johmic (~r, t) = σ(ω)~E (2.8)

2The brackets 〈 〉 denote the time-average over a complete harmonic cycle (or many cycles)
value and ∗ the complex conjugate.
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where σ is the conductivity of the device material.

The second contribution is due to the displacement current, which is defined as

~Jdisp (~r, t) =
∂ ~D (~r, t)

∂t
= Re

{
jω ~̃D (~r) ejωt

}
(2.9)

where ~D=Re
(
~̃Dejωt

)
is the sinusoidal steady state displacement field. The com-

plex vector amplitude of the displacement field is given by

~̃D = ε0 ~̃E + ~̃Pv (~r) (2.10)

where ε0 is the vacuum permittivity (≈ 8.854187817620. . . ·10−12 F/m) and ~̃Pv the

complex vector amplitude of the electric polarization vector. For homogeneous

linear and isotropic materials the latter is directly proportional to the amplitude

of the electric field,

~̃Pv = ε0χ̃e(ω) ~̃E = ε0
(
ε̃r(ω)− 1

)
~̃E (2.11)

where χ̃e is the electric susceptibility of the material and ε̃r its relative permittivity.

Thus, for homogeneous linear and isotropic materials equation (2.9) can be re-

written as

~Jdisp = ε0ε̃r
∂ ~E
∂t

= Re
{
jωε0ε̃r ~̃Ee

jωt
}

(2.12)

Therefore, the total induced current density for these materials is given by

~J = ~Johmic + ~Jdisp = σ~E + Re
{
jωε0ε̃r ~̃Ee

jωt
}

(2.13)

When taking into account equations (2.7) and (2.13), the total time-average resis-

tive power losses over the device volume V can be computed as

QTrpl =
1

2

∫

V

| ~̃E|2Re {σ + jωε0ε̃r} dV (2.14)
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2.2.1 Optics and photonics applications

In optics and photonics applications the refractive index is used instead of the

permittivity. At optical frequencies the relative permeability of common materials

is very close to 1 (i.e., µr≈ 1), therefore the complex refractive index can be

computed as [69]

ε̃r = ñ2 (2.15)

where [70]

ε̃r = ε′r(ω)− jε′′r(ω) = ε′r − j
(
ε′′r.d(ω) +

σ

ωε0

)
(2.16)

Note that ε′′r takes into account the dielectric (due to ε′′r.d) and ohmic (due to σ)

losses of the material.

As a result of (2.15), the real and imaginary parts of the complex relative permit-

tivity can be computed as

ε′r = n2 − κ2 (2.17)

ε′′r = 2nκ (2.18)

Therefore, and following (2.14), the total time-average resistive power losses over

the device volume can be computed as

QTrpl =
1

2

∫

V

| ~̃E|2Re
{
jε0ε̃rω

}
dV =

ε0ε
′′
rω

2

∫

V

| ~̃E|2 dV (2.19)

2.3 Multilayer absorbers

The simplest way to construct an absorber is by stacking thin layers of different

materials backed by a perfect electric conductor. This layered device is designed

to minimize the overall reflectivity while maximizing its absorbance in the selected

wavelength range. In fact, the most common absorber used in thermal applications

is a thin uniform metal layer deposited on a substrate.
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In order to establish a comparison in further sections and without the aim to

deeply study these type of absorbers, a particular example is shown and analyzed.

There are various methods to theoretically study the reflection, absorption and

transmission of EMR through a multilayer absorber. The theoretical results pre-

sented in this and the following sections are computed with both the transfer

matrix method (TMM) [71] and the finite element method (FEM) [72]. The first

method is applied using a custom Matlab code whereas for the second one COM-

SOL Multiphysics is used.

2.3.1 Multilayer device example

In this section the absorbance at λ0 = 1.55µm of a multilayer composed by a

chromium thin film followed by a vacuum gap and ended by a silicon substrate

is computed using the FEM and the TMM. The used optical properties of the

involved materials are listed in table 2.2. The absorbance is computed for different

chromium thicknesses at a constant gap value of λ0/4 = 387.5 nm. Figure 2.3 shows

the obtained results.

Material n− jκ

Cr 4.19 − j4.92

Vacuum 1

Si 3.48 − j1.13e-6

Table 2.2: Complex refractive indexes at λ0 = 1.55µm (f = 193.4 THz). Ex-
tracted from [68].



Chapter 2. Modeling the absorption of infrared radiation 18

0 20 40 60 80

0.3

0.4

0.5

0.6

0.7

0.8

Cr 

Vacuum 

Si 

Chromium thickness (nm)

A
-
A
b
so
rb
an

ce
(u
n
it
le
ss
)

FEM

TMM

Figure 2.3: Evolution of the absorbance at λ0 = 1.55µm with the metal layer
thickness.

As shown in table 2.1, the skin depth of chromium at 1.55µm is 50.2 nm. There-

fore, for thicknesses lower than this value the EM fields can reach the silicon

substrate and reflect multiple times. The consequence is that the metal layer,

being optically thin, absorbs more energy. For thicknesses higher than the skin

depth value, the EM fields are mostly reflected once they reach the chromium

surface. For a chromium thickness of about 7.5 nm the absorbance has its maxi-

mum, 77.4 %. The regular electron-beam evaporation techniques are in the limit

of yielding such uniform and continuous metal thin films. However, thicknesses

over 20 nm are feasible with these procedures. Nevertheless, the absorbance drops

to less than 61.4 % for these dimensions.

2.4 Infrared frequency selective surface

As explained in section 1.3.1, a properly designed FSS can also be used as an

absorber at infrared wavelengths. The fishbone structure is based on a clamped-

clamped bridge which geometry has been modified to incorporate several EM
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resonant elements. In order to study the proposed geometry, FEM simulations are

carried out using the commercial COMSOL Multiphysics software.

To obtain accurate numerical results when solving any harmonic function with

the FEM it is necessary for the maximum mesh element to be smaller than half of

its wavelength, fulfilling the Nyquist criterion [73]. Following [74], the number of

mesh elements per wavelength in free space for the simulations performed in this

thesis is chosen to be five. As a consequence of the latter criterion, the simulation

of the entire designed FSS requires, what is nowadays considered, a big amount

of computer RAM and computing time. Therefore, a full 3D electromagnetic

simulation is carried out only using a small portion of each design instead of the

entire optically-big geometry. This small periodic portion is called unit cell (UC).

2.4.1 Unit cell simulation: electromagnetic boundary con-

ditions and domain materials

The unit cell of a FSS is the portion of its design that is periodically repeated

on both longitudinal and lateral directions. Figure 2.4 shows the unit cell of the

proposed OPACMEMS device geometry illustrated in figure 1.1. Although in the

proposed geometry these symmetries are broken on the anchor supports of the

mechanical structures, their simulation can give a pretty good approximation of

the EM behavior of the entire FSS.

z 

x y 

Figure 2.4: Fishbone unit cell geometry.
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When using an EM simulator to study the unit cell of a FSS the proper boundary

conditions (BCs) need to be defined. Two main assumptions were taken into

account when choosing the BCs:

• Assumption 1: the excitation of the unit cell is carried out by a uniform

transverse electromagnetic (TEM) plane wave normal to its surface.

• Assumption 2: the unit cell has an infinite longitudinal (x-axis) and lateral

(y-axis) periodicity, as shown in figure 2.5. Meaning that the unit cell is

surrounded by the same exact cell.

z 

x y 

Figure 2.5: Illustrative geometry of the fishbone FSS. The unit cell is repeated
infinitely along the x and y directions.

From these two assumptions the following EM boundary conditions are applied to

the unit cell simulation models:

• BC 1: the unit cell is illuminated with a downward directed uniform TEM

plane wave with the electric field along the proper axis. The colored surface

of figure 2.6a denote the area from which the plane wave is launched.

• BC 2: perfectly matched layers (PMLs) are defined at the top and bottom

of the computational domain to reduce backscatter at these boundaries by

absorbing, without reflection, any incoming evanescent or propagating wave.

The thickness of these domains are kept constant at λ0/2, where λ0 is the

wavelength of the excitation plane wave in vacuum. The colored domains of

figure 2.6b denote the PML regions.
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• BC 3: the top and bottom surfaces of the computational domain are defined

as scattering boundaries (SBs). This boundary condition makes the surface

where it is applied perfectly transparent to an incoming plane wave. Using

a PML (as defined with the BC 2) backed by a SB reduces any artificial

reflections inside the PML domain. The colored surfaces of figure 2.6c denote

the scattering boundaries.

• BC 4: the boundaries perpendicular to the electric field are defined as perfect

electric conductors (PECs). The colored surfaces of figure 2.6d denote the

boundaries where the PEC condition is applied.

• BC 5: the boundaries perpendicular to the magnetic field are defined as

perfect magnetic conductors (PMCs). The colored surfaces of figure 2.6e

denote the boundaries where the PMC condition is applied.

(a) EM BC 1. (b) EM BC 2. (c) EM BC 3.

(d) EM BC 4. (e) EM BC 5.

Figure 2.6: EM boundary conditions for the unit cell simulation.
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The boundary conditions 4 and 5 also ensure normal incidence of the respective

fields at the boundaries transverse to the direction of propagation and imply that

the solution will be mirror symmetric about those planes. In order to validate the

used boundary conditions a simulation where all the domains were set to vacuum

was carried out. Figure 2.7 shows the electric field of the generated plane wave,

proving the appropriateness of the imposed BCs.
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(a) Electric field on the
computational domain.
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(b) Electric field along the center of the computational
domain.

Figure 2.7: Electric field of the generated plane wave.

The necessary properties of the different model domains are given by assigning

the corresponding material to everyone of them. From an EM simulation point of

view, the proposed unit cell is composed by three different materials:

• Metal: all the domains corresponding to the FSS unit cell are described by

the appropriate properties of the involved metal. The colored volumes of

figure 2.8a are and example of this domains.

• Silicon: the domains beneath the unit cell gap are described as silicon, which

simulates the wafer substrate of the device. The colored volumes of fig-

ure 2.8b indicates these zones.

• Vacuum: the remaining domains are defined as vacuum, see the colored

volumes of figure 2.8c.
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(a) Metal. (b) Silicon. (c) Vacuum.

Figure 2.8: Material domains of an example unit cell.

With all the boundary conditions and materials set, a full field simulation is carried

out. Once the simulation has ended, the absorbed power converted into heat by

the unit cell is computed using equation (2.19).

2.4.2 Unit cell simulation: computing the absorbance

The instantaneous power flow of an EM wave is the so-called Poynting vector,

which is given by

~P (~r, t) = ~E (~r, t)× ~H (~r, t) (2.20)

where ~H=Re
{
~̃H (~r) ejωt

}
is the sinusoidal steady state magnetic field of the wave.

It can be expressed using the electric field of the wave as

~H =
1

η0
k̂ × ~E (2.21)

where η0 =
√

µ0/ε0 is the impedance of the free space (being µ0 the vacuum perme-

ability) and k̂ the unitary propagation direction vector of the wave (which for the

EM wave defined by (2.1) is k̂= ẑ).
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The time-average power flow of a sinusoidal wave can be computed as

~P (~r) = 〈 ~P〉 = lim
T→∞

1

T

∫ −T/2

T/2

~P dt

= 〈~E × ~H〉 =
1

2
Re
{
~̃E × ~̃H∗

} (2.22)

Equation (2.22) can be re-written in terms of the electric field by using (2.21),

yielding

~P =
1

η0
〈~E × k̂ × ~E〉 =

1

2

~̃E ~̃E∗

η0
k̂ =

1

2

∣∣ ~̃E
∣∣2

η0
k̂ (2.23)

The intensity or irradiance of a wave is defined as the amplitude of (2.23),

Irr ≡
∣∣∣〈 ~P〉

∣∣∣ =
1

2

∣∣ ~̃E
∣∣2

η0
=

1

2

∣∣Ẽ0

∣∣2

η0
(2.24)

where Ẽ0 is the constant complex electric field amplitude of the wave. The polar-

ization of the wave is embedded in this complex amplitude. For a linearly polarized

plane wave this amplitude is a real number (see (2.1)).

Given the irradiance of a wave its total EM power can be computed as

PEM.T =

∫

AT

Irr dA (2.25)

where AT is the total area irradiated by the wave.

The absorbance of a FSS is defined as the ratio between the EM power of the unit

cell exciting wave PEM.UC and the heat power produced by the Joule effect in the

structure,

A =
QTrpl

PEM.UC

(2.26)

When simulating a particular unit cell the value of PEM.UC can be computed using

(2.25) with AT = AUC being the xy-area delimited by the UC computational box

(see figure 2.7b). Since the irradiance of a plane wave does not depend on the area

(2.25) is reduced to

PEM.UC = IrrAUC (2.27)
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A parametric study on the dimensions of the proposed unit cell will be done for

each case in order to optimize its absorbance at the working wavelength. These

optimization process is shown in chapter 4.

2.4.3 The fishbone unit cell

When simulating the fishbone unit cell, the electric field of the generated plane

wave has its linear polarization state along the long axis of the nanostrip (y-axis

in figure 2.4). Figure 2.9 shows three magnitude plots for this unit cell when in its

EM resonance. The local electric field and induced current density are zero at the

extremes of the nanostrip and maximum around its center. Following equation

(2.7), the resistive power losses due to the finite conductance of the metal are also

maximum around the nanostrip’s clamping.

y 

x 

(a) Electric field.

y 

x 

(b) Current density.

y 

x 

(c) Resistive losses.

Figure 2.9: Magnitude plots of a fishbone unit cell. Red (maximum) to blue
(minimum) color scale is used.

y 

x 

(a) Electric field.

y 

x 

(b) Magnetic field.

Figure 2.10: Magnitude plots outside the fishbone unit cell domain. Red
(maximum) to blue (minimum) color scale is used.
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Figure 2.10 shows the electric and magnetic fields outside the nanostrip domain.

While the electric field is boosted at the area surrounding the ends of the nanostrip,

the magnetic field is enhanced around its center.

2.4.4 Comparison with a multilayer absorber

Figure 2.11 shows a comparison between the multilayer absorber analyzed in sec-

tion 2.3.1 and the proposed FSS based on the fishbone unit cell when taking into

account chromium thicknesses3 from 20 to 90 nm. For every thickness the corre-

sponding unit cell dimensions are optimized4 to maximize the absorbance. In all

the devices the gap is kept constant at λ0/4 = 387.5 nm. Thanks to the optimiza-

tion process the FSS absorbance is managed to be kept approximately constant

for any chromium thickness at a roughly the 76 %. The multilayer’s maximum ab-

sorbance is 77.4 % though it can only be achieved when the metal layer is 7.5 nm

thick. Therefore, the use of FSSs as EMR absorbers is clearly justified when the

thickness of the metal layer represents a fabrication drawback.
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Figure 2.11: Evolution of the absorbance at λ0 = 1.55µm with the metal layer
thickness.

3FEM simulations with smaller thicknesses could not be performed due to not having enough
RAM memory in the workstation computer (a maximum of 24 GBytes were available)

4The optimization process is explained in section 4.1.1.
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2.5 Absorbers coupled to a variable Fabry-Pérot

cavity

As shown in figure 1.1, the proposed device is suspended above an air or vacuum

gap. When the FSS is illuminated, some part of the incident EMR is reflected,

some other absorbed by the FSS and the rest of it reaches the air-substrate inter-

face. At this interface a fraction of the downwards traveling wave is transmitted

into the substrate and the other fraction is reflected back to the FSS. The same

phenomena happens when this reflected wave reaches the bottom air-metal inter-

face. Therefore, multiple waves reflected by the upper and lower boundaries of the

cavity interfere with each other and produce a standing wave. Consequently, the

equivalent EM wave that interacts with the FSS and eventually leads to the heat-

ing of the mechanical structure depends on the thickness and material properties

of the cavity. Figure 2.12 shows a schematic of this Fabry-Pérot cavity.

Metal 

Substrate 

Gap Hg 

Figure 2.12: Schematic of the Fabry-Pérot cavity.

2.5.1 Optimizing the gap thickness: multilayer analysis

The gap thickness that maximizes the absorbance of the metal layer in the mul-

tilayer absorber sketched in figure 2.12 is the same one that also maximizes the

reflectance of the Fabry-Pérot cavity (i.e., the reflectance (transmittance) of the

metal-gap (gap-metal) interface). Assuming that air-substrate and air-metal in-

terfaces are identical flat reflective surfaces that do not absorb any radiation, the

reflectance of this ideal Fabry-Pérot cavity is given by [71]

RFP =
4Ri sin

2
(
δ
2

)

(1−Ri)
2 + 4Ri sin

2
(
δ
2

) (2.28)
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whereRi is the reflectivity of the interfaces and δ= 4πng
λ0
Hg (being ng the refraction

index of its material and Hg the thickness of the cavity, see figure 2.12).

The derivative of (2.28) as a function of the gap thickness yields

dRFP

dHg

=
2πng
λ0

(1−Ri)
2 4Ri sin(δ)

[
(1−Ri)

2 + 4Ri sin
2
(
δ
2

)]2 (2.29)

The gap thickness that maximizes the EMR reflected by the cavity can be com-

puted by equaling (2.29) to zero (which is the same as saying that the reflected

standing wave comes from a constructive interference), yielding

Hg−max = (2m+ 1)
λ0
4

(2.30)

where the consideration of ng = 1 is assumed (since the gap material is air/vacuum)

and m ∈ Z.

Therefore, the minimum gap thickness that maximizes both the EMR reflected into

the Fabry-Pérot cavity and the EMR absorbed by the metal layer is Hg = λ0/4.
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Figure 2.13: Evolution of the 20 nm thick chromium layer’s absorbance at λ0
= 1.55µm with the Fabry-Pérot cavity thickness.
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Figure 2.13 shows the absorbance curve of the multilayer absorber of figure 2.3

for a 20 nm chromium layer as a function of its gap thickness. Although in this

analysis the different materials complex refractive indexes (meaning that the cavity

interfaces are not equal and the used materials do absorb the EMR) and the finite

thickness of the metal layer have been considered, the absorbance’s maximums

almost follow equation 2.30.

2.5.2 Fishbone unit cell coupled to a variable Fabry-Pérot

cavity

When considering that the gap thickness of the fishbone unit cell is going to be

somehow modified, the response of the FSS to an incident EM wave is going to

be affected by this change. As explained in the previous section, that is because

its EM response is linked to the EM alterations of the standing wave generated

inside the cavity.
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Figure 2.14: Evolution of the fishbone FSS absorbance at λ0 = 1.55µm with
the gap thickness.
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Figure 2.14 shows the absorbance evolution with the gap thickness of a non-

optimized FSS example based on the fishbone unit cell (the FEM is used to com-

pute this curve). From the obtained results it can be seen that the gap thicknesses

for which the absorbance is maximized closely follow equation 2.30.

2.6 Thermal power per unit volume

In the previous sections different types of absorbers were compared using their

characteristic absorbance value at a certain frequency. Since the purpose of the

absorbing process is to heat up the mechanical structure, a better way of comparing

different absorbers is by analyzing their averaged heat power per unit volume.

Given the device dimensions, its value is computed as

QUC =
QTrpl

VUC
(2.31)

where QTrpl is the total time-average resistive power losses over the unit cell vol-

ume, VUC .

However, a comparison based on the particular value of QUC can only be done

when the irradiance of EM source used in the simulation of the different absorbers

is the same for each case. That is because the higher the irradiance the higher the

amount of EMR energy that contributes to the Joule effect.

Figure 2.15 shows the comparison between the multilayer absorber and the pro-

posed unit cell in terms of their thermal power per unit volume evolution with

the thickness of the metal layer. For every thickness the corresponding unit cell

dimensions are optimized to maximize the value of QUC . The simulation results

clearly show that the FSS based on the fishbone UC is a better design in terms

of the thermal power per unit volume for any chromium thickness, presenting an

enhancement up to 20 times with respect to the multilayer absorber.
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Figure 2.15: Evolution of the thermal power per unit volume at λ0 = 1.55µm
with the metal layer thickness for various absorbers. Irradiance = 1W/m2.

2.7 Summary

In this chapter the theoretical background behind the absorption of electromag-

netic radiation by matter is presented and analyzed. Thanks to this analysis an

equation governing such phenomena is obtained and applied to compute the ab-

sorption of both a simple mulilayer device and a more complex one which includes

EM resonant structures. These two absorbers are compared in terms of their ab-

sorbance parameter and their thermal power per unit volume with the metal layer

thickness. In terms of their absorbance, the conclusion of such comparison is that

the FSS-based absorber becomes a better option when the thickness of the active

layer represents a fabrication drawback. As for the thermal power, the FSS-based

absorber also shows a better performance achieving higher values for every metal

thickness. Finally, when the absorbers are coupled to a variable Fabry-Pérot cavity

their responses become periodic with the thickness of such cavity.





Chapter 3

Modeling the

opto-thermo-mechanical coupling

mechanism

This chapter is devoted to the analytic modeling of the opto-thermo-mechanical

coupling mechanism present in the proposed devices. By order of analysis, the

optical, thermal and mechanical parts are studied and later used to finally develop

the complete opto-thermo-mechanical model.

3.1 Optical part: modeling the external heat

source

As explained in chapter 2, the source from which heat is generated in the proposed

devices is the Joule effect produced by the currents induced by the electromagnetic

resonance of the device integrated nanoantennas. Therefore, the integrated FSS

can be seen as an absorber with a specific absorbance. In order to introduce this

effect into the analytic model developed in this chapter, the equivalent absorbance

as a function of the FSS vertical position within the gap cavity (which is assumed

33
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to be a function of time) is computed from FEM simulations. The vertical position

of FSS, Z(t), can be expressed by its relation with the gap thickness as

Z(t) = Hg(t)−Hg.initial (3.1)

where Hg.initial is the gap thickness after the fabrication process.

The latter equation assumes that the deflection of the mechanical structure where

the FSS is integrated is parallel to the substrate (i.e., the deflection is the same

along the x-axis, see figure 2.4). Therefore, equation (3.1) is only valid for small

deflections.

Figure 3.1 reproduces the absorbance values shown in figure 2.14 when plotting

them as a function of the FSS vertical position, taking into account equation (3.1).
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Figure 3.1: Evolution of the fishbone unit cell absorbance at λ0 = 1.55µm
with its vertical position within the gap. Hg−initial = λ0/4.

Since the obtained absorbance is periodic the Fourier series approximation can be

used to analytically reproduce its shape,

A
[
Z(t)

]
≈ F

{
A
[
Z(t)

]}
≡ F

[
Z(t)

]
(3.2)
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where

F =
a0
2

+
R∑

r=1

(
ar cos

(
2πrZ

Tp

)
+ br sin

(
2πrZ

Tp

))
(3.3)

being Tp the period of A, R> 0∈Z the order of the series and ar and br are given

by

ar =
2

Tp

∫ Z(t=0)+Tp

Z(t=0)

A cos

(
2πrZ

Tp

)
dZ (3.4)

br =
2

Tp

∫ Z(t=0)+Tp

Z(t=0)

A sin

(
2πrZ

Tp

)
dZ (3.5)

Therefore, the external heat source can be expressed as

Q
[
Z(t)

]
= PVF ≈ PVA (3.6)

where PV is the total available thermal power per unit volume of the source that

induces heat to the FSS. The simulated absorbance is defined as the ratio between

the EM power of the UC exciting wave and the heat power produced by the Joule

effect in the structure (see (2.26)),

A =
QTrpl

PEM.UC

(3.7)

When simulating a particular UC the value of PEM.UC can be computed using (see

(2.27))

PEM.UC = IrrAUC (3.8)

where AUC is the xy-area delimited by the UC computational box (see figure 2.7b).

However, when the opto-thermo-mechanical model is used to simulate the whole

designed device, this same total area must be multiplied by the number of UC

forming the entire structure (see figure 4.5). Therefore, if the total number of UC

forming the designed device is nUC , the EM power of the FSS exciting wave must

be computed as

PEM.FSS = IrrnUCAUC (3.9)
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Given the above definitions, the total available thermal power per unit volume PV

can be computed as

PV =
PEM.FSS

VT
=
IrrnUCAUC

VT
(3.10)

where VT is the total volume of the FSS structure.

The following temporal and spatial variables are defined when adimensionalizing

the time by an elastic frequency scale
(
ω2
s = EI

ρAL4

)
and the vertical position of the

FSS by the wavelength at which it is designed (i.e., λw = 1.55µm)

t̂ = tωs , Ẑ =
Z

λw
(3.11)

When using the new temporal and spatial variables equation (3.6) is transformed

into

Q
[
Ẑ(t̂)

]
= PV F̂ ≈ PV Â (3.12)

Figure 3.2 shows the comparison between the adimensionalized values of figure 3.1

and the computed Fourier series approximation of their evolution with the vertical

position of the FSS when the order of the series is R= 6.
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Figure 3.2: Evolution of the fishbone unit cell absorbance at λw = 1.55µm
with its adimensionalized vertical position within the gap.
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3.2 Thermal part: heat transfer equation

The relative1 temperature field θ(x, t) of the modeled beam subjected to the exter-

nal heat source defined by (3.6) is governed by the heat transfer equation (3.13).

Where cp is the specific heat capacity of the structural material, ρ its density and

φ(x, t) the energy flux within the beam.

cpρ
∂θ

∂t
= −∇φ+Q (3.13)

In equation (3.13) θ has been defined as

θ = Ta(x, t)− T0 (3.14)

where Ta is the absolute temperature field of the beam and T0 the ambient tem-

perature.

The following assumptions have been taken into account when deriving the above

equation:

• Assumption 1: due to the small area of the device it can be considered that

there is no heat transfer due to convection.

• Assumption 2: heat losses by radiation are negligible, inasmuch that the

structure is going to have small temperatures above ambient.

• Assumption 3: there is no energy input or output due to mechanical work.

The thermoelastic damping can be neglected since its effect is masked by

the external heat source.

• Assumption 4: the structural material is homogeneous and isotropic. The

material properties are uniform in all directions within the material.

• Assumption 5: the material properties are a function of neither pressure nor

temperature.

1For the sake of simplicity, the text refers to θ(x, t) as temperature field instead of relative
temperature field.
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• Assumption 6: the beam is heated up by an external heat source.

• Assumption 7: the external source will only cause an horizontal thermal

gradient throughout the beam length (x-direction). The clamped ends are

assumed to be in perfect thermal contact with the rigid supports (i.e., isother-

mal). Since the beam is going to be narrow, thin and made from one single

material with a high thermal conductivity, the thermal gradient along the

y-direction and the z-direction is considered to be non-existent.

From the seventh assumption, the Dirichlet boundary conditions for (3.13) are

θ = 0 at x = 0 and L (3.15)

Fourier’s law of heat conduction states that the energy flux within the beam is

directly proportional to its temperature gradient

φ = −k∇θ (3.16)

being k the thermal conductivity of the material.

Introducing the heat conduction equation into (3.13) yields

θ̇ = χθII +
Q
C

(3.17)

where dots and roman numerals denote respectively the partial differentiation with

respect to t and to x, C = cpρ and χ= k
cpρ

is the thermal diffusivity.

The following spatial, temporal and thermal variables are defined when adimen-

sionalizing the longitudinal coordinate by the beam length, time by an elastic

frequency scale
(
ω2
s = EI

ρAL4

)
, the temperature field by the ambient value and the

vertical position of the FSS by the wavelength at which it is designed

x̂ =
x

L
, t̂ = tωs , θ̂ =

θ

T0
, Ẑ =

Z

λw
(3.18)
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Rescaling (3.17) using these new variables yields the following nondimensional

equation

˙̂
θ = C1θ̂II + Q̂ (3.19)

where dots and roman numerals denote respectively the partial differentiation with

respect to t̂ and to x̂ and the following dimensionless parameters have been defined

C1 =
χ

L2ωs
, Q̂ =

Q

T0Cωs
(3.20)

Notice that in (3.20) Q is defined by (3.12).

The boundary conditions of (3.19) when taking into account (3.18) are

θ̂ = 0 at x̂ = 0 and 1 (3.21)

3.2.1 First linear temperature field mode profile

When the beam is not subjected to any external heat source, the heat transfer

equation (3.19) becomes

˙̂
θ − C1θ̂II = 0 (3.22)

Using the separation of variables technique, the temperature field of the beam can

be split into a position and a time dependent components as

θ̂(x̂, t̂) = ψ(x̂)G(t̂) (3.23)

2The solution of G for the first temperature field mode is given by

G1(t̂) = A1e
−t̂/τ1 (3.24)

2In section A.1 of appendix A the reader can find a description of the involved mathematics.
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where A1 is determined by the initial temporal conditions and the first dimension-

less time constant τ1 has been defined as

τ1 =
1

C1π2
(3.25)

3The solution for the first temperature field mode profile ψ1(x̂) is given by

ψ1 = B1 sin(κ1x̂) (3.26)

where B1 remains as an undetermined value.

The first temperature field mode profile is plotted in figure 3.3. In order to give a

value to B1, the eigenfunction ψ1 has been normalized so that

∫ 1

0

ψ2
1 dx̂ = 1 (3.27)
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Figure 3.3: First temperature field mode profile of the modeled clamped-
clamped beam.

3In section A.1 of appendix A the reader can find a description of the involved mathematics.
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3.2.2 Lumped thermal model

The temperature field θ̂ of the modeled clamped-clamped beam when taking into

account the external heat source Q̂ is governed by equation (3.19); that is,

˙̂
θ = C1θ̂II + Q̂ (3.28)

In order to transform the above partial differential equation to an ordinary one

the Galerkin space discreatization method is used. Using this procedure, the

temperature field of the beam can be expressed as

θ̂(x̂, t̂) =
M∑

m=1

ĝm(t̂)ψm(x̂) (3.29)

Assuming that the only physically real temperature field mode profile is the first

one (i.e., single-mode space discreatization: M = 1), equation (3.29) is reduced to

θ̂ ≈ ĝ1(t̂)ψ1 = T̂l(t̂)ψ1 (3.30)

4The lumped dimensionless temperature T̂l is governed by the following ordinary

differential equation

˙̂
Tl + C1T̂lκ21 = Q̂J1 (3.31)

where the constant J1 has been defined as

J1 =

∫ 1

0

ψ1 dx̂ (3.32)

Equation (3.31) can be rewritten as

˙̂
Tl + c1T̂l = c2

[
Ẑ(t̂)

]
(3.33)

where

c1 = C1κ21 , c2 = Q̂J1 (3.34)

4In section A.2 of appendix A the reader can find a description of the involved mathematics.
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Notice that while c1 is a constant parameter, c2 depends on the dimensionless

vertical position Ẑ of the FSS within the gap. The latter can be written as a

sum of a static or equilibrium position Ẑe and a dynamic or time-varying position

Ẑd(t̂),

Ẑ = Ẑe + Ẑd (3.35)

3.2.3 The static and dynamic temperatures of the lumped

thermal model

The lumped temperature T̂l can be written as a sum of a static or equilibrium

temperature T̂l.e and a dynamic or time-varying temperature T̂l.d(t̂),

T̂l = T̂l.e + T̂l.d (3.36)

The lumped equilibrium temperature can be computed setting to zero all the time

dependent variables and time derivatives of (3.33),

T̂l.e =
c2
(
Ẑ = Ẑe

)

c1
(3.37)

where Ẑe is the vertical equilibrium position of the FSS within the gap.

Hence, the lumped dynamic temperature can be computed as

T̂l.d = T̂l − T̂l.e (3.38)
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3.3 Mechanical part: the Euler-Bernoulli equa-

tion

x 

z 

wd(x,t) 

we(x) 

w0(x) 

w(x,t) 

Figure 3.4: Schematic of a clamped-clamped beam. All the deformations
defined in this section are depicted.

The transverse vibrations w(x, t) of a beam subjected to an axial load S are

governed by the large deformation Euler-Bernoulli equation (3.39)[75]. Where A

is the cross-sectional area, I the moment of inertia, D the distributed damping5

and E the modulus of elasticity of the beam material. Figure 3.4 shows a schematic

of the beam.

ρA
∂2w

∂t2
+D

∂w

∂t
+ EI

∂4w

∂x4
+ S

∂2w

∂x2
= 0 (3.39)

When both ends of this beam are clamped, the deflection and slope at these points

must be zero. Equation (3.40) groups these Dirichlet boundary conditions, where

L is the length of the beam.

w = 0 and
∂w

∂x
= 0 at x = 0 and L (3.40)

The following assumptions have been taken into account when deriving (3.39):

• Assumption 1: the beam is subjected to pure bending. The cross-section

of the beam is plane and normal to the longitudinal axis and remains plane

and normal to it after deformation (the cross-section is constant along the

length of the beam). Meaning that the beam does not suffer from in-plane

deformations, transverse shear strains nor transverse normal strains (the

5The distributed damping D can be related with the quality factor Qf of the beam as shown
in section A.8 of appendix A.
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material from which the beam is made is incompressible, it is linearly elastic

and will not deform plastically).

• Assumption 2: the beam is symmetric with respect to the plane of bending.

• Assumption 3: the structural material is homogeneous and isotropic. The

material properties are uniform in all directions within the material.

• Assumption 4: the material properties are a function of neither pressure nor

temperature.

For a rectangular cross sectional beam with centroid at the origin,

A = BH (3.41)

I =

∫

A

z2 dA =
BH3

12
(3.42)

where B is the width of the beam and H its thickness, as illustrated in figure 3.5

L 

z 
y 

x 
B 

H 

Figure 3.5: Diagram of a clamped-clamped beam with a rectangular cross
section.

Notice that the geometric discontinuities introduced by the EM resonant elements

of the actual fishbone structure (see figure 1.1) are neglected in the latter and in

the following modeling. Taking into account such characteristic would require a

much more complicated modeling.

3.3.1 Imperfections on a beam

In the case of the studied clamped-clamped beams the most important sources of

imperfections are:
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• Source 1: geometric defects introduced during the fabrication process can

cause minor changes in a beam cross-section along its length (e.g., produced

by tiny cracks or bumps in the beam).

• Source 2: the structural layer will have its top and bottom surfaces sur-

rounded by air (or vacuum if it is placed in a vacuum chamber), except the

bottom surface on its anchors supports which are bonded to the underly-

ing oxide layer. Assuming that the clamped-clamped beam has a residual

compressive stress and noticing that the anchor regions have its top surface

free, shear stresses will develop along the bottom surface of these regions in

order to counteract the residual stress. Since these shear stresses act below

the beam center line, the beam will be statically arched up away from the

substrate [61]. This same phenomena happens when the axial compressive

force is caused by the thermal stress produced when there is an increase in

the overall beam’s temperature.

• Source 3: the geometric asymmetry described before is also the cause of

another effect produced when the device is heated above its ambient tem-

perature. The metal device layer has a thermal conductivity one or two

orders of magnitude higher than the silicon dioxide sacrificial layer. Conse-

quently, heat propagates faster in the device metal layer than in the oxide

one. This phenomena causes a large through the thickness temperature gra-

dient in the anchor supports, where heat flows from the metal to the oxide.

Because of the difference between the thermal expansion coefficients of the

metal and the oxide, a bending moment that tends to statically rotate the

beam up away from the substrate is going to be created [61].

All these imperfections can be grouped into a net imperfection which accounts

for their physical effect on the beam. Therefore, a beam with a net imperfection

can be renamed as an imperfect beam. When an imperfect beam is subjected to

a compressive axial stress it statically arches downwards or upwards, even if the

corresponding force is lower than the first critical buckling load. Experimentally

this means that if a residual compressive stress develops along the structural layer
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during the fabrication process (e.g., due to thermal processes) the beam will suffer

a static deflection as soon as it is released. To account for this effect the net

imperfection can be modeled as a geometric imperfection of the beam in its natural

unstressed state [76]. Notice that this predeformation is just a way to model the

effect of the net imperfection, a physical unstressed imperfect beam is straight.

It can be assumed that the predeformation w0(x) has the same shape as the first

symmetric buckling mode6 of the beam,

w0 = A0

[
1− cos

(
2πx

L

)]
(3.43)

where A0 is the clamped-clamped imperfect beam’s central point predeformation.

Following [76], its value can be expressed as proportional to the beam’s length L

with the dimensionless parameter δ0 as the proportionality factor:

A0 =
1

2
δ0L (3.44)

Figure 3.6 shows the normalized predeformation shape of a clamped-clamped

beam.
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Figure 3.6: Normalized predeformation shape of a clamped-clamped beam.

6In section A.3 of appendix A the reader can find a description of the mathematics involved
when deriving (3.43).
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3.3.2 The Euler-Bernoulli equation of a clamped-clamped

imperfect beam

The transverse vibrations of a clamped-clamped imperfect beam are governed by

the Euler-Bernoulli equation (3.45) with the boundary conditions described by

(3.46) [76].

ρA
∂2w

∂t2
+D

∂w

∂t
+ EI

(
∂4w

∂x4
− ∂4w0

∂x4

)
+ S

∂2w

∂x2
= 0 (3.45)

w = 0 and
∂w

∂x
= 0 at x = 0 and L (3.46)

For the modeled clamped-clamped beam the axial load S groups three terms7,

S(t) = σrA−
EA

2L

∫ L

0

[(
∂w

∂x

)2

−
(
∂w0

∂x

)2
]
dx+ Fθ(t) (3.47)

The first term linearly models the load produced by an axial residual or post-

fabrication stress σr. The second one accounts, to first order, for the midplane

stretching effects induced by bending. Finally, Fθ represents the restraining com-

pressive axial load that cancels out the tensile thermal load caused by a beam

temperature field in the form of θ(x, t)> 08 (no temperature gradient in the y and

z directions). Considering a beam without a predeformation (w0 = 0) and as long

as this thermal load is smaller than the buckling load, the beam is not going to

suffer any deflection due to its action. That is because the thermal load is canceled

out by the restraining load, which is equal in amplitude an opposite in direction

to the thermal one. Being the temperature field higher than the ambient tem-

perature, the thermal force is tensile. Hence the restraining force is compressive.

Using linear thermoelasticity, the restraining temperature dependent axial force is

given by

Fθ = AαthE
1

L

∫ L

0

θ dx (3.48)

7The sign convention used is that positive loads are compressive and negative loads are tensile.
8See the seventh assumption made in section 3.2 to understand the x and t only dependencies

of the temperature field.
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where αth is the coefficient of thermal expansion and θ the temperature field of

the beam governed by equation (3.17).

Taking into account that the dimensionless temperature field can be expressed

by (3.30), equation (3.48) can be rewritten as follows by carefully taking into

consideration the admiensionalized variables of (3.18)

Fθ = AαthEJ1T0T̂l (3.49)

where J1 is computed as equation (3.32) states.

Incorporating (3.49) into (3.47), the Euler-Bernoulli equation (3.45) is rewritten

as

ρAẅ +Dẇ + EI
(
wIV − wIV0

)
+

{
σrA+ AαthEJ1T0T̂l

−EA
2L

∫ L

0

[(
wI
)2 −

(
wI0
)2]

dx

}
wII = 0

(3.50)

where dots and roman numerals denote respectively the partial differentiation with

respect to t and to x.

The transverse vibrations w can be written as a sum of a static or equilibrium

deflection we(x) and a dynamic or time-varying deflection wd(x, t) (as depicted in

figure 3.4),

w = we + wd (3.51)

The nonlinear equilibrium deflection of the beam we can be computed setting to

zero all the time dependent variables and time derivatives of (3.50) when intro-

ducing (3.51); that is,

EIwIVe +

{
σrA+ AαthEJ1T0T̂l.e −

EA

2L

∫ L

0

[(
wIe
)2 −

(
wI0
)2]

dx

}
wIIe = EIwIV0

(3.52)

where we satisfies the following boundary conditions

we = 0 and wIe = 0 at x = 0 and L (3.53)
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Taking into account (3.52) when substituting (3.51) into (3.50) yields a nonlinear

partial differential equation governing the dynamic deflection of the beam; that is,

ρAẅd +Dẇd + EIwIVd +

{
σrA+ AαthEJ1T0T̂l

−EA
2L

∫ L

0

[(
wIe
)2 −

(
wI0
)2]

dx

}
wIId −

EA

2L
wIId

∫ L

0

[(
wId
)2

+ 2wIew
I
d

]
dx

−EA
2L

wIIe

∫ L

0

[(
wId
)2

+ 2wIew
I
d

]
dx = −AαthEJ1T0T̂l.dwIIe

(3.54)

where wd satisfies the following boundary conditions

wd = 0 and wId = 0 at x = 0 and L (3.55)

The following spatial and temporal variables are defined when adimensionalizing

the longitudinal coordinate by the beam length, time by an elastic frequency scale(
ω2
s = EI

ρAL4

)
and the beam deflections by the wavelength at which the FSS has

been designed

x̂ =
x

L
, t̂ = tωs , ŵ0 =

w0

λw
, ŵe =

we
λw

, ŵd =
wd
λw

(3.56)

Rescaling (3.52) and (3.54) using these new variables yields the following nondi-

mensional equations

ŵIVe +

{
C3 + C4T̂l.e − C5

∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂

}
ŵIIe = ŵIV0 (3.57)

¨̂wd + C2 ˙̂wd + ŵIVd +

{
C3 + C4T̂l − C5

∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂

}
ŵIId

−C5ŵIId
∫ 1

0

[(
ŵId
)2

+ 2ŵIeŵ
I
d

]
dx̂− C5ŵIIe

∫ 1

0

[(
ŵId
)2

+ 2ŵIeŵ
I
d

]
dx̂ = −C4ŵIIe T̂l.d

(3.58)

where dots and roman numerals denote respectively the partial differentiation with

respect to t̂ and to x̂ and the following dimensionless parameters have been defined

9C2 =
D

ρAωs
, C3 =

σr
ρL2ω2

s

, C4 =
αthEJ1T0
ρL2ω2

s

, C5 =
Eλ2w

2ρL4ω2
s

(3.59)
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The boundary conditions of (3.57) and (3.58) when taking into account (3.51)

and (3.56) are, respectively,

ŵe = 0 and ŵIe = 0 at x̂ = 0 and 1 (3.60)

ŵd = 0 and ŵId = 0 at x̂ = 0 and 1 (3.61)

Notice that the nondimensional form of the predeformation w0 (see (3.43)) after

the nondimensionalization process becomes

ŵ0 =
1

2
δ0
L

λw

[
1− cos(2πx̂)

]
(3.62)

3.3.3 Analysis of the nonlinear equilibrium and the buck-

ling load

The equilibrium deflection ŵe of the modeled clamped-clamped imperfect beam

with respect to the inertial frame of reference (see figure 3.4) is governed by the

static nondimensional Euler-Bernoulli equation (3.57); that is,

ŵIVe +

{
P0 − C5

∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂

}
ŵIIe = ŵIV0 (3.63)

where P0 = C3 + C4T̂l.e.

Since the integral of (3.63) is constant for a given ŵ0 and ŵe, (3.63) can be rewritten

as

ŵIVe + λ2ŵIIe = ŵIV0 (3.64)

where λ2 =P0 − C5
∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂.

9The dimensionless distributed damping C2 can be related with the quality factor Qf of the
beam as shown in section A.8 of appendix A.
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10Considering that the predeformation w0 can be described by (3.62), the solution

of (3.64) is given by

ŵe =
2π2δ0L

λw (4π2 − λ2)
[
1− cos(2πx̂)

]
(3.65)

Observing (3.65) it can be seen that ŵe has the same form as the predeformation

ŵ0,

ŵe =
1

2
We

[
1− cos(2πx̂)

]
(3.66)

where the maximum static deflection is defined as We = 4π2δ0L
λw(4π2−λ2) . Notice that

this maximum is given at the beam’s central point (i.e., at x̂= 1/2).

The following equation is found when ŵe is replaced by (3.66) in equation (3.63),

W 3
e −

(
2P0

π2C5
− 8

C5
+ δ20

L2

λ2w

)
We − δ0

8L

C5λw
= 0 (3.67)
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Figure 3.7: Bifurcation diagram: evolution of the maximum equilibrium de-
flection We with the P0 load for various δ0 values. Solutions: stable (solid lines)

and unstable (dashed lines).

10In section A.4 of appendix A the reader can find a description of the involved mathematics.
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Figure 3.7 shows the qualitative evolution of We as a function of the applied load

P0 for various δ0 values. For a constant residual stress (i.e., C3 = constant) and

since the axial load P0 directly depends on the lumped equilibrium temperature

T̂l.e, figure 3.7 graphically illustrates that the beam can suffer modification of

its deflection state due and only to the effect of a thermo-mechanical coupling

mechanism.

The static buckling of the modeled beam occurs when two solutions of (3.67)

coalesce. This condition is given when the discriminant of (3.67) is zero,

∆ =

(
8

C5
− δ20

L2

λ2w
− 2Pb
C5π2

)3

+ 432
δ20L

2

C25λ2w
= 0 (3.68)

where Pb is the value of P0 when the beam buckles, the buckling load.

Solving equation (3.68) for Pb gives

Pb =
C5π2

2


 8

C5
− δ20

L2

λ2w
+

432
1
3

(
δ0

L
λw

) 2
3

C
2
3
5


 (3.69)

When the beam is perfect, meaning that δ0 = 0, the buckling load becomes: Pb = 4π2.

For this case, and as shown in figure 3.7, the variation of the maximum deflection

We as a function of P0 is symmetric through a pitchfork bifurcation originated

when P0 =Pb. Otherwise, when δ0 6= 0, this variation is not symmetric and the

beam gets buckled through a saddle-node bifurcation11.

The parameter P0 of (3.63) depends on the lumped equilibrium temperature T̂l.e,

which value can be determined by solving equation (3.37). In order to do such

computation the vertical equilibrium position of the FSS within the gap Ẑe is

considered to be equal to the beam’s central point equilibrium deflection,

Ẑe = ŵe(x̂ = 1/2) = We (3.70)

11In section A.5 of appendix A the reader can find more information on these equilibrium
ranges.
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Notice that the latter consideration neglects the actual nonflat deflection of the

beam (see the analysis done in the paragraph following equation (3.1) in page 34).

Taking into account (3.70), the lumped equilibrium temperature is given by

T̂l.e =
c2
(
Ẑe = We

)

c1
(3.71)

Using (3.71) when replacing the parameter P0 by its definition in equation (3.67)

develops the latter into the following transcendental equation

W 3
e −

[
2

π2C5

(
C3 + C4

c2
(
Ẑe = We

)

c1

)
− 8

C5
+ δ20

L2

λ2w

]
We − δ0

8L

C5λw
= 0 (3.72)

Notice that the function c2 has the Fourier series function F̂ embedded in it.

3.3.4 First natural frequency and linear undamped mode

shape around the nonlinear equilibrium

In order to obtain the differential equation governing the linear vibrations around

the nonlinear equilibrium ŵe, the nonlinear, damping and nonhomogeneous terms

plus the dynamic thermal load of equation (3.58) must be removed; yielding,

¨̂wd.lu + ŵIVd.lu +KŵIId.lu − 2C5ŵIIe
∫ 1

0

ŵIeŵ
I
d.lu dx̂ = 0 (3.73)

where K =P0−C5
∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂ and ŵd.lu satisfies the following boundary

conditions

ŵd.lu = 0 and ŵId.lu = 0 at x̂ = 0 and 1 (3.74)
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12Considering that the static predeformation ŵ0 can be described by (3.62) and

the equilibrium ŵe by (3.66), the first mode shape of (3.73) is given by

ϕ1(x̂) = A1 sin(r5x̂) +B1 cos(r5x̂) + C1 sinh(r1x̂) +D1 cosh(r1x̂) + E1 cos(2πx̂)

(3.75)

The eigenvalue problem yielding ω1 and the coefficients A1, B1, C1, D1 and E1 is

described by the following linear system of equations

B1 +D1 + E1 = 0

A1r5 + C1r1 = 0

A1 sin(r5) +B1 cos(r5) + C1 sinh(r1) +D1 cosh(r1) + E1 = 0

A1r5 cos(r5)−B1r5 sin(r5) + C1r1 cosh(r1) +D1r1 sinh(r1) = 0

−A1r5
cos(r5)− 1

4π2 − r25
+B1r5

sin(r5)

4π2 − r25
− C1r1

cosh(r1)− 1

4π2 + r21

−D1r1
sinh(r1)

4π2 + r21
− E1

(
1

2
+

16π4 δ0L
Weλw

− ω2
1

8π4C5W 2
e

)
= 0

(3.76)

where r1 =

√
−K

2
+
√
ω2
1 + K2

4
, r5 =

√
K
2

+
√
ω2
1 + K2

4
and ω1 is the first natural

frequency of the beam.

The value of ω1 is the first solution of the transcendental characteristic equation

resulting from equaling to zero the determinant of the coefficient matrix of the

linear system (3.76).

One more equation is needed to particularly obtain the values of A1, B1, C1, D1

and E1. This sixth equation is obtained by imposing the following normalization

to ϕ1, ∫ 1

0

ϕ2
1 dx̂ = 1 (3.77)

Figure 3.8 shows an example of the first linear undamped mode shape for a

clamped-clamped imperfect beam

12In section A.6 of appendix A the reader can find a description of the involved mathematics.



Chapter 3. Modeling the opto-thermo-mechanical coupling mechanism 55

0 0.2 0.4 0.6 0.8 1

0

0.5

1

1.5

x̂ - Position along the beam (a.u.)

D
efl

ec
ti

on
(a

.u
.)

Figure 3.8: First linear undamped mode shape ϕ1 of a clamped-clamped
imperfect beam.

3.3.5 Dynamic lumped mechanical model

The dynamic deflection ŵd of the modeled clamped-clamped imperfect beam is

governed by equation (3.58); that is,

¨̂wd + C2 ˙̂wd + ŵIVd +

{
C3 + C4T̂l − C5

∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂

}
ŵIId

−C5ŵIId
∫ 1

0

[(
ŵId
)2

+ 2ŵIeŵ
I
d

]
dx̂− C5ŵIIe

∫ 1

0

[(
ŵId
)2

+ 2ŵIeŵ
I
d

]
dx̂ = −C4ŵIIe T̂l.d

(3.78)

In order to transform the above partial differential equation to an ordinary one

the Galerkin space discreatization method is used. Using this procedure, the

mechanical vibrations of the beam can be expressed as

ŵd(x̂, t̂) =
N∑

n=1

q̂n(t̂)ϕn(x̂) (3.79)
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Assuming that the first vibration mode shape is the dominant one (i.e., single-

mode discreatization: N = 1), equation (3.79) is reduced to

ŵd ≈ q̂1(t̂)ϕ1 = Ŵl.d(t̂)ϕ1 (3.80)

13The lumped dimensionless mechanical vibrations Ŵl.d around the nonlinear equi-

librium ŵe are governed by the following ordinary differential equation

¨̂
Wl.d + C2 ˙̂

Wl.d +
(
I1 + C3I2 − C5I2K1 − 2C5I3K3 + C4I2T̂l

)
Ŵl.d

−C5 (2I2K3 + I3K2) Ŵ
2
l.d − C5I2K2Ŵ

3
l.d = −C4I3T̂l.d

(3.81)

where

I1 =

∫ 1

0

ϕIV1 ϕ1 dx̂ , I2 =

∫ 1

0

ϕII1 ϕ1 dx̂ , I3 =

∫ 1

0

ŵIIe ϕ1 dx̂ ,

K1 =

∫ 1

0

((
ŵIe
)2 −

(
ŵI0
)2)

dx̂ , K2 =

∫ 1

0

(
ϕI1
)2
dx̂ , K3 =

∫ 1

0

ϕI1ŵ
I
e dx̂

(3.82)

Following the nomenclature of (3.33), equation (3.81) can be rewritten as

¨̂
Wl.d + c3

˙̂
Wl.d +

(
c4 + c5T̂l

)
Ŵl.d − c6Ŵ 2

l.d − c7Ŵ 3
l.d = −c8T̂l.d (3.83)

where

c3 = C2 , c4 = I1 + C3I2 − C5I2K1 − 2C5I3K3 , c5 = C4I2 ,

c6 = C5 (2I2K3 + I3K2) , c7 = C5I2K2 , c8 = C4I3
(3.84)

3.4 The opto-thermo-mechanical model

The outputs of the opto-thermo-mechnical model developed throughout this chap-

ter should be the deflection shape ŵ and the temperature field θ of the modeled

clamped-clamped imperfect beam. With the aim to analyze the temporal behavior

of these functions they can be particularized at the central point along the beam’s

length (i.e., x̂= 1/2).

13In section A.7 of appendix A the reader can find a description of the involved mathematics.
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The deflection ŵ(x̂= 1/2, t̂) (see (3.51)) is the sum of the equilbrium deflection

ŵe(x̂= 1/2) (see (3.66)) and the dynamic deflection ŵd(x̂= 1/2, t̂). Since the dy-

namic part has been space discreatized (see (3.80)), the total deflection can be

expressed as

ŵ(x̂ = 1/2, t̂) = ŵe(x̂ = 1/2) + ŵd(x̂ = 1/2, t̂) ≈ We + Ŵl.dϕ1(x̂ = 1/2) (3.85)

The temperature field θ(x̂= 1/2, t̂) has also been space discreatized (see (3.30) and

(3.36)). Therefore, it can be expressed as

θ(x̂ = 1/2, t̂) ≈ T̂lψ1(x̂ = 1/2) =
(
T̂l.e + T̂l.d

)
ψ1(x̂ = 1/2) (3.86)

In order to solve for the variables in (3.85) and (3.86) equations (3.71), (3.33),

(3.72) and (3.83) must be firstly addressed. These equations are listed below with

the aim to summarize the complete opto-thermo-mechanical model,

T̂l.e =
c2
(
Ẑ = We

)

c1
(3.87)

˙̂
Tl + c1T̂l − c2

[
Ẑ
]

= 0 (3.88)

W 3
e −

[
2

π2C5

(
C3 + C4T̂l.e

)
− 8

C5
+ δ20

L2

λ2w

]
We − δ0

8L

C5λw
= 0 (3.89)

¨̂
Wl.d + c3

˙̂
Wl.d +

(
c4 + c5T̂l

)
Ŵl.d − c6Ŵ 2

l.d − c7Ŵ 3
l.d + c8T̂l.d = 0 (3.90)

where the relations between Ẑ and Ŵl.d, and T̂l, T̂l.e and T̂l.d are as follows

Ẑ = We + Ŵl.dϕ1(x̂ = 1/2) (3.91)

T̂l = T̂l.e + T̂l.d (3.92)

Noticing that equations (3.85) and (3.91) are the same, a lumped deflection Ŵl(t̂)

can be defined by

Ŵl.d =
Ẑ −We

ϕ1(x̂ = 1/2)
= Ŵl(t̂)−Wl.e (3.93)
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where

Ŵl =
Ẑ

ϕ1(x̂ = 1/2)
≈ ŵ(x̂ = 1/2, t̂)

ϕ1(x̂ = 1/2)
(3.94)

Wl.e =
We

ϕ1(x̂ = 1/2)
(3.95)

A system of nonlinear ordinary differential equations in the dimensionless time

t̂ for the lumped temperature T̂l and the lumped deflection Ŵl can be defined

by substituting Ŵl.d for (3.93) in (3.90) and grouping the outcome equation with

(3.88) ; that is,

˙̂
Tl + c1T̂l − c2

[
Ŵl ϕ1(x̂ = 1/2)

]
= 0

¨̂
Wl + c3

˙̂
Wl +

(
c4 + c5T̂l

) (
Ŵl −Wl.e

)
− c6

(
Ŵl −Wl.e

)2

−c7
(
Ŵl −Wl.e

)3
+ c8

(
T̂l − T̂l.e

)
= 0

(3.96)

3.4.1 About the analysis of the opto-thermo-mechanical

model

The system (3.96) can be numerically solved for a given set of parameters c1 - c8,

Wl.e and T̂l.e, obtaining the temporal evolution of T̂l and Ŵl. However, if the

irradiance value for which the system self-oscillates wants to be found, another

type of analysis has to be performed.

To examine the structure of solutions to a system of ODEs a bifurcation analy-

sis must be performed. A bifurcation is a qualitative change in the asymptotic

structure of a dynamical system. Stationary and periodic bifurcations involve re-

spectively changes in the number and/or stability of steady states and periodic

solutions (or limit cycle) [77]. The transition to self-oscillation in M/NEMS de-

vices illuminated by a CW laser has been shown to happen in a Hopf bifurcation

[58, 59]. To simplify the explanation that follows the latter statement the following

nonlinear differential autonomous system is considered

d ~X

dt
= ~F ( ~X;µ) (3.97)
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where ~X is a 3-dimensional vector, µ is a parameter, and ~F : R3 → R3 is a

nonlinear function (which takes as input real 3-tuples and produces as output real

3-tuples).

The roots of ~F are steady states and their stability can be determined by linearizing

the system about these points. Let ~P = (p1, p2, p3) be a steady state of the planar

system, then the linearization about ~P is

d ~X

dt
= J ~X =




∂F1

∂x1

∂F1

∂x2

∂F1

∂x3

∂F2

∂x1

∂F2

∂x2

∂F2

∂x3

∂F3

∂x1

∂F3

∂x2

∂F3

∂x3




~X (3.98)

where J is the 3× 3 Jacobian matrix evaluated at ~P .

A Hopf bifurcation is a periodic bifurcation in which a new limit cycle is born from

a steady state. Suppose that two of the eigenvalues of the linearization about the

steady state ~p are purely imaginary when µ=µc, but for some neighborhood to the

left of µc and some neighborhood to the right of µc the eigenvalues are complex

with non-zero real part (i.e., the eigenvalues have crossed the imaginary axis.).

Then, there is a Hopf bifurcation at µ=µc. The two most important types of

Hopf bifurcations are:

• Supercritical: the born limit cycle is stable, meaning that its amplitude will

undergo a sustained oscillation about the steady state.

• Subcritical: the born limit cycle is unstable, meaning that its amplitude will

eventually shrink to zero about the steady state.

To check for the stability of the born limit cycle the first Lyapunov coefficient must

be computed [77]. If its value is negative the Hopf bifurcation is supercritical. On

the contrary, if positive it is subcritical.
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The system (3.96) can be written as a 3-dimensional system of first order ODEs

as

Ẋ1 = −c1X1 + c2
[
X2ϕ1(x̂ = 1/2)

]

Ẋ2 = X3

Ẋ3 = −c3X3 −
(
c4 + c5X1

)
(X2 −Wl.e) + c6 (X2 −Wl.e)

2

+ c7 (X2 −Wl.e)
3 − c8

(
X1 − T̂l.e

)

(3.99)

where the steady state of the system is: (T̂l.e,Wl.e, 0).

The auto-oscillation of an OPACMEMS device would mean that for a given irradi-

ance the above system has undergone a supercritical Hopf bifurcation that raised

an stable vibration of the clamped-clamped beam. In order to find for what irra-

diance the system self-oscillates, the steady state lumped deflection and lumped

temperature as a function of the irradiance is computed. Next, the system is lin-

earlized about this equilibrium solution, and then the linear system is checked for

a pair of pure imaginary eigenvalues.

3.5 Summary

In this chapter the complete opto-thermo-mechnical model was developed starting

from the thermal and mechanical equations. The electromagnetic behavior of the

device was added to the model through an equivalent absorbance that contributes

to an applied external heat source. The thermal and the mechanical physics were

coupled through the inclusion of a temperature induced axial force in the total

axial compressive load of the Euler-Bernoulli equation governing the transverse

vibrations of the device. Taking into account the imperfections that a fabricated

device will have, the effect of the aforementioned total axial load would be the

deflection of the beam even if such load is smaller than the buckling load. That

is the reason why an imperfection factor was used to define an initial deformation

shape that was added to the mechanical modeling with the aim to correctly account

for this effect. Therefore, modeling a thermo-mechanical coupling mechanism.
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The nonlinear partial differential equations governing the opto-themo-mechanical

model were transformed to nonlinear ordinary differential equations by using the

Galerkin space discreatization method. Therefore, the complete model was ex-

pressed as a system of nonlinear coupled ODEs. At the end of the chapter the

necessary steps to theoretically verify if it exists an irradiance value at which the

system suddenly starts to auto-oscillate were described.





Chapter 4

Design and analysis of a

proof-of-concept device

This chapter is dedicated to the design and analysis of a proof-of-concept (PoC)

device based on the concepts outlined in chapter 2. The first design step is the

optimization of the proposed FSS unit cell with the aim to maximize its absorbance

at a wavelength of 1.55µm. Once the prototype is designed the analyzing process

entails the use of the model developed in chapter 3.

4.1 Frequency selective surface optimization

The first step on designing a complete PoC OPACMEMS device is the optimization

of its FSS unit cell. This optimization process is carried out through FEM sim-

ulations using COMSOL Multiphysics. The hypothesis that the more generated

heat per unit volume the better device response is assumed. Therefore, the unit

cell dimensions are defined by maximizing its value for the initial gap thickness.

The elements mostly responsible of the generated heat are the periodic nanostrips

disposed along the microbridge. Therefore, the microbridge volume essentially

contributes to the overall device volume hence lowering the final value of generated

heat per unit volume. Meaning that from the thermal point of view, the lower the

63
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microbridge volume the higher the volumetric thermal power. Nevertheless, the

best dimensions chosen when only taking into account the thermal behavior might

not be the best ones from a mechanical point of view. Thus, there is a trade-off

between the best thermal dimensions and the most adequate mechanical ones.

Figure 4.1 shows the characteristic dimensions of the fishbone UC. The overall

thickness (tsb) and the supporting beam width (wb) are fixed before the optimiza-

tion process. Consequently, the only dimensions left to determine are the width

(ws) and length (ls) of the nanostrip and the length of the supporting beam. The

thickness of the structure is chosen by taking into account the results shown in

figure 2.15 and the available fabrication capabilities able to deposit the selected

metal. The supporting beam width is fixed at a reasonable small value in order

to keep the volume low. Whereas the beam length of the UC is equal to the

lateral period (Px) of the FSS, which together with the longitudinal period (Py)

and the nanostrip dimensions are chosen from an optimization process that will

be described in the next subsections.

ws 

wb 

ls 

Px 

Py 

Figure 4.1: Characteristic dimensions of the fishbone unit cell. The thickness
of the structure tsb is not annotated.
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4.1.1 Nanostrip width and length optimization

The nanostrip width and length are set by performing a series of simulations where

the best dimensions are found by choosing the ones that give the higher thermal

power per unit volume value.

Once the unit cell geometry has been drawn, the nanostrip dimensions are pa-

rameterized with the intention of performing a geometry parametric simulation.

The optimum dimensions are found by sweeping the value of both the width and

length of the nanostrip and plotting the resulting thermal power per unit volume.

Figure 4.2 shows the first coarse parametric simulation on the nanostrip dimen-

sions of a fishbone unit cell made of chromium where tsb = 50 nm, wb = 100 nm and

Px = Py = 0.85λw = 1317.5 nm. For an specific width, the length is swept and the

thermal power per unit volume computed. This process is done for several widths

in order to coarsely determine the best one, which for this particular example is

ws = 175 nm.
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Figure 4.2: Evolution of the averaged heat per unit volume of a fishbone
unit cell at λw = 1.55µm with the length of the nanostrip for different widths.

Irradiance = 1W/m2.
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A finer adjustment on the dimensions is done by performing several simulations

where the width of the nanostrip is swept around its previously found value. Figure

4.3 shows these parametric simulations where the width of the nanostrip has been

swept ±10 nm from the initial value. Since the curve that gives the best thermal

power per unit volume (i.e., ws = 180 nm) is in the middle of two other curves

there is no need to increase or decrease the swept range of widths. In order to

find an even better value for the nanostrip dimensions a finer swept could be

made. However, and given the obtained results, there is no need to do so since

the enhancement would be very small.
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Figure 4.3: Evolution of the averaged heat per unit volume of a fishbone
unit cell at λw = 1.55µm with the length of the nanostrip for different widths.

Irradiance = 1W/m2.

As a result of the previous optimization process and for this particular unit cell,

the nanostrip dimension would have been set to ws = 180 nm and ls = 560 nm.

4.1.2 Longitudinal and lateral periods of the FSS

Part of the EM energy absorbed by the unit cells is re-emitted by the same resonant

structure. This re-emission is partially absorbed by the neighboring unit cells,



Chapter 4. Design and analysis of a proof-of-concept device 67

giving rise to a new absorbing/reemitting process. Including the effect of the

interference field created by the Fabry-Pérot cavity (see section 2.5), the resonant

elements of the FSS receive an equivalent EM field that depends on the interaction

of all the surrounding EM fields.

With the aim to study the effect of the longitudinal and lateral periods of the FSS

on its EM response, a parametric simulation on these dimensions is done. For each

period value, being both equal to simplify the analysis, the unit cell dimensions are

determined by the optimization process described in section 4.1.1. The obtained

results, shown in figure 4.4, predict that the best thermal power per unit volume

is obtained when the periods have a value between 0.8λw and 0.9λw.
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Figure 4.4: Evolution of the normalized averaged heat per unit volume of the
fishbone unit cell at λw = 1.55µm with the longitudinal and lateral periods of

the FSS. Irradiance = 1W/m2.

4.2 The unit device

The simulated EM unit cell response is obtained by imposing, through the bound-

ary conditions, that it belongs to an infinite array formed by that same exact
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cell (see figure 2.5). Therefore, an OPACMEMS device must have a similar ar-

rangement in order to obtain a fabricated device where its unit cells have an EM

response close to the simulated one. To accomplish such layout, a unit device (UD)

based on an optimized unit cell is designed and replicated. Such architecture is

shown in figure 4.5. The length of the UDs (lb) and the quantity of them establish

the total number of unit cells per device.

Anchor … Anchor 

Anchor … Anchor 

Anchor … Anchor 

Anchor 

lb 

… Anchor 

…
 

Unit device 

Unit cell 

Figure 4.5: Schematic geometry of the fishbone OPACMEMS device.

The proposed design breaks its FSS periodicity at its limits, either by the anchors

of the UDs or by both ending UDs. Nevertheless, the possible implications of such

characteristic can be neglected when characterizing the central UD.

4.3 Geometry and materials of the PoC device

The optimized unit cell of section 4.1.1 is used to design and analyze a theoretical

fishbone OPACMEMS prototype. In order to geometrically define the UD the only

dimension left to determine is its length, lb. Choosing its value fixes the number

of unit cells forming the UD and also some of its mechanical properties (e.g., its
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stiffness, total mass and volume, resonant frequency, etc.). Since from the point of

view of the device operation (i.e., accomplish the self-oscillation regime) there is

not a strategy to determine the best length value1, other constrains related with

the fabrication and characterization processes serve as the limiting factors. Such

constrains are explained in chapters 5 and 6. Therefore, and in order not to jump

a step forward into the text, in this section a length value is set and assumed to

be feasible.

Characteristic Value Defined by...

Material Cr the fabrication process (see chapter 5)

Thickness - tsb (nm) 50

taking into account the results shown in

figure 2.15 and the capabilities of the

deposition process (see chapter 5)

Beam width - wb (nm) 100
taking into account the nanostrip length

and the rigidity of the final structure

Beam length - lb (µm) 14.5 the number of unit cells

Nanostrip width - ws (nm) 180 optimization (see section 4.1.1)

Nanostrip length - ls (nm) 560 optimization (see section 4.1.1)

Lateral period - Px 0.85λw optimization (see section 4.1.2)

Longitudinal period - Py 0.85λw optimization (see section 4.1.2)

# of unit cells 11
the FSS periodicity and

the rigidity of the final structure

Gap λw/4 optimization (see section 2.5.1)

Table 4.1: Characteristics of the PoC unit device where λw = 1.55µm.

Table 4.1 summarizes the chosen characteristics of the proof-of-concept unit de-

vice, whereas table 4.2 lists the mechanical and thermal properties of the involved

1The impossibility to overcome this restriction is due to the nonlinear nature of the model.
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materials in addition to the optical ones of table 2.2.

Material ρ (kg/m3) E (GPa) ν αth (K−1) k (W/mK) c (J/kgK)

Cr 7150 279 0.21 4.9 ·10−6 93.7 448

Si 2330 170 0.28 2.6 ·10−6 130 700

SiO2 2200 70 0.17 0.5 ·10−6 1.4 730

Table 4.2: Mechanical and thermal properties of the PoC device materials.
Listed from left to right are the density (ρ), Young’s modulus (E), Poisson ratio
(ν), coefficient of thermal expansion (αth), thermal conductivity (k) and specific

heat capacity (c). All the properties where extracted from [78].

4.4 Thermal finite element analysis of the PoC

device

The thermal model developed in section 3.2 assumes that the external heat source

only cause an horizontal thermal gradient along the UD length (x-direction).

Therefore, the thermal gradient either in the direction along its with (y-direction)

or its thickness (z-direction) is assumed to be null. This assumptions have a huge

implication in the mechanical modeling, since they allow to model the beam’s tem-

perature variations as a change on its stress (see (3.47)). Otherwise the mechanical

modeling would become over complicated and much more difficult to solve. There-

fore, the verification of these assumptions becomes mandatory before considering

that the developed opto-thermo-mechanical model is valid.

The following thermal boundary conditions are added to the unit cell FEM model

developed in section 2.4.1 with the aim to link the electromagnetic and the thermal

physics:

• Boundary condition 1: the resistive power losses computed by the EM

physics are included as an external heat flux to the metal volumes high-

lighted in figure 4.6a.
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• Boundary condition 2: the supporting beam ending boundaries (colored in

figure 4.6b) are set to be at a constant temperature, modeling the heat flow

effect produced by the UD anchors acting as a heat sink.

(a) Thermal BC 1. (b) Thermal BC 2.

Figure 4.6: Thermal boundary conditions for the unit cell multiphyisics sim-
ulation.

Figure 4.7 shows several isothermal surfaces revealing that there is neither a y-

direction nor z-direction thermal gradient in the supporting unit cell beam as a

consequence of the heat flow. Therefore, the seventh assumption made in sec-

tion 3.2 can be considered accurate.

z 

y x 

Figure 4.7: Isothermal surfaces where black represents the highest tempera-
ture and withe the lowest (arbitrary units are used).
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4.5 Analysis of the PoC device opto-thermo-

mechanical model

In this section the opto-thermo-mechanical model developed in chapter 2 is used

to describe the behavior of the designed PoC OPACMEMS device. The first thing

that needs to be addressed is the analytic description of the corresponding unit

cell absorbance with its normalized position within the gap (see (3.12)). Figure

4.8 shows the obtained UC absorbance curve and its Fourier series fitting.
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Figure 4.8: Evolution of the PoC unit cell absorbance at λw = 1.55µm with
its vertical position within the gap.

In addition to the data shown in tables 4.1 and 4.2, the device’s residual stress

(σr in (3.47)) and its imperfection level (δ0 in (3.44)) need to be known in order

to apply the model. Since PoC device is designed and analyzed from a theoretical

point of view two assumptions must be made in order to assign a value to these

parameters:

• First: the value of the initial static deflection of the beam’s central point is

assumed.
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• Second: the value of the residual stress is chosen so it is lower than the first

buckling load.

Equation (3.67) can be dimensionalized by undoing the rescalation process sum-

marized in (3.56), yielding

W 3
i −

(
4L2

π2E
σr − 16

I

A
+ δ20L

2

)
Wi − 16

I

A
δ0L = 0 (4.1)

where Wi is the initial beam’s central point deflection when it is not being heated.

When taking into account the above listed assumptions and the data shown in

tables 4.1 and 4.2, equation (4.1) can be solved for σr and δ0. Table 4.3 summarizes

the chosen parameters value for the PoC device.

Wi (nm) σr (MPa) δ0 (unitless)

50 5 0.00278

Table 4.3: Initial beam’s central point deflection, residual stress and imper-
fection level of the PoC device.

The last parameter needed to be able to compute all the involved coefficients of

the model is the quality factor Qf of the resonator (or the equivalent distributed

damping D). Since this parameter can only be obtained experimentally2 its value

must be also assumed. For the PoC device it is assumed that Qf = 1000.

As explained and sketched in section 3.4.1 a bifurcation analysis of the differential

equations that describe the lumped opto-thermo-mechnical model needs to be

performed in order to examine the structure of its solutions. A custom MATLAB

[79] script was used to numerically carry out such study.

The inputs of the developed script are the unit cell absorbance data obtained by

FEM simulation (i.e., the Â values in figure 4.8), the data of tables 4.1, 4.2 and 4.3

2In section A.9 of appendix A the reader can find an explanation of how to extract the quality
factor from the frequency spectrum of a resonator.
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plus the assumed quality factor. The major computations performed by the script

for a given irradiance are summarized in the following list by order of execution:

• Fit the absorbance data to a Fourier Series, an example of the obtained

output would be the analytic expression for the F̂ values shown in figure 4.8.

• Compute the equilibrium solution following the steps described in section 3.3.3.

Thus, obtaining the values of Wl.e and T̂l.e.

• Calculate the first natural frequency and the associated linear undamped

mode shape around the previously found equilibrium following the steps

described in section 3.3.4. As a result, the value of ω1 and the expression for

φ1 are obtained.

• Compute the c1− c8 coefficients of the complete opto-thermo-mechanical

model described by the system of nonlinear differential equations (3.96).

• Solve the system of nonlinear differential equations (3.96).

4.5.1 Analysis of the model parameters

When the irradinace value is changed some of the model parameter must be recom-

puted inasmuch that their value or expression depend upon it. Table 4.4 classifies

the model parameters between those that depend on the irradiance and those that

do not.

Irradiance dependent c2, c4, c5, c6, c7, c8, ϕ1, Wl.e, Tl.e

Irradiance independent c1, c3

Table 4.4: Irradiance dependent and independent model parameters.

Figure 4.9 graphically illustrates the evolution of the irradiance dependent model

parameters, the P0 parameter (see (3.63)) and the buckling load Pb are also in-

cluded. The first included graph shows that there is a thermo-mechanical coupling
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mechanism between the irradiance and the lumped equilibrium deflection of the

beam’s central point. Such effect is the outcome of having included a thermal force

in the axial load of the beam (see (3.47)), which is reflected in the C4T̂l.e term of

equation (3.63). However and as shown in figure 3.7, this effect only exists if the

clamped-clamped beam is imperfect (i.e., δ0 6= 0)3.
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Figure 4.9: Evolution of the irradiance dependent opto-thermo-mechanical
model parameters of the PoC device.

3In appendix B the reader can find a deeper analysis of the irradiance dependent parameters.
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4.5.2 Numerical analysis: tracking the auto-oscillations

Has explained in section 3.4.1 the equilibrium solutions of the opto-thermo-

mechanical model (3.96) must be calculated and analyzed with the aim to de-

termine if it exists an irradiance at which the system of nonlinear differential

equations self-oscillates.

The first step of this analysis begins by monitoring the eigenvalues of the Jacobian

of the dynamical system linearitzed about the equilibrium solution while increasing

the irradiance. The equilibrium solution loses stability in a Hopf bifurcation when

the pair of eigenvalues coming from the mechanical equation cross the imaginary

axis.

Once it is determined that a Hopf bifurcation occurs for a particular irradiance, its

stability must be studied. Rather than computing the first Lyapunov coefficient,

the stability is studied by analyzing the temporal solution at a higher irradiance

value than the one at which the bifurcation occurred. If this temporal solution ex-

hibits a limit cycle, it is then established that the Hopf bifurcation is supercritical.

On the contrary, if no limit cycle exist at a higher irradiance it is subcritical.

The final step of this numerical analysis is the tracking of the auto-oscillation

amplitude while the irradiance is increased beyond the bifurcation point.

Figure 4.10 depicts the auto-oscillation amplitude of the PoC beam’s central point

obtained by performing the above described numerical analysis. As it can be seen,

the steady state of the dynamical system suffers a transition to periodic motion

at an irradiance value of Irr =H = 210mW/mm2.

Figure 4.11 shows the temporal oscillating behavior of the PoC beam’s central

point displacement for Irr = 400mW/mm2. For this particular irradiance value, the

transverse vibration of the beam has a frequency of 2.14 MHz. During this self-

oscillation state the absorbance values of the PoC device are located and oscillate

along the region enclosed by the vertical dashed lines of figure 4.12. Due to the

initial deflection of the beam, this absorbance region is not symmetric about the

vertical position Ẑ = 0.
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Figure 4.10: Evolution of the auto-oscillation amplitude as a function of the
irradiance for the theoretical PoC device. The Hopf bifurcation is produced at

Irr =H = 210mW/mm2.
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Figure 4.11: Temporal evolution of the PoC beam’s central point displacement
for Irr = 400mW/mm2. The frequency of oscillation is 2.14 MHz.
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Figure 4.12: Evolution of the PoC unit cell absorbance at λw = 1.55µm with
its vertical position within the gap. The absorbance values for Irr = 400mW/mm2

oscillate along the region enclosed by the vertical dashed lines. ∆F̂ = 0.0855.

Figure 4.13 depicts the temporal oscillating behavior of the PoC beam’s average

temperature above T0 for Irr = 400mW/mm2. Since the average temperature directly

depends on the absorbance of PoC device (see (3.33)), its temporal evolution can be

attributed to the fact that the absorbance region of figure 4.12 is highly nonlinear.
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Figure 4.13: Temporal evolution of the PoC beam’s average temperature
above T0 for Irr = 400mW/mm2.
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Figures 4.14 and 4.15 respectively depict the displacement versus velocity of the

beam’s central point and the beam’s central point displacement versus the beam’s

average temperature phase planes. The closed trajectories displayed in both of the

phase planes are the representation of the stable limit cycle born after the Hopf

bifurcation transition.

−0.02 0 0.02 0.04 0.06
−1.5

−1

−0.5

0

0.5

1

1.5

ŵ
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Figure 4.14: Phase plane: displacement versus velocity of the beam’s central
point for Irr = 400mW/mm2.
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Figure 4.15: Phase plane: beam’s central point displacement versus beam’s
average temperature above T0 for Irr = 400mW/mm2.
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4.6 Numerical analysis: changing the gap and

the quality factor of the PoC device

During the design of the theoretical proof-of-concept device analyzed in the previ-

ous section several assumptions were made in order to obtain a device with feasible

dimensions, common materials and reasonable characteristics. The only parame-

ter obtained after an optimization process was the absorbance of the device’s EM

resonators. However, the goal of such process was not the optimization of the irra-

diance value at which the device would self-oscillate. Its goal was to maximize the

absorbance at a particular wavelength and using a unit cell with a particular cav-

ity length, assuming that a higher absorbance would decrease the irradiance value

at which the system starts to auto-oscillate. Nevertheless and after the analysis

of the PoC device model, it can not be asserted that such assumption is valid.

The opto-thermo-mechanical model was developed with the aim to theoretically

understand and characterize the behavior of an ideally fabricated OPACMEMS

device. However and inevitably, the fabrication process will introduce changes

to all of the assumed properties and dimensions (e.g., the optical properties of

the structural metal, its thickness, its mechanical properties, etc). The nonlinear

nature of the opto-thermo-mechanical model added to the factor that during the

modeling process a FEM simulator is needed, a theoretical analysis of the variabil-

ity of all the involved properties and dimensions in order to optimize the irradiance

value at which the system starts to auto-oscillate turns out to be cumbersome if

not impossible. Therefore and rather than being a tool to optimize the theoretical

OPACMEMS devices, the model is a tool to explain their physical behavior. Con-

sequently, the inputs of the model must be obtained by performing the pertinent

measurements on the fabricated device.

The following sections include the results of several numerical analysis with the

aim to obtain some insight about what happens when the gap length and the

quality factor of the proof-of-concept device are changed.
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4.6.1 Gap length

The length of the PoC device gap was set at 387.5 nm as a result of the analysis

performed in section 2.5.1. It seems logical that if this value changes, the dynamic

behavior of the UD it is also going to change. Figure 4.16 depicts the PoC de-

vice absorbance when the gap value is 587.5 nm (i.e., a Z0 = 200 nm increase with

respect to the initially designed value). Comparing this graph with the one in

figure 4.8 and as expected, the absorbance evolution has been shifted towards the

left and now the maximum absorbance is not accomplished at Ẑ = 0.
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Figure 4.16: Evolution of the PoC unit cell absorbance at λw = 1.55µm with
its vertical position within the gap when its initially designed value is 587.5 nm.
The absorbance values for Irr = 400mW/mm2 oscillate along the region enclosed

by the vertical dashed lines. ∆F̂ = 0.103.

Figure 4.17 depicts the obtained auto-oscillation amplitude when Ẑ0 = 0.129. As

it can be seen, the steady state of the dynamical system suffers a transition to

periodic motion at lower irradiance value than for the initial designed PoC device

(i.e., for Ẑ0 = 0). Additionally, the amplitudes of the self-sustained mechanical

oscillations are higher than the ones plotted in 4.10.
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Figure 4.17: Evolution of the auto-oscillation amplitude as a function
of the irradiance when Z0 = 200 nm. The Hopf bifurcation is produced at

Irr =H = 100mW/mm2.
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Figure 4.18: Temporal evolution of the PoC beam’s average temperature
above T0 for Irr = 400mW/mm2 when Ẑ0 = 0.129.

Figure 4.18 shows the temporal oscillating behavior of the beam’s average tem-

perature above T0 for Irr = 400mW/mm2 when Ẑ0 = 0.129. Unlike the data shown

in figure 4.13, its temporal evolution has an almost sinusoidal shape that can be
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attributed to the fact that the absorbance region of figure 4.16 can be considered

to be almost linear.

4.6.2 Quality factor

Figure 4.19 depicts the auto-oscillation amplitude of the PoC beam central point

when the quality factor is assumed to be Qf = 10000 and the initial gap 387.5 nm.

As it can be seen, the steady state of the dynamical system suffers a transition

to periodic motion at an irradiance value of Irr =H = 180mW/mm2. Thus, increas-

ing the quality factor (i.e., decreasing the damping) decreases the irradiance at

which auto-oscillation begins. Although, the amplitude of oscillation for a given

irradiance value slightly decreases.
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Figure 4.19: Evolution of the auto-oscillation amplitude as a function
of the irradiance when Qf = 10000. The Hopf bifurcation is produced at

Irr =H = 180mW/mm2.

4.7 Summary

In this chapter a proof-of-concept device featuring both micro and nanometric

dimensions is designed and analyzed. The device’s EM resonators acting as an
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absorber were optimized using a finite element analysis (FEA) software. Due to

the nonlinear nature of the devices auto-oscillation principle, some of the PoC

device dimensions and characteristic had to be assumed in order to theoretically

analyze its dynamic behavior. Making use of the opto-thermo-mechanical model

developed in chapter 3 an irradiance of 210mW/m2 was predicted to induce the

device self-oscillation. Finally, two studies were performed in order to qualitatively

show how does the irradiance value for which the device suffers a transition to a

periodic motion depend on both the device’s gap length and its quality factor.



Chapter 5

Fabrication

In this chapter the custom approach for the OPACMEMS devices fabrication is

described and used to process several chips. The results obtained are also included

and analyzed.

5.1 Fabrication process

A custom process was developed in order to fabricate the OPACMEMS devices.

Figure 5.1 shows the sequential steps of this microfabrication approach.

The process starts from a silicon wafer1 (step #0) where a layer of ≈ 387.5 nm

(λw/4 with λw = 1.55µm) silicon dioxide is thermally grown (step #1). A precise

SiO2 thickness can be obtained by controlling the temperature and the duration of

the oxidation process. Then the Si/SiO2 wafer is diced into 1.5 cm× 1.5 cm pieces.

The next steps are done using one of the cleaved chips.

Electron beam lithography (eBL) is used to pattern the designed submicron ge-

ometry on top of the SiO2 layer. The eBL writing process begins by performing

a dehydration bake on the chip in a hotplate2. The next step is the deposition

1The used wafer had a diameter of 100 mm and a thickness of 525µm. Its impurity doping
was bulk P-type and its crystallographic orientation was (100).

2This process was done at 150 ◦C for 30 sec.

85



Chapter 5. Fabrication 86

Silicon SiO2 Resist Metal

(a) Step #0: silicon wafer. (b) Step #1: silicon dioxide growth.

(c) Step #2: Resist spinning. (d) Step #3: Resist exposition.

(e) Step #4: Resist development. (f) Step #5: metal deposition.

(g) Step #6: metal lift-off. (h) Step #7: silicon dioxide etching.

Figure 5.1: Steps of the fabrication process. For each step, cross-section (left)
and top view (right) are shown.

of a bilayer of positive resists by spinning (step #2). The first layer, made of a

copolymer 3, helps during the metal lift-off process due to its high solubility when

developed. While the second one, made of PMMA4, provides a better resolution

when defining the submicron features. Both spinning processes were followed by

a soft-bake5.

The desired geometry is written onto the sensitive resist by a focused beam of

3The used copolymer resist was based on a mixture of methyl methacrylate (MMA) and 8.5%
of methacrylic acid (MAA) formulated in ethyl lactate with a 6-11% of solid contents (EL6). It
was spunt at 1500 rpm for 1 min, giving a 200-300 nm thick layer.

4The used resist was PMMA with a molecular weight of 950 K and a 2-7% in anisole of solid
contents (A2). It was spunt at 1500 rpm for 1 min, giving a 100 nm thick layer.

5This process was done at 150 ◦C for 30 sec.
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high energy electrons6. A voltage of 10 kV, an aperture of 20µm, a current of

80 pA and an area dose of 100 µC/cm2 are the typical used microscope values when

transferring the pattern (step #3). The exposed areas are then developed7 (step

#4).

The next fabrication step is the deposition of the desired metal (step #5). The

metal that is not directly adhered to the SiO2 surface is removed using a standard

lift-off procedure in acetone (step #6). Etching8 the sacrificial SiO2 layer (step

#7) releases the structure and completes the fabrication process.

From the fabrication point of view, chromium9 is chosen to be the device material

because, unlike standard metals used in nanotechnology such as Au, Al or Pt, it

withstands the SiO2 wet etching process.

5.2 Fabrication results

The OPACMEMS devices fabrication process was mostly carried out at the

nanofabrication facilities of the IMB-CNM (Institut de Microelectrònica de

Barcelona - Centre Nacional de Microelectrònica), except the metal deposition

that was performed at the CIN2 (Centre d’Investigació en Nanociència i Nanotec-

nologia).

This section is divided in two subsections where the remarkable results obtained

from different chips are described.

6The used electron beam microscope was a Raith 150-TWO.
7This process was done by immersing the chip in a mixture of 1 part of methyl isobutyl

ketone (MIBK) and 1 part isopropyl alcohol (IPA) during 30 sec. The development procedure
was stopped by rinsing the sample with IPA for 30 sec and drying it with nitrogen.

8The commercially available SiOetch etchant was used to etch the SiO2 layer at an approxi-
mate rate of 1000 Å per minute.

9It was electron beam evaporated using an evaporator (AJA International) working at 8 kV.
The deposited thicknesses were between 50 and 100 nm.
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5.2.1 Proof-of-fabrication chip

Prior to the design of the proof-of-concept device analyzed in chapter 4, several

OPACMEMS devices with non-optimized EM resonators were fabricated with the

aim to validate the proposed fabrication process. The design include unit devices

with lengths between 1 and 15µm (lb) and a width of 100 nm (wb). While the

nanostrips have a length of 450 nm (ls) and a width of 100 nm (ws). The deposited

chromium layer was approximately 90 nm thick. Figure 5.2 shows various SEM

images of these proof-of-fabrication (PoF) devices after their releasing process.

60 μm 2 μm 

4 μm 4 μm 

Figure 5.2: SEM images of several OPACMEMS PoF devices.

From the SEM images of the PoF chip it can be point out that if the chromium

layer has a residual stress it has to be tensile inasmuch that they do not seem to

be deflected upwards or downwards (shape that could be attributed to a residual

compressive stress, as explained in section 3.3.1). It also can be seen that several

unit devices are broken. This can be attributed to the combined effect of the

non-uniform chromium layer and the residual tensile stress.
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5.2.2 Fabrication of the proof-of-concept device

In this section the results obtained by the fabrication of various OPACMEMS

devices are shown and analyzed. In contrast with the previous section, all of the

fabricated devices are designed using the optimized unit cell of the PoC device

studied in chapter 4. The dimensions of this UC can be found in table 4.1.

Figure 5.3 shows four SEM images corresponding to four different processed chips.

As it can be seen, all of the shown devices were unsuccessfully fabricated. The

following list comments each of the images:

• Figure 5.3a: as a consequence of the chromium layer being too thin (less

than 50 nm) the only parts of the unit devices that remained after the SiO2

etch are their clamped ends and, stuck to the silicon substrate, the regions

where the nanostrips were defined.

• Figures 5.3b and 5.3c: this images show OPACMEMS devices where the

chromium lift-off process was not able to remove the metal between adja-

cent unit devices. After a series of fabrication tests, it was determined that

the time between the metal deposition and its lift-off should be as short

as possible in order to successfully pull out the chromium of these zones.

This problem was not encountered during the fabrication of the PoF devices

because the separation between adjacent unit devices was 432 nm larger.

• Figure 5.3d: as a consequence of the previously described unsuccessful metal

lift-off, some of the processed chips had all their unit devices ripped off the

anchor pads after the SiO2 etch.
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Figure 5.3: SEM images of several unsuccessfully fabricated OPACMEMS
devices.

After improving the fabrication process new chips were processed using the PoC

device design. Figures 5.4a and 5.4b correspond to two different PoC OPACMEMS

devices. As it can be seen, only two or three UDs per sample were successfully

fabricated. To further illustrate this yield, figure 5.4c shows a tilted image of

a PoC device where the electronic shadow reveals which of the UDs are properly

suspended and which ones are resting on the silicon substrate due to their breakage.

In order to study the effect of the UDs length, shorter devices were also fabricated.

Figure 5.4d shows the tilted image of an OPACMEMS device having seven unit

cells and a total length of 9.22µm (the UDs length of the PoC device were 14.5µm).

It can be appreciated that six of the eleven UDs were successfully fabricated.
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Figure 5.4: SEM images of several attempts to fabricate the OPACMEMS
PoC device.

In chapter 4, and with the aim to study the behavior of the PoC device using the

developed opto-thermo-mechanical model, the residual compressive stress and the

imperfection level of the chromium layer were assumed. Both of these parameters

can be experimentally extracted by measuring the static deflection profile of the

fabricated devices. Nevertheless, such procedure can only be performed if the

residual stress is compressive as long as a tensile stress would not deflect the

clamped-clamped mechanical structure. If the characterized devices share the

same structural layer, it can be considered that their residual compressive stress

and imperfection level are approximately the same. An atomic force microscope

(AFM) can be used to characterize the static deflection of several devices having

different lengths. The value of the maximum deflection for each of the devices

(which should be located at each of the beam’s central point) can be fitted to

equation (4.1) with the method of least squares, solving for the values of σr and

δ0 which minimize the error of the theoretical central point deflection as in [76].
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However and as pointed out in section 5.2.1, the residual stress of the chromium

layer seems to be tensile rather than compressive.

An AFM10 working at a non-contact mode was used to study the topography of

the fabricated PoC devices. Figure 5.5 shows the topography image of the set of

three OPACMEMS unit devices shown in the top of figure 5.4d.
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Figure 5.5: AFM image of a set of three OPACMEMS unit devices.

Figure 5.6 depicts the height profile along the horizontal H1 line of figure 5.5.

From this profile it can be seen that the sample was slightly tilted (∼ 0.05 o)

during the AFM measurements. Furthermore, it can be seen that the thickness of

the chromium layer plus the length of the gap is 93 nm when it should be 437.5 nm

(from table 4.1, 387.5 nm + 50 nm). The growth of a too thin layer of SiO2 and/or

its partial etching are assumed to be the major cause(s) of such discrepancy, though

further measurements should be performed in order to verify it.
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Figure 5.6: Height profile along the horizontal H1 line of figure 5.5.

10The used atomic force microscope was a NT-MDT Solver Nano.
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Figure 5.7 depicts the height profile along the horizontal H3 line of figure 5.5 where

the seven EM resonators are clearly distinguishable.
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Figure 5.7: Height profile along the horizontal H3 line of figure 5.5.

Figure 5.8 depicts the height profile along the horizontal H2 line of figure 5.5,

where rather than correct the sample’s tilt a dashed line joining the first points of

the unit device anchors has been added for comparison. Due to the roughness of

the deposited chromium layer several peaks having a height of a few nanometers

appear in the latter profile (characteristic that can be clearly grasp in the SEM

image of figure 5.9). Comparing the measured profile along the beam’s length

with the dashed straight line it can be concluded that the beam is not deflected

upwards. Such conclusion verifies the post-fabrication residual stress is tensile

rather than compressive.
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Figure 5.8: Height profile along the horizontal H2 line of figure 5.5. The
dashed line joins the first and the last points of the profile, points that corre-

spond to the anchors of the unit device.
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200 nm  

Figure 5.9: Detail of a unit device surface where the roughness of the
chromium can be appreciated.

The conclusion that can be extracted from the fabricated samples is that the de-

posited chromium layer has a residual tensile stress. Consequently, the characteri-

zation process aimed to obtained the value the imperfection level of the fabricated

OPACMEMES devices can not be applied. Such consequence does not imply that

the fabricated devices can not auto-oscillate. However and from the modeling point

of view, a clamped-clamped imperfect beam having a residual tensile stress would

not start to deflect thanks to the thermo-mechanical coupling mechanism until

the restraining compressive axial load (Fθ in (3.47)) compensates the axial load

produced by the residual tensile stress (σrA in (3.47)). Or in other words, when

in equation (3.63) P0 = 0 (i.e., when C3 =−C4T̂l.e being C3< 0). Consequently, the

absorbance value would be constant until this event happens; eliminating the pos-

sibility to establish any relationship between the irradiance and the deflection of

the beam. Figure 5.10 depicts the evolution of the maximum equilibrium deflec-

tion of a clamped-clamped imperfect beam having a tensile residual stress with the

irradiance. At Irr = Irr.c the thermally induced compressive stress compensates the

residual tensile stress and the thermo-mechanical coupling mechanism appears.
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Figure 5.10: Bifurcation diagram: evolution of the maximum equilibrium
deflection of a clamped-clamped imperfect beam having a residual tensils stress

and an imperfection level δ0 6= 0 with the irradiance.

5.3 Residual stress in thin films

Beneficial or not, almost all deposited thin films have a residual net stress σr as a

consequence of either external or internal sources [80].

The most well-known and common extrinsic stress is due to the mismatch in the

thermal expansion coefficient between the film and the substrate where it is begin

deposited. A thermal stress is developed in a film/substrate composite structure

when subjected to a uniform temperature change. The two different materials are

going to suffer different amounts of either contraction or expansion due to this

temperature variation. However and since the substrate is very thick compared

to the film, it can be assumed that the thin film will suffer the same thermal

contraction or expansion as the substrate. Thus and neglecting the Poisson effect,

the thermal stress in the thin film can be expressed using linear thermoelasticity

as the difference between the substrate stress and the stress that the beam would
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suffer if it was not attached to the substrate,

σr.th = E (αth.s − αth.f ) ∆T (5.1)

where E is the Young’s modulus of the film, αth.s the thermal expansion coefficient

of the substrate, αth.s the thermal expansion coefficient of the film and ∆T the

temperature change. Since the thin film is deposited on the thick substrate at an

elevated temperature and subsequently cooled at ambient temperature, the ∆T

parameter will always be positive.

Following the stress sign convention adopted in chapter 3 (i.e., a positive stress

is compressive and a negative stress is tensile) if αth.s>αth.f a compressive stress

will be developed in the thin film, on the contrary if αth.s<αth.f it will be tensile.

Therefore and taking into account the coefficients of thermal expansion included

in table 4.2, it can be concluded that the thermal stress developed in the structural

layer of the OPACMEMS devices will be always tensile.

On the other hand, intrinsic stress reflects the internal structure of a material

during its deposition. Therefore, its value depends upon the deposition rate and

temperature, the pressure in the deposition chamber, the incorporation of for-

eign atoms, the grain structure of the deposited film, etc. Intrinsic stresses are

analytically difficult to model because they are less clearly understood than ex-

trinsic stresses, that is why they are often studied by performing experimental

measurements [81–83].

The net residual stress σr of a thin film is a result of both the extrinsic and intrinsic

stresses. The fabrication of suspended clamped-clamped beams made directly out

of a deposited thin film can be used to measure its local residual stress. As soon

as the structures are released the stress will be relaxed. If the stress is compressive

the beam will suffer a deflection which could be later measured (as explained in

section 3.3.1, the beam can be deflected even though the residual stress is lower

than the buckling stress. Notice that in this case the beam will be simply deflected,

not buckled). In contrast, a tensile stress is more difficult to be relaxed and that is
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why other structures must be used in order to measure their local post-fabrication

stress [84, 85].

Measurements of the fabricated PoC OPACMEMS devices lead to the conclusion

that a residual tensile stress had developed in the deposited chromium layer. How-

ever, the value of such stress can not be measured using the fabricated structures.

Evaporated chromium films of about a few tens of nanometers have been measured

to exhibit residual tensile stress of between 1 and 2 GPa [86]. Assuming that fabri-

cated structures have a similar residual stress value, the equilibrium temperature

at which the unit devices would have to be heated to compensate such stress can

be compute using linear thermoelasticity as

Te =
σr
Eαth

(5.2)

If the above equation is evaluated using the chromium properties (i.e., E= 279 GPa

and αth = 4.9·10−6 K−1) and assuming that the residual stress is σr = 1.5 GPa, it

yields an equilibrium temperature of 1097 K (or 823.85 oC). Using equation (3.37)

with the proper adimensionalization and assuming that the absorbance of the

PoC devices is maximum (i.e., Â= 0.55 as shown in figure 4.8), it can be com-

puted that the irradiance needed to induce the previously computed equilibrium

temperature would be Irr.c,= 3.74·107 W/m2. The experimental measurements pre-

sented in section 6.3.4 demonstrate that such irradiance can not be attained using

the assembled characterization setup.

5.4 Summary

In this chapter the OPACMEMS devices fabrication process has been presented.

Several unsuccessfully fabricated devices were used to point out and enhance some

of the fabrication steps. Applying the necessary changes, various chips were pro-

cessed with the aim to obtain the proof-of-concept devices designed and analyzed

in chapter 4. One of the assumptions made in chapter 3 during the modeling

of these devices was that their structural layer had a residual compressive stress.
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However, in this chapter it has been found that the chromium layer had a residual

tensile stress. Although such characteristic does not necessarily imply that the

devices could not auto-oscillate, it though implies that the self-oscillation state

would be harder to achieve. From the modeling point of view, the aforementioned

characteristic introduces a discontinuity in the developed opto-thermo-mechanical

model. Once the point of discontinuity has been achieved, the proposed model

can be used to theoretically analyze the behavior of the devices.



Chapter 6

Optical characterization setup

In this chapter the optical setup assembled with the aim to characterize the de-

signed OPACMEMS devices is presented. The various elements forming the system

are described and their purpose explained. Finally, several experimental measure-

ments that demonstrate the capabilities of the assembled setup are included and

analyzed.

6.1 Setup description

The movement of the OPACMEMS devices is induced by the incidence of infrared

light upon them. Given their micro/nano dimensions, detecting such movement

represents a challenge that can be achieved by using capacitive, piezoresistive,

piezoelectric or optical sensing techniques. While the latter technique can be im-

plemented both inside and outside of the device’s chip, the other ones must be

partially implemented in the same chip. The particularities of an in-chip sensing

technique must be taken into account during the device’s fabrication. The PoC

OPACMEMS devices fabrication process described in chapter 5 was designed with-

out the aim to incorporate an in-chip sensing technique. Consequently, an optical

detection scheme is the only option left to be able to characterize the fabricated

devices.

99
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The commercially available optical components can be classified by their working

wavelength range (where their specifications are met). The visible (400-700 nm),

near-infrared (NIR, 700-1100 nm) and infrared (IR, 1100-1600 nm) are the most

used spectral regions for the design of optical characterization setups. Since the

OPACMEMS devices must be perpendicularly illuminated with infrared light at

λ0 = 1.55µm, a laser source with this particular wavelength must be added in the

setup’s design. Given the above mentioned spectral regions, three schemes were

contemplated during the design process of the whole optical setup. The differences

between them lie in the detection technique:

• Two IR lasers scheme: the second laser is used to detect the motion of the

device. Since both lasers shine light at the same spectral region, their optical

path could be shared. A photodetector is used to capture the light reflected

from the sample’s surface.

– Advantages: the setup only has one optical path and the light used to

detect the motion has a different wavelength that the one used to excite

it.

– Disadvantages: two laser sources and their respectively controllers are

needed. An undesired excitation of the device’s EM resonators can also

be produced by the second laser beam.

• One IR and one visible laser scheme: the visible laser (e.g., HeNe

λ0 = 632.8 nm) is used to detect the motion of the device by obliquely fo-

cusing its beam on the sample surface in the same way as in an AFM. A

position sensing detector (PSD) would be used to capture the light reflected

from the sample’s surface.

– Advantages: the light used to detect the motion has a different wave-

length that the one used to excite it. The device’s EM resonators can

not be excited by the second laser beam. The detection technique is

very well-known and widely used.
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– Disadvantages: the setup has two optical paths. Two laser sources and

their respectively controllers are needed.

• One IR laser scheme: the same laser is used to excite the EM resonators and

to read the motion of the device. A photodetector is used to capture the

light reflected from the sample’s surface.

– Advantages: only one laser source is needed. The optical components

can be specifically designed for light with λ0 = 1.55µm.

– Disadvantages: none a priori.

Given the pros and cons of the above mentioned schemes and the available budget,

the third option was chosen. Figures 6.1 and 6.2 respectively show a diagram and

a picture of the final designed and assembled setup. Details of the most important

vacuum, optical and electrical components of the assembled setup can be find in

appendix C.
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Figure 6.1: Diagram of the characterization setup including vac-
uum, optical and electrical components. Used terminology: BB = beam
blocker, BS = beamsplitter, C = collimator, L = lens , PD = photodetector,
MO = microscope objective, WLS = white light source, V = viewport,
S = sample, VC = vacuum chamber, VG = vacuum gauge, VV = venting valve,
AV = angle valve, HVPS = high vacuum pumping station and SMAs = SMA

feedthroughs.
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Figure 6.2: Picture of the characterization setup including vacuum, optical
and electrical components.

6.1.1 Vacuum system

The sample chip (S) is placed in a vacuum chamber (VC) capable of being pumped

to pressures below 1·10−7 mbar. Such low pressure ensures that the motion of the

to be measured nano/microdevices is not damped by the surrounding gases (i.e.,

the device dissipation is in the intrinsic regime, where the mechanical losses are

due to other effects rather than because of the squeeze film damping effect [87]).

The sample is situated near a viewport (V) through which it is illuminated. This

optical window is round (diameter = 104 mm and thickness = 8 mm) and made of

borosilicate glass, which has an ∼82 % transmission at λ0 = 1.55µm. The vacuum

pressure is achieved using a high vacuum pumping station (HVPS) consisting of an

air cooled turbomolecular pump backed by a dry diaphragm one, both operated

through a control unit and connected to the chamber via a highly flexible cor-

rugated hose. The pressure level is monitored using a vacuum gauge (VG) with

two heads (Pirani and cold cathode) connected to the control unit. A venting

valve (VV) is used to break the vacuum before opening the chamber. In order to

isolate the pumping station from the rest of the vacuum elements an angle valve

(AV) is mounted at the end of the corrugated hose. Electrical connectivity with

the sample can be achieved by using the three female-female SMA feedthroughs



Chapter 6. Optical characterization setup 103

(SMAs) embedded into one of the lateral faces of the chamber. Since the position

of the laser spot can not be modified, the vacuum chamber is mounted on top of

a custom XYZ-axis translation platform that allows the positioning of the sample

under characterization. Sub-micron resolution on the chamber displacements are

achieved using the platform’s manual fine micrometer drives.

6.1.2 Optical system

The laser illumination of the devices is performed by an infrared (λ0 = 1.55µm)

single-frequency laser diode operating with a continuous wave. The laser package

contains an integrated thermoelectric cooler, a thermistor and an optical isolator

with a polarization maintaining output fiber. While the isolator prevents unwanted

feedback into the laser diode, the fiber preserves the linear polarization state of the

generated laser beam. The diode’s output optical power can be precisely adjusted

by controlling the operating current and temperature (the maximum achievable

power is obtained when the diode’s forward voltage is 1.8 V). A triplet fiber colli-

mator (C) is connected at the end of the laser’s fiber to produce a nearly gaussian

collimated beam. Since the EM response of the OPACMEMS devices depends on

the polarization of the incident EMR, a zero-order half-wave plate (λ0/2) is mounted

right after the collimator and used to conveniently rotate the beam’s polarization

state. A 70:30 (reflection:transmission ratio) non-polarizing cube beamsplitter

(BS1) is used to introduce a CMOS camera to the optical path while reflecting the

laser beam towards the vacuum chamber. A beam blocker (BB1) safely absorbs

the 30 % of the beam’s power transmitted through this beamsplitter. A second

non-polarizing cube beampslitter (BS2) with a ratio of 50:50 is mounted so that

the device’s reflected laser light reaches an InGaAs photodetector (PD) through

a best form spherical lens (L). Another beam blocker (BB2) is used to absorb the

unused laser beam’s reflected energy. A pellicle beamsplitter (BS3) with a ratio

of 8:92 is used to add a collimated white light beam from a LED source (WLS)

to the optical path so that the camera can correctly acquire the sample’s image.

Finally, the direct beam is focused onto the sample using a long working distance
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microscope objective (MO). Several objectives with different magnification and

numerical aperture values can be mounted on a turret, hence being able to modify

the spot’s laser size and the magnification of the camera’s image.

In order to reduce undesired reflections the collimator, the waveplate, the cube

beamsplitters and the lens have an antireflective (AR) coating specially designed

for wavelengths between 1.1 and 1.6µm. In contrast, the pellicle beamsplitter

is uncoated and the microscope objective is not optimized to work at infrared

frequencies.

All the optical components are mounted in a 30 mm cage system for an easy

alignment of the free-space optical components. In addition, the camera and the

photodetector are mounted on an XYZ translation stage for their precise posi-

tioning. In order to reduce mechanical vibrations coming from the floor the entire

characterization setup, except the pumping station, is mounted on an optical table

with passive air isolators.

6.1.3 Instrumentation

Several electronic apparatus are connected to the optoelectronic devices of the

assembled setup. The CMOS camera is connected to a computer through an USB

port from which the digital image is processed by a specific software. The laser

diode package is connected to a dual current/temperature controller. While the

former is used to provide a precise and stable current to the diode, the latter

integrates a PID controller which is linked to both the thermistor sensor and the

thermoelectric cooler actuator. This dual controller is connected to the computer

via USB in order to control it for unassisted measurements.

Finally, the instrument connected to the photodetector’s output depends on how

the device is being driven into motion:

• Case 1: the device vibrates without the need of an external excitation source.

Then, the frequency content of the photodetector’s output is analyzed on an
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Agilent E4404B frequency spectrum analyzer and the sample is fixed in the

vacuum chamber without any connection. Thus, the measured spectrum

magnitude is directly proportional to the generated photocurrent.

• Case 2: the device’s motion is forced by and external excitation source pow-

ered by an electric signal. In this case, the sample needs to be connected

to that source through a SMA feedthrough. To be able to measure the de-

vice’s response as a function of the electrical excitation the photodetector’s

output is analyzed on an Agilent E5100A or an Agilent E5061B network

analyzer which tracking output is used to excite the device. With this mea-

suring scheme, the magnitude and the phase of the mechanical response with

respect to the exciting signal can be obtained.

Both the network and spectrum analyzers are connected to a computer through

USB or GPIB with the aim to perform unassisted measurements and acquire the

measured data.

6.2 Detection principles

The assembled optical setup was designed to characterize devices having dynamic

out-of-plane deflections (i.e., parallel to the laser beam propagation direction).

Moreover, it is also capable of measuring dynamic in-plane deflections (i.e., per-

pendicular to the laser beam propagation direction). The out-of-plane detection

principle is based on the interference between a reference beam and a beam re-

flected on the moving device, whereas the in-plane one is based on the so-called

knife-edge modulation of the laser’s spot intensity. The ultimate consequence of

both methods is the modulation of the EM power received by the photodetector

as a function of the device’s vibration.

The top section of figure 6.3 illustrates part of the diagram shown in figure 6.1,

where the beamsplitter BS3 and the microscope objective MO have been omitted

for clarity. Additionally, the bottom section illustrates the cross-sectional and
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aerial views of a sample composed by a suspended micro/nanomechanical beam.

The optical beams that play a key role on the interferometric detection principle

of the time dependent out-of-plane vibration of the mechanical beam (represented

by w(t)) are also sketched. The analysis of the knife-edge technique used to detect

the in-plane vibration of the mechanical beam (represented by v(t)) require to take

into account that the intensity of the optical beam has a Gaussian distribution.
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Figure 6.3: Cross-sectional and aerial views of a suspended M/NEMS beam
in the sample position of the assembled setup.

Considering that the incident beam (Bi) is a linearly polarized EM plane wave

whose wavefronts are infinite parallel planes of Gaussian amplitude E0ig, the time-

domain expression for the real value of its electric field can be described by1

~Ei(x, y, z, t) = Re
{
~̃Ei(x, y, z)ejωt

}
= x̂Re

{
E0ig(x, y)ejωt+kz

}

= x̂Re

{
E0ie

−x2+y2
W2

0 ej(ωt+kz)
}

: x ∈ (−∞,∞); y ∈ (−∞,∞)
(6.1)

where ω and k are the angular frequency an wavenumber of the field, and W0 is

the spot radius of the Gaussian profile.

1Notice that equation (6.1) uses a simplification of the complex exponential form of the actual
expression for the electric field of a Gaussian beam (D.7). Such simplification is considered to
be valid if the distance between the M/NEMS and the substrate is smaller than the Rayleigh
range of the incident Gaussian beam, see equation (D.10) for its definition.
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Therefore and considering that the optical transmission through the mechanical

beam can be neglected, the time-domain expressions for the real value of the

electric field of the substrate (Bs) and device (Bd) beams towards the beamsplitter

BS2 can be expressed as

~Es(x, y, z, t) = Re
{
~̃Es(x, y, z)ejωt

}
= x̂Re

{
E0sg(x, y)ej(ωt−kz)

}

= x̂Re

{
E0se

−x2+y2
W2

0 ej(ωt−kz)
}

: x ∈
(
−∞, x1 + v(t)

)
∪
(
x2 + v(t),∞

)
; y ∈ (−∞,∞)

(6.2)

~Ed(x, y, z, t) = Re
{
~̃Ed(x, y, z)ejωt

}
= x̂Re

{
E0dg(x, y)ej(ωt−kz)

}

= x̂Re

{
E0de

−x2+y2
W2

0 ej(ωt−kz)
}

: x ∈
[
x1 + v(t), x2 + v(t)

]
; y ∈ (−∞,∞)

(6.3)

where the x-axis static points (i.e., when v(t) = 0) where the mechanical beam

starts and ends are respectively denoted as x1 and x2 (thus, in figure 6.3:

∆x=x2 − x1). It can be considered that E0s = ΓsE0i and E0d = ΓdE0i, being

Γs a proportionality factor that accounts for the reflectivity of the beamsplitter

BS2, the scattering effects on the substrate, the transmittance of the substrate

and the EM energy absorption of the substrate material; whereas Γs accounts for

reflectivity of the beamsplitter BS2, the scattering effects on the device and the

EM energy absorption of the device material.

The electric field of the reflected beam (Br) at a certain point zr along its propa-

gation direction is the outcome of the superposition of (6.2) and (6.3); that is,

~Er(x, y, z = zr, t) = Re
{
~̃Er(x, y, z = zr)e

jωt
}

= ~Es(z = zs) + ~Ed
[
z = zd − w

]

= Re

{(
~̃Es(z = zs) + ~̃Ed[z = zd − w]

)
ejωt
}

= x̂Re

{(
E0sge

−jkzs + E0dge
−jk(zd−2w)

)
ejωt
}

(6.4)

where the static (i.e., when w(t) = 0) optical path traveled by the substrate and
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device beams at the point z= zr are respectively denoted as zs and zd. The cross-

sectional view of figure 6.3 illustrates that zs = zd + 2Loc, being Loc the optical

cavity length (which depends upon the out-of-plane vibration of the mechanical

beam w(t)).

A photodetector measures light in terms of EM power over its active area. Such

detectors can not measure the instantaneous oscillating power (to track the changes

at a frequency of ω would require extremely fast responses), what they actually

measure is the time-average electromagnetic energy flow of the incident EM field

over many of its cycles. Therefore, the incident light can be seen as an irradiance

being proportional to the square of the electric field amplitude (i.e, see (2.24)).

The irradiance of the reflected beam is given by

Irr.r(x, y, t) =
~̃Er ~̃E

∗
r

2η0
=

1

2η0

(
~̃Es + ~̃Ed

)(
~̃E∗s + ~̃E∗d

)

=
1

2η0

(
~̃Es ~̃E

∗
s + ~̃Ed ~̃E

∗
d + ~̃Es ~̃E

∗
d + ~̃Ed ~̃E

∗
s

)

=
1

2η0

{
E2

0sg + E2
0dg + 2E0sgE0dg cos

[
k (∆zsd + 2w)

]}

= Irr.s + Irr.d + 2
√
Irr.s

√
Irr.d cos

[
k (∆zsd + 2w)

]}

(6.5)

, where ∆zsd = (zs − zd) is the static optical path difference and

Irr.s(x, y) =
1

2η0
E2

0sg (6.6)

Irr.d(x, y) =
1

2η0
E2

0dg (6.7)

Equation (6.5) can also be expressed in terms of the total power over the involved

areas at the xy-plane of the M/NEMS; that is,

PEM.r

[
w(t), v(t)

]
= PEM.s + PEM.d + 2

√
PEM.s

√
PEM.d cos

[
k (∆zsd + 2w)

]
(6.8)
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where the total optical power carried by each beam is the integral of its irradiance,

PEM.s

[
v(t)

]
=

∫ ∞

−∞

∫ x1+v

−∞
Irr.s dx dy +

∫ ∞

−∞

∫ ∞

x2+v

Irr.s dx dy

=
E2

0s

2η0

∫ ∞

−∞
e

−2y2

W2
0 dy

(∫ x1+v

−∞
e

−2x2

W2
0 dx+

∫ ∞

x2+v

e
−2x2

W2
0 dx

) (6.9)

PEM.d

[
v(t)

]
=

∫ ∞

−∞

∫ x2+v

x1+v

Irr.d dx dy =
E2

0d

2η0

∫ ∞

−∞
e

−2y2

W2
0 dy

∫ x2+v

x1+v

e
−2x2

W2
0 dx (6.10)

Taking into account that

∫ l2

l1

e
−2x2

W2
0 dx =

√
π

8
W0

[
erf

(√
2

W0

l2

)
− erf

(√
2

W0

l1

)]
(6.11)

, the integrals present in (6.9) and (6.10) can be explicitly computed or expressed

using the error function ∫ ∞

−∞
e

−2y2

W2
0 dy =

√
π

2
W0 (6.12)

∫ x1+v

−∞
e

−2x2

W2
0 dx =

√
π

8
W0

{
1 + erf

[√
2(x1 + v)

W0

]}
(6.13)

∫ ∞

x2+v

e
−2x2

W2
0 dx =

√
π

8
W0

{
1− erf

[√
2(x2 + v)

W0

]}
(6.14)

∫ x2+v

x1+v

e
−2x2

W2
0 dx =

√
π

8
W0

{
erf

[√
2(x2 + v)

W0

]
− erf

[√
2(x1 + v)

W0

]}
(6.15)

The xy-plane at the photodetector’s position can be considered to be the same as

the xy-plane at the sample position due to the effect of the microscope objective

MO and the lens L (see figure 6.1). Taking into account that the photodetec-

tor’s active area is big enough to capture all the light focalized by the lens L, its

photocurrent can be expressed as

ipd
[
w(t), v(t)

]
= RpdRBS2PEM.r (6.16)

,where RBS2 is the reflectivity of the beamsplitter BS2 (i.e., RBS2 = 0.5) and Rpd

the photodetector’s responsitivity.
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Since the photodetector’s output current is proportional to the reflected beam’s

EM power the temporal evolution and the frequency content of this photocurrent

will depend on both the in-plane and out-of-plane vibrations of the M/NEMS.

6.2.1 Study of the static reflected EM power

As an example, figure 6.4 shows the evolution of PEM.r for Loc = 3λ0/8 (being λ0 the

wavelength of the laser) as the x-axis static position of the mechanical beam with

respect to the laser spot center is swept. Both in-plane and out-of-plane vibrations

are set to zero (i.e., v= 0 and w= 0).

−3W0 −2W0 −W0 0 W0 2W0 3W0
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Figure 6.4: Reflected beam’s EM power as a function of the mechanical beam’s
static position with respect to the laser spot center. The P1 and P2 circles

represent the points where the second derivative is zero.

As an example, figure 6.5 shows the evolution of PEM.r when the x-axis static

position of the mechanical beam with respect to the laser spot center is fixed at

the point P2 of figure 6.4 as the value of the optical cavity length Loc is swept.

Both in-plane and out-of-plane vibrations are set to zero (i.e., w= 0 and w= 0).
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Figure 6.5: Reflected beam’s EM power as a function of the optical cavity
length for the P2 mechanical beam’s static position with respect to the laser spot
center. The P3 and P4 circles represent the points where the second derivative

is zero.

While the shape of figure 6.4 is due to the Gaussian distribution of the incident

beam irradiance, the shape of figure 6.5 is due to the cosine interference term

dependence of equation (6.8).

6.2.2 Study of the dynamic reflected EM power

Figure 6.6 shows the evolution of the peak-to-peak amplitude of the reflected

beam’s modulated EM power as the amplitude of the mechanical beam’s in-plane

sinusoidal vibration is swept (i.e., v=Av sin(2πfmt), where fm is the frequency of

oscillation). In the latter figure the static cavity length is Loc = 3λ0/8 and the x-axis

static position of the mechanical beam is fixed at the same value for the point P2

of figure 6.4 while the out-of-plane vibration is set to zero (i.e., w= 0).
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Figure 6.6: Peak-to-peak amplitude of the reflected beam’s modulated EM
power as a function mechanical beam’s amplitude in-plane sinusoidal vibration.

In the above figure it can be graphically seen that the in-plane detection mecha-

nism is inherently nonlinear. However, the response of the detection mechanism

can be considered to be linear if the M/NEMS in-plane vibration amplitude is small

enough and around the P1 or P2 static positions marked in figure 6.4. Figures 6.7

and 6.8 respectively show the temporal and frequency spectrum responses at the

points P5 and P6 of figure 6.6. Notice that the DC component of depicted spec-

trums has been deleted for clarity. While the first figure represents an harmonic

function, the second one is composed of several harmonics due to the nonlinearity

of the in-plane vibration detection mechanism.
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(b) Frequency spectrum of figure 6.7a.

Figure 6.7: Temporal response at the point P5 of figure 6.6 and its frequency
spectrum.
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(b) Frequency spectrum of figure 6.8a.

Figure 6.8: Temporal response at the point P6 of figure 6.6 and its frequency
spectrum.

Figure 6.9 shows the evolution of the peak-to-peak amplitude of the reflected

beam’s modulated EM power as the amplitude of the mechanical beam’s out-

of-plane sinusoidal vibration is swept (i.e., w=Aw sin(2πfmt), where fm is the

frequency of oscillation). In the latter figure the static cavity length is set at

the point P3 of figure 6.5 (i.e., Loc = λ0/4) and the x-axis static position of the

mechanical beam is fixed at the point P2 of figure 6.4 while the in-plane vibration

is set to zero (i.e., v= 0).
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Figure 6.9: Peak-to-peak amplitude of the reflected beam’s modulated EM
power as a function of the mechanical beam’s amplitude out-of-plane sinusoidal

vibration. Static gap: λ0/4.

In the above figure it can be graphically seen that the out-of-plane detection mech-

anism is inherently nonlinear. However, the response of the detection mechanism

can be considered to be linear if the M/NEMS out-of-plane vibration amplitude

is small enough and around the P3 or P4 static positions marked in figure 6.5.

Figures 6.10 and 6.11 respectively show the temporal and frequency spectrum re-

sponses at the points P7 and P8 of figure 6.9. Notice that the DC component of

depicted spectrums has been deleted for clarity. While the first figure represents

an harmonic function, the second one is composed of several harmonics due to the

nonlinearity of the out-of-plane vibration detection mechanism.
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Figure 6.10: Temporal response at the point P7 of figure 6.9 and its frequency
spectrum.
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Figure 6.11: Temporal response at the point P8 of figure 6.9 and its frequency
spectrum.

6.3 Experimental procedures

6.3.1 Laser beam alignment

Infrared light with a wavelength of 1.55µm can not be directly seen by either

the human eye or using common digital (CMOS or CCD) cameras. Therefore,
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infrared fluorescing alignment disks are used to visualize the laser spot and help

on its positioning. The alignment procedure is as follows:

• Step 1: a PCB containing both the sample and an IR fluorescing disk (∅

1.3 cm) is fixed in the vacuum chamber using a custom holder, see figure 6.12.

sample 

IR fluorescing 
disk 

Figure 6.12: Picture of a PCB ready to perform the IR laser beam alignment.

• Step 2: the infrared laser is turned on and pointed to the alignment disk so

its fluorescent light can be seen in the optical image acquired by the camera.

• Step 3: the camera’s image is properly focused adjusting the vacuum cham-

ber’s Y-axis translation platform.

• Step 4: the camera’s position is adjusted in order to locate the laser spot in

the center of the image.

• Step 5: the position of the vacuum chamber is modified till the device under

test (DUT) is at the center of the image.

After performing these steps the laser spot will be focused on the device and the

characterization measurements can be carried out.

6.3.2 Setting the polarization state of the infrared beam

The EM response of the designed fishbone unit cell (see figure 4.1) depends on the

polarization state of the illuminating light. The best EM response (i.e., the EM
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resonance of the nanostrip) is obtained when the polarization is linear with the

electric field vibrating along the long axis of the nanostrip. Taking into account

the position of the sample within the characterization setup and that incidence of

the laser beam is normal to the sample surface, the P and S polarization states

are respectively defined as parallel and perpendicular to this plane as shown in

figure 6.13. Consequently, fixing a device based on the fishbone unit cell with the

long axis of the nanostrips parallel to the optical table imposes that the illumi-

nating beam must have a P-polarization state in order to obtain the best device

response.

Optical table 

P-state S-state 

Figure 6.13: Representation of the P and S polarization states in the optical
characterization setup. The lines with double ended arrows represent the linear

oscillations of the infrared beam electric field.

The laser diode output beam polarization state is linear, characteristic that is

preserved at the output after the polarization maintaining fiber. However, the

angle of the transmitted beam polarization state can be modified by rotating

the waveplate’s fast axis. Since the rest of the optical elements of the optical

path are non-polarizing, the beam that reaches the sample has the previously set

polarization state.

The connector at the end of the laser fiber is aligned to the slow polarization

axis, so the output light will be polarized perpendicular to the connector axis.

Therefore, the collimator is mounted so that the fast polarization axis is set parallel

to the optical table. Hence, setting the collimator output light as P-polarized. If

the fast axis of the waveplate is set parallel to the optical table, the beam will

maintain its P-polarized state without any phase change. Whereas if it is set

perpendicular to the optical table, the beam’s polarization state will suffer a 180 o
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phase change. Nevertheless, both situations result in a transmitted beam with

a P-polarized state. On the contrary, if the fast axis of the waveplate is rotated

45 o counterclockwise from either of these two positions, the transmitted beam will

suffer a 90 o or a -90 o change in its polarization state’s angle. Thus, establishing

the transmitted beam as S-polarized. Figure 6.14 shows a representation of the

previously described polarization state cases. Rotating the waveplate’s fast axis

between 0 o and 45 o will consequently lead in a transmitted beam with a linear

polarization state angle equal to two times this rotation.

Optical table 

0º 90º 

Half-wave plate  
fast axis 

45º -45º Incident 
polarization state 

Transmitted 
polarization state 

Figure 6.14: Representation of the incident and transmitted beam polariza-
tion state for four half-wave plate fast axis angles. The double ended arrows

represents the linear oscillations of the infrared beam electric field.

6.3.3 Power of illumination

The laser beam reaches the sample with an optical power substantially attenuated

due to the various optical elements in its path. A germanium power sensor (Thor-

labs S122C & PM100USB) is used to quantitatively characterize the beam optical

power. Figure 6.15 shows the measured power after the waveplate as a function of

the laser diode forward current2 for two polarization states. Whereas figure 6.16

shows the power values at the sample position for three different configurations of

the microscope objective.

2For this configuration and due to the measurement range of the power sensor (50 nW -
50 mW), the maximum applicable current is 320 mA.
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Figure 6.15: Optical power measured after the half-wave plate as a function
of the laser diode current. Laser temperature = 26 oC.
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Figure 6.16: Optical power as a function of the laser diode current at the
sample position. Laser temperature = 26 oC.

Observing figure 6.16 it can be seen that for the case of the P-polarization state

the power values are always slightly higher than for the S case. When analyz-

ing this observation for the case of no microscope objective, the power differences

can be unequivocally associated with the polarization dependent transmission and
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reflection coefficients of the used beamsplitters. Although being considered non-

polarizing, their split ratios are lightly dependent on the polarization of the inci-

dent light (within 15 % depending on the wavelength). Incident P-polarized light

at λ0 = 1.55µm is reflected by BS1 and transmitted by BS2 and BS3 with greater

ratios than when it is S-polarized.

When a microscope objective is included in the optical path the overall behavior of

the optical components still benefits the P-polarized light besides the substantial

attenuation of the optical power.

6.3.4 Laser beam irradiance

The area illuminated by the infrared laser is a key parameter of the assembled

setup since the illumination of the OPACMEMS devices does not only provide a

way to read their motion but also to excite it. If the illuminated area AT and the

power of a plane wavefront PEM.T are known, its irradiance can be computed as

(see (2.25))

Irr =
PEM.T

AT
(6.17)

Assuming that the setup’s infrared laser beam can be considered to have a plane

wavefront at the beam waist location3, the latter equation can be used if laser’s

illuminated area is somehow computed (as shown in figure 6.16, the EM power

reaching the sample is a known parameter). One way to compute this area is by

knowing the beam spot radius rw at the sample, then it can be approached that

AT ≈ Aspot = πr2w (6.18)

Notice that when using equation (6.17) in combination with (6.18) the Gaussian

profile of the beam intensity is neglected inasmuch as the EM power is assumed to

be uniformly distributed over the spot area. Actually, the beam irradiance falling

on the circle defined by the spot radius is about 86% of the total.

3The demonstration that such assumption is true can be found in section D.1.2 of appendix
D.
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The spot size of the laser beam was computed both theoretically and experimen-

tally4. However, the theoretical results were found to be not accurate enough due

to the fact that the used microscope objectives are designed and optimized to work

with the visible frequency spectrum of light. Therefore, table 6.1 only reproduces

the experimental results.

rw (µm) Aspot (µm2)

MO20X ≈27.5 2.376 ·10 3

MO50X ≈14 0.616 ·10 3

Table 6.1: Spot sizes measured experimentally and their corresponding areas
for both microscope objectives used in the assembled setup.

The area values shown in table 6.1 need to be taken into account when designing

the OPACMEMS devices inasmuch that all the unit devices (see figure 4.5) must

be illuminated by the laser spot. Therefore, the designed devices must be fit in an

area equal or lower than the corresponding Aspot value.

6.4 Setup validation: characterization of a mi-

crocantilever

In this section the characterization results of a microcantilever are presented with

the aim to show the functionality of the assembled setup. Since this device do

not include any EM resonators, the shined infrared light is only used to detect its

motion.

The silicon cantilever beam with a rectangular cross section shown in the SEM

image of figure 6.17 was designed to be electrostatically actuated (i.e., capacitive

4In appendix D the reader can find a description of both the theoretical background and the
experimental procedure.
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actuation) and read through its lateral electrodes. Three contact pads were fab-

ricated for the necessary connections, one for each of the electrodes and another

for the cantilever. In order to interconnect the device chip with a custom PCB

with SMA connectors, the device pads were wedge bonded to the corresponding

copper tracks. The PCB was then loaded into the setup’s vacuum chamber where

the SMA feedthroughs were used to have external electric access.

2 μm  

Figure 6.17: SEM image of the characterized cantilever with rectangular cross
section. Dimensions (length×width× thickness): 15× 0.56× 1µm3. Gap be-
neath the microbeam: 1µm≈ 0.64λ0. Gap from the microbeam to each of the

electrodes: 850 nm.

Figure 6.18 shows the cantilever’s normalized frequency response when it is elec-

trostatically actuated and optically measured. As it can be seen, two peaks corre-

sponding to the first in-plane and out-of-plane resonances are measured. Figures

6.19 and 6.20 show a detail of these resonances. The measurements were performed

using a network analyzer in order to compare the electrical excitation signal fed

to the device and the photodetector’s output signal.
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Figure 6.18: Mechanical response of an electrostatically driven µcantilever.
No averaging performed. Pressure = 4.6·10−5 mbar.
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Figure 6.19: First in-plane resonance of an electrostatically driven µcantilever.
No averaging performed. Pressure = 4.6·10−5 mbar.



Chapter 6. Optical characterization setup 124

5.92 5.922 5.924 5.926 5.928 5.93

0.2

0.4

0.6

0.8

1

Frequency (MHz)

M
ag

n
it
u
d
e
(a
.u
.)

Magnitude

Phase

−50

0

50

100

P
h
a
se

(d
eg
.)

Figure 6.20: First out-of-plane resonance of an electrostatically driven
µcantilever. No averaging performed. Pressure = 4.6·10−5 mbar.

In order to verify that the in-plane detection mechanism can be either linear or

nonlinear (as theoretically analyzed in section 6.2) the µcantilever was excited5

at its first in-plane resonance and the following temporal responses were acquired

using an oscilloscope:

• The mechanical response shown in figure 6.21 demonstrates that the detec-

tion mechanism is linear (see figure 6.7 for comparison).

• Keeping the excitation signal constant (i.e., maintaining the vibration ampli-

tude), the in-plane static position of the cantilever with respect to the laser

spot center was modified till the measured signal was the one depicted in

6.22. Notice that rather than increasing the excitation signal (as done in fig-

ure 6.6) it is kept constant in order to avoid the combination of nonlinearities

due to the mechanical vibration, the electrical actuation and the detection

mechanism; hence it can be assured that the nonlinearity of figure 6.22 is

due to the detection mechanism (see figure 6.8 for comparison).

5The excitation signal was kept at a value for which neither the mechanical nor the electrical
nonlinearities were noticeable.



Chapter 6. Optical characterization setup 125

t0 t0 + 0.3 t0 + 0.6 t0 + 0.9

Time (µs)

M
ag

n
it
u
d
e
(a
.u
.)

Figure 6.21: Temporal response of the µcantilever at its in-plane resonance
frequency when the detection mechanism is linear.
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Figure 6.22: Temporal response of the µcantilever at its in-plane resonance
frequency when the detection mechanism is nonlinear.

Since the gap length of the µcantilever device could not be modified, the nonlin-

earity of the out-of-plane detection mechanism could not be verified. However,

figure 6.23 shows the temporal response of the µcantilever at its out-of-plane res-

onance frequency; from this data it can assumed that the detection mechanism is

linear.
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Figure 6.23: Temporal response of the µcantilever at its out-of-plane reso-
nance frequency when the detection mechanism is linear.

The results presented in this section demonstrate that the assembled optical

characterization setup can be used to measure forced frequency responses of

µcantilevers.

6.4.1 Linearity of the detection mechanisms

In this section several measurements are analyzed with the aim to experimentally

demonstrate that the optical detection mechanisms can be considered to be linear

with the vibration amplitude of the characterized microcantilever. It has to be

notice that the linearity of the detection mechanisms depend upon the geometric

dimensions of the device. Therefore, the linearity should be studied individually

for every different device.

In section 6.2 it was concluded that both out-of-plane and in-plane vibrations

can be under certain conditions linearly converted to an electric signal by the

photodetector; that is,

Vpd(t) ∝ PEM.T w (6.19)

Vpd(t) ∝ PEM.T v (6.20)
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where PEM.T is the total EM power of the incident beam and Vpd the output voltage

of the photodetector’s transimpedance amplifier
(

i.e., Vpd = ipdGt
Zload

Zload+Zpd
, being

Gt the transimpedance gain and Zload and Zpd the impedances of the detection

circuit and the photodetector
)

.

Both out-of-plane and in-plane displacement amplitudes of the µcantilever at reso-

nance can be considered to be linear with the amplitude of the applied electrostatic

force Fe(ω0) (till a certain point where mechanical and electrical nonlinearities will

become noticeable) [88],
∣∣w̃(ω0)

∣∣ =

∣∣F̃e(ω0)
∣∣Qf

meffω2
0

(6.21)

∣∣ṽ(ω0)
∣∣ =

∣∣F̃e(ω0)
∣∣Qf

meffω2
0

(6.22)

where Qf and meff are the quality factor and effective mass at the resonance, ω0.

The electrostatic force of a time harmonic capacitive actuation scheme with dc

bias can be written as the sum of a static force Fe.dc and time-varying force Fe.ac,

Fe(t) = Fe.dc + Fe.ac(t) (6.23)

The dynamic force is proportional to the applied time-varying voltage [88],

Fe.ac ∝ VAC = Vac cos(ω0t) (6.24)

Therefore, the capacitive actuation ensures that the amplitude of the out-of-plane

(6.21) and in-plane (6.22) vibrations are proportional to the amplitude of the

applied ac voltage,
∣∣w0(ω0)

∣∣ ∝ Vac (6.25)

∣∣w0(ω0)
∣∣ ∝ Vac (6.26)

To demonstrate the linearity of the detection mechanisms two types of analysis

can be performed using the µcantilever:
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• Analysis 1 - Linearity between Vpd and the vibration amplitude: at a con-

stant infrared optical power the amplitude of the electrostatic actuation force

is gradually increased by changing the RF amplitude Vac while the photode-

tector’s voltage at the µcantilever resonant frequency is tracked.

• Analysis 2 - Linearity between Vpd and the optical power PEM.T : at a con-

stant vibration amplitude (accomplished by fixing the amplitude of the elec-

trostatic actuation force) the infrared optical power is gradually increased

by changing the laser diode current while the photodetector’s voltage at the

µcantilever resonant frequency is tracked.

All of the following measurements were done at atmospheric pressure.

Figure 6.24 shows several resonance curves of the µcantilever first out-of-plane

mode for different RF excitation amplitudes when performing the linearity anal-

ysis 1. From figure 6.25 it can be seen that the photodetector signal amplitude

peak increases linearly with the amplitude of the RF excitation signal, thereby

establishing that for the applied out-of-plane vibrations Vpd∝w.
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Figure 6.24: Several resonance curves of the µcantilever first out-of-plane
mode for different RF excitation amplitudes.
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Figure 6.25: Photodetector signal amplitude peak vs. the amplitude of the
RF excitation for the µcantilever first out-of-plane mode.

Figure 6.26 shows that when the linearity analysis 2 is performed the photodetector

signal amplitude peak increases linearly with the infrared laser EM power, thereby

establishing that for the applied out-of-plane vibrations Vpd∝PEM.T .
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Figure 6.26: Photodetector signal amplitude peak vs. the infrared laser EM
power for the µcantilever first out-of-plane mode.
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Figure 6.27 shows that when the linearity analysis 1 is performed the photodetector

signal amplitude peak increases linearly with the amplitude of the RF excitation

signal, thereby establishing that for the applied in-plane vibrations Vpd∝ v.
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Figure 6.27: Photodetector signal amplitude peak vs. the amplitude of the
RF excitation for the µcantilever first in-plane mode.

2.8 2.9 3 3.1 3.2 3.3 3.4 3.5 3.6

0

2

4

6

8

Increasing PEM.T

Frequency (MHz)

∣ ∣ Ṽ
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Figure 6.28: Several resonance curves of the µcantilever first in-plane mode
for different infrared laser EM powers.
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Figure 6.28 shows several resonance curves of the µcantilever first in-plane mode

for different infrared laser EM power when performing the linearity analysis 2.

From figure 6.29 it can be seen that the photodetector signal amplitude peak

increases linearly with the infrared laser EM power, thereby establishing that for

the applied in-plane vibrations Vpd∝PEM.T .
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Figure 6.29: Photodetector signal amplitude peak vs. the infrared laser EM
power for the µcantilever first in-plane mode.

6.5 Setup validation: characterization of a

nanobridge

A set of nanobridges were fabricated [89] with the aim to determine if the charac-

terization setup was able to measure the resonant frequency spectrum of NEMS

devices, that is, electromechanical devices at the nanoscale. Figure 6.30 shows two

SEM images of these structures.
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20 μm  

(a) SEM image of one of the fabri-
cated samples.

10 μm  

(b) SEM image of two nanobridges
(20 x 0.17 x 0.04µm3).

Figure 6.30: SEM images of clamped-clamped nanobeams.

Figures 6.31 and 6.32 respectively show the normalized first out-of-plane and in-

plane resonances of the left side nanobridge shown in figure 6.30b when it is driven

by the thermomechanical noise fluctuations.

1.105 1.11 1.115 1.12 1.125

0.2

0.4

0.6

0.8

1

Frequency (MHz)

M
ag

n
it

u
d

e
(a

.u
.)

Data

Lorentzian fit

Figure 6.31: First thermomechanical out-of-plane resonance of a nanobridge.
Plot of 50 averaged curves. Pressure = 1.9·10−5 mbar.



Chapter 6. Optical characterization setup 133

2.65 2.655 2.66 2.665 2.67

0.2

0.4

0.6

0.8

1

Frequency (MHz)

M
ag

n
it

u
d

e
(a

.u
.)

Data

Lorentzian fit

Figure 6.32: First thermomechanical in-plane resonance of a nanobridge. Plot
of 50 averaged curves. Pressure = 1.9·10−5 mbar.

To determine the in-plane and out-of-plane resonant frequencies the nanobridge

was firstly electrostatically actuated and optically measured using a network ana-

lyzer (FEM simulations were also performed but due to the inevitable fabrication

tolerances the obtained results differ from the measured ones). Once the frequen-

cies were found, the device was disconnected from the external excitation source

and left unconnected inside the vacuum chamber. Then a frequency spectrum

analyzer was used to analyze the frequency content of the photodetector’s output.

The represented data is the outcome of such analysis.

6.5.1 Analysis of the thermomechanical noise

The thermally driven random motion experienced by a mechanical resonator when

it is not subjected to an external driving force can be treated as a classical Brown-

ian motion. The equipartition theorem is used to analyze these vibrations, yielding

that the energy associated at each resonator’s vibration mode is [90]

1

2
mω2

0

〈
w2
th

〉
=

1

2
kBTth (6.27)
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where kB is the Boltzmann constant (1.3806488·10−23 J/K) and the rest of terms

are characteristics of the resonator: m is its mass, ω0 its resonant frequency, 〈w2
th〉

its mean square displacement and Tth its absolute temperature.

The latter analysis gives the following expression for the resonator’s thermome-

chanical root mean square displacement

wth−rms =
√
〈w2

th〉 =

√
kBTth
mω2

0

(6.28)

The continuous system that a clamped-clamped beam represents can be modeled

as a mass-spring-dashpot single degree of freedom system [91]. When such model

is adopted, equation (6.28) must be rewritten as

wth−rms =
√
〈w2

th〉ϕn(x = xp) =

√
kBTth
meffω2

0

ϕn(x = xp) (6.29)

wheremeff is the effective mass of the beam (i.e., meff = ρBH
∫ L
0
ϕ2
ndx, being L, B

and H respectively the length, width and thickness of the beam) and ϕn(x=xp)

is the nth spatial function used as the trial function in the space discretization

method performed during the modeling (e.g., the Galerkin method) evaluated at

the xp point along the beam’s length. Since for the fundamental mode (i.e., n = 1)

the point of maximum displacement is the bridge’s central point, xp = L/2.

When the spatial functions are normalized such that
∫ L
0
ϕ2
ndx=L, the effective

mass of the beam for the fundamental mode becomes its total mass. Assum-

ing a silicon density of 2330 kg/m3 the mass of the characterized nanobridge is

meff = 3.17·10−16 kg. The linear undamped mode shapes of a clamped-clamped

beam are normally used as the trial functions of the space discretization method

[92]. As a consequence, for the fundamental mode: ϕ1(x= L/2)≈ 1.588.

Extracting the resonant frequency from the data shown in figures 6.31 and 6.32

and assuming that the device is at room temperature (i.e., Tth = 300 K), equa-

tion (6.29) yields the table 6.2 root mean square displacement values due to the

thermomechanical noise for the two cases.
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Case Resonant frequency (MHz) wth−rms (pm)

Out-of-plane 1.114 820.6

In-plane 2.661 343.4

Table 6.2: Resonant frequency and root mean square displacement values for
each measured thermomechanical resonance.

The previous calculations had been done as an example to give an idea about

the displacements which the assembled setup is capable of measuring. In order to

compute the sensitivity of the optical setup a deep analysis on the electrical noise

sources of the setup must be carried out (see for example [93] for the in-plane

modes and [94, 95] for the out-of-plane ones). Notice that such analysis becomes

crucial when the optical characterization setup is designed to detect displacement

as small as possible.

The results presented in this section demonstrate that the assembled optical char-

acterization setup can be used to measure frequency responses of both in-plane

and out-of-plane resonant modes of nanobridges driven by thermomechanical noise

fluctuations. Such results suggest that the setup might be capable of measuring

the vibrations of the designed PoC OPACMEMS device given the fact that its

dimensions (see table 4.1) are similar to the characterized nanobridge.

6.6 Summary and discussion

In this chapter the optical setup based on both an interferometric technique and

a knife-edge technique was theoretically studied, designed, assembled and used

to experimentally characterize micro and nano devices; demonstrating that both

in-plane and out-of-planes modes can be measured and used to study the linearity

of the corresponding detection mechanism. A clamped-clamped beam having a

width of 170 nm and a vibration amplitude as lower as 343.4 pm could be measured

using the assembled setup. All of the obtained results indicate that system should
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be capable to characterize the proof-of-concept devices designed and analyzed in

chapter 4. However, no results of such characterization were presented in this

chapter. Regardless of the incomplete devices obtained during the fabrication of

the PoC devices, the following discussion analyzes if the assembled setup could

actually induce and measure the auto-oscillations of a device having a residual

tensile stress of 1.5 GPa.

As computed in chapter 4, a residual tensile stress of 1.5 GPa could be compen-

sated by the compressive stress induced when a PoC device is illuminated with

an infrared irradiance of 3.74·107 mW/m2. The total EM power that the laser must

shine in order to generate such irradiance can be computed if the illuminated area

is known. Using the spot area values listed in table 6.1 it can be computed that

if the 50x microscope objective is used, an optical power of 23 mW must arrive at

the sample position. The same computation can be done for the 20x microscope

ojective, yielding an EM power of 88.85 mW. Nevertheless, the data plotted in

figure 6.16 reveals that neither of the latter optical powers can be achieved using

the available infrared laser.



Chapter 7

Conclusions and future directions

7.1 Conclusions

The main objective of this thesis was the design and analysis of a device that

merges optical antennas with micro/nano-mechanical structures. The most impor-

tant results found during the described work can be summarized by the following

conclusions:

• In terms of the thermal power per unit volume, a FSS-based absorber shows

a better performance than a multilayer absorber.

• To correctly account for the effect of a temperature field in a clamped-

clamped beam, an initial predeformation must be added to the Euler-

Bernoulli equation governing the transverse vibrations of the beam. Such

modeling develops into a thermo-mechanical coupling mechanism.

• The opto-themo-mechanical coupling mechanism was demonstrated to lead

to the auto-oscillation of a proof-of-concept device at an irradiance of

210mW/m2.

• The gap thickness and the quality factor were shown to play a key role on

the auto-oscillation state of the proposed devices.

137
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• The theoretical optimization of the transition point where a mechanical de-

vice coupled to EM resonators starts to self-oscillate is almost impossible

due to the intrinsic nature of a Hopf bifurcation.

• A chromium layer deposited on top of silicon dioxide by common electron

beam evaporation techniques develops a tensile residual stress. Such stress

difficults the self-oscillation of the proposed OPACMEMS devices.

• An optical setup with one single optical probe can be designed to linearly

measure both in-plane and out-of-plane vibration modes of M/NEMS de-

vices. The setup described in this manuscript was able to characterize a

clamped-clamped beam having a width of 170 nm and a thickness of 40 nm

vibrating at its first out-of-plane mode with an amplitude of 343.4 pm.

7.2 Future directions

Although not being mentioned, several experimental measurements and theoreti-

cal models reported in the literature [56, 57, 59, 61] describe that the M/NEMS

exhibiting self-oscillations have an hysteresis cycle. Meaning that once the laser

power reaches the value for which the auto-oscillations begin, the device will con-

tinue to oscillate as the laser power is reduced until a power lower than the afore-

mentioned one is reached. Such behavior is due to the existence of a saddle node

bifurcation of cycles, where two limit cycles coalesce or divide [77]. However, the

model described in chapter 3 is not able to track this type of bifurcation (it only

detects Hopf bifurcations). As a future line of work, the model should be enhanced

by introducing the capability to detect saddle node bifurcations.

Due to the lack of time and to the fact that the fabrication process was not

fully controlled by the author, this thesis only reports semi-final fabricated

OPACMEMS devices. Therefore, a big effort should be made to obtain devices

which can be characterized using the assembled setup. A deep study of the metal

deposition techniques should be performed with the aim to find a metal that once
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deposited its residual stress does not suppose the invalidation of its characteriza-

tion. It must also be taken into account that post-deposition techniques can be

used to reduce a residual tensile stress (e.g., ion bombardment of the sample [96]).
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Appendix A

Mathematics of the

opto-thermo-mechanical model

A.1 Temperature field mode profiles - Mathe-

matical steps

The mathematical steps followed in order to solve the homogeneous partial differ-

ential equation (A.1) (or (3.22)) are shown in this section.

˙̂
θ − C1θ̂II = 0 (A.1)

Using the separation of variables technique, the temperature field of the beam can

be split into a position and a time dependent components as

θ̂(x̂, t̂) = ψ(x̂)Ĝ(t̂)





˙̂
θ = ψ

˙̂
G

θ̂II = ψIIĜ

(A.2)

where dots and roman numerals denote respectively the partial differentiation with

respect to t̂ and to x̂.
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Taking the separation of variables into account, (A.1) can be rewritten as

ψ
˙̂
G = C1ψIIĜ →

˙̂
G

Ĝ
= C1

ψII

ψ
(A.3)

From (A.3), τm and κm are defined as

˙̂
Gm

Ĝm

= − 1

τm
→ ˙̂

Gm +
1

τm
Ĝm = 0 (A.4)

ψIIm
ψm

= − 1

C1τm
= −κ2m → ψIIm + κ2mψm = 0 (A.5)

where m is the number of the temperature mode, m= 1, 2, . . . ,M .

The solution for Ĝm has the following form

Ĝm = Ame
−t̂/τm (A.6)

where Am is determined by the initial temporal conditions and τm is the mth

dimensionless time constant.

The roots of the homogeneous ordinary differential equation (A.5) when solving

for ψm = ermx̂ are

rm.1 = jκm , rm.2 = −jκm (A.7)

Hence, the solution of (A.5) can be written as

ψm = Dme
jκmx̂ + Eme

−jκmx̂ (A.8)

Using the Euler’s formulas

ejx̂ = cos(x̂) + j sin(x̂)

e−jx̂ = cos(x̂)− j sin(x̂)
(A.9)

, (A.8) can be rewritten as

ψm = Bm sin(κmx̂) + Cm cos(κmx̂) (A.10)
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where Bm = j (Dm − Em) and Cm =Dm + Em.

The Dirichlet boundary conditions for the case of the modeled clamped-clamped

beam are isothermal temperature field at the clamped ends (see the seventh as-

sumption made in section 3.2),

ψm = 0 at x̂ = 0 and 1 (A.11)

The following relations are found by applying the above boundary conditions to

(A.10),

Cm = 0 (A.12)

Bm sin(κm) = 0 (A.13)

Therefore,

κm = mπ (A.14)

τm =
1

C1m2π2
(A.15)

Table A.1 shows the value of κm for the first three temperature modes.

Mode 1st 2nd 3rd

κm π 2π 3π

Table A.1: Value of κm for the first three temperature modes.

Taking into account (A.12), (A.10) can be rewritten as

ψm = Bm sin(κmx̂) (A.16)

where Bm remains as an undetermined value.

The first three temperature mode profiles are plotted in figure A.1. In order to

give a value to Bm, the eigenfunctions ψm have been normalized so that

∫ 1

0

ψ2
m dx̂ = 1 (A.17)
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Figure A.1: First three temperature mode profiles of the modeled clamped-
clamped beam.

A.2 Lumped thermal model - Mathematical

steps

The mathematical steps followed in order to solve the partial differential equation

(A.18) (or (3.19)) are shown in this section.

F
[
θ̂(x̂, t̂)

]
=

˙̂
θ − C1θ̂II − Q̂ = 0 (A.18)

Since F
[
θ̂
]

= 0 can not be solved exactly, the Galerkin space discretization proce-

dure based on the temperature field mode profiles is used to eliminate the spatial

dependence of θ̂. With this method the solution is represented in terms of a lin-

early independent set of basis or trial functions. Where each one of them satisfies

the boundary conditions of the problem (see (3.21)),

θ̂(x̂, t̂) =
M∑

m=1

ĝm(t̂)ψm(x̂) (A.19)

ψm = 0 at x̂ = 0 and 1 (A.20)
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In (A.19), ĝm is the mth generalized temperature and ψm is the mth temperature

field mode profile (see (A.16)) normalized such that

∫ 1

0

ψmψi dx̂ = δmi (A.21)

where δmj = 0 if m 6= j and δmj = 1 if m= j, the Kronecker delta.

This modal decomposition method has an associated error,

error = e = F

[
M∑

m=1

ĝmψm

]
−F

[
θ̂
]

= F

[
M∑

m=1

ĝmψm

]
(A.22)

The Galerkin method requires this error to be orthogonal to each of the basis

functions, meaning that the error is a residual that cannot be expressed in terms

of the given finite set of basis functions,

∫ 1

0

e ψi dx̂ = 0 , i = 1, 2, . . . ,M. (A.23)

The reduced-order model is generated by substituting (A.22) into (A.23), using

(A.5) to eliminate the ψIIm term and taking into account the orthogonality condition

of the basis functions or modes (A.21). Thus, the modal decomposition can be

expressed as a multiple degree-of-freedom system consisting of ordinary differential

equations in the dimensionless time where i= 1, 2, . . . ,M

M∑

m=1

˙̂gmδmi + C1
M∑

m=1

ĝmκ
2
mδmi = Q̂

∫ 1

0

ψi dx̂ (A.24)

A.3 Buckling mode shapes of and ideal clamped-

clamped beam

When a critical compressive axial load Sc.o is applied to an ideal clamped-clamped

beam, its static bending shape takes the form of a buckling mode shape ϑo(x). In

order to study these shapes the static Euler-Bernoulli equation for an ideal beam
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is used; that is,

EI
∂4ϑo
∂x4

+ Sc.o
∂2ϑo
∂x2

= 0 (A.25)

where o is the number of the buckling mode, o= 1, 2, . . . , O.

The following spatial variables are defined when normalizing the longitudinal co-

ordinate by the beam length and the static beam deflection by a wavelength

x̂ =
x

L
, ϑ̂o =

ϑo
λw

(A.26)

Rescaling (A.25) using these new variables yields the following nondimensional

equation

ϑ̂IVo + Ŝc.oϑ̂
II
o = 0 (A.27)

where Ŝc.o = Sc.oL2

EI
.

The roots of the homogeneous ordinary differential equation (A.27) when solving

for ϑ̂o = erox̂ are

ro.1 = 0 , ro.2 = 0 , ro.3 = j

√
Ŝc.o , ro.4 = −j

√
Ŝc.o (A.28)

Taking into account that r= 0 is a root of multiplicity 2, the solution of (A.27)

can be written in the form of a sum of exponential functions as

ϑ̂o = Aoe
0 +Box̂e

0 + Eoe
j
√
Ŝc.ox̂ + Foe

−j
√
Ŝc.ox̂ (A.29)

Using the Euler’s formulas (A.9), (A.29) can be rewritten as

ϑ̂o = Ao +Box̂+ Co sin

(√
Ŝc.ox̂

)
+Do cos

(√
Ŝc.ox̂

)
(A.30)

where Co = j (Eo − Fo) and Do =Eo + Fo.

The Dirichlet boundary conditions for a clamped-clamped beam are zero deflection

and slope at the fixed ends,

ϑ̂o = 0 and ϑ̂Io = 0 at x̂ = 0 and 1 (A.31)
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The following relations are found by applying the above boundary conditions to

(A.30) ,

Ao +Do = 0

Bo + Co

√
Ŝc.o = 0

Ao +Bo + Co sin

(√
Ŝc.ox̂

)
+Do cos

(√
Ŝc.ox̂

)
= 0

Bo + Co

√
Ŝc.o cos

(√
Ŝc.ox̂

)
−Do

√
Ŝc.o sin

(√
Ŝc.ox̂

)
= 0

(A.32)

The linear system formed by collecting the equations in (A.32) can be expressed

as

N ·




Ao
Bo

Co
Do


 =




0

0

0

0


 (A.33)

where

N =




1 0 0 1

0 1
√
Ŝc.o 0

1 1 sin
(√

Ŝc.ox̂
)

cos
(√

Ŝc.ox̂
)

0 1
√
Ŝc.o cos

(√
Ŝc.ox̂

)
−
√
Ŝc.o sin

(√
Ŝc.ox̂

)




(A.34)

The eigenvalues or the values of
√
Ŝc.o of the eigenvalue problem are found when

solving the transcendental characteristic equation obtained by equaling to zero the

determinant of the coefficient matrix (A.34); that is,

det(N) = 2
(

cos

(√
Ŝc.o

)
− 1
)

+

√
Ŝc.o sin

(√
Ŝc.o

)
= 0 (A.35)

The double-angle trigonometric formulas are used to recognize that

sin

(√
Ŝc.o

)
= 2 sin

(√
Ŝc.o
2

)
cos

(√
Ŝc.o
2

)
(A.36)

cos

(√
Ŝc.o

)
= 1− 2 sin2

(√
Ŝc.o
2

)
(A.37)
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Therefore (A.35) becomes

sin

(√
Ŝc.o
2

)[√
Ŝc.o
2

cos

(√
Ŝc.o
2

)
− sin

(√
Ŝc.o
2

)]
= 0 (A.38)

For the symmetric mode shapes, the only valid solutions of (A.38) are the ones

which satisfy that

sin

(√
Ŝc.o
2

)
= 0 (A.39)

Therefore, √
Ŝc.o = ±2oπ → Ŝc.o = 4o2π2 (A.40)

Table A.2 shows the value of Ŝc.o for the first three symmetric buckling modes.

Mode 1st 2nd 3rd

Ŝc.o 4π2 16π2 36π2

Table A.2: Value of Ŝc.o for the first three symmetric buckling modes.

The following relations are found when applying the Ŝc.o solutions to the equations

in (A.32),

Bo = 0 , Co = 0 , Ao +Do = 0 (A.41)

Therefore, (A.30) can be rewritten as

ϑ̂o = Ao

[
1− cos

(√
Ŝc.ox̂

)]
(A.42)

where Ao, the buckling amplitude, remains as an undetermined value.

The first three buckling mode shapes are plotted in figure A.2. In order to give a

value to Ao, the eigenfunctions ϑo have been normalized so that

∫ 1

0

ϑ̂2
o dx̂ = 1 (A.43)
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Figure A.2: First three symmetric buckling mode shapes of a clamped-
clamped beam.

A.4 The nonlinear equilibrium deflection -

Mathematical steps

The mathematical steps followed in order to solve the nonhomogeneous differential

equation (A.44) (or (3.64)) are shown in this section.

ŵIVe + λ2ŵIIe = ŵIV0 (A.44)

The sum of an homogeneous solution and a particular one forms the general solu-

tion of (A.44),

ŵe = ŵe.h(x̂) + ŵe.p
[
ŵ0(x̂)

]
(A.45)

Equation (A.46) must be solve in order to get the homogeneous solution of (A.44).

ŵIVe.h + λ2ŵIIe.h = 0 (A.46)
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Since the above equation has the same form as (A.27), its solving process is the

same as the one developed in section A.3. Hence, its homogeneous solution can

be written as

ŵe.h = A+Bx̂+ C sin(λx̂) +D cos(λx̂) (A.47)

Equation (A.48) must be solve in order to get the particular solution of (A.44).

ŵIVe.p + λ2ŵIIe.p = ŵIV0 (A.48)

Considering that the static predeformation can be described by (3.62), the term

ŵIV0 of (A.48) becomes

ŵIV0 = −8π4δ0
L

λw
cos(2πx̂) (A.49)

Given ŵIV0 , ŵe.p can be assumed to have the following form

ŵe.p = E cos(2πx̂) (A.50)

Then (A.48) can be solved for E, yielding that

E =
2π2δ0L

λw (λ2 − 4π2)
(A.51)

Therefore, the general solution of (A.44) is given by

ŵe = ŵe.h+ŵe.p = A+Bx̂+C sin(λx̂)+D cos(λx̂)+
2π2δ0L

λw (λ2 − 4π2)
cos(2πx̂) (A.52)

The boundary conditions of (A.44) are (see (3.60))

ŵe = 0 and ŵIe = 0 at x̂ = 0 and 1 (A.53)

The following relations are found when applying the above boundary conditions

to (A.52),

A =
2π2δ0L

λw (4π2 − λ2) , B = 0 , C = 0 , D = 0 (A.54)
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As a consequence, the expression for the general solution of (A.44) can be written

as

ŵe =
2π2δ0L

λw (4π2 − λ2) [1− cos(2πx̂)] (A.55)

A.5 Nonlinear equilibrium deflection ranges

Figure A.3 shows the qualitative nonlinear equilibrium deflection behavior of the

modeled clamped-clamped beam for various δ0 values (as seen in figure 3.7). Em-

bedded in this figure the different equilibrium ranges have been depicted. Solid

lines are stable solutions, while the dashed ones are unstable.

4π2
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Figure A.3: Bifurcation diagram: variation of the maximum equilibrium de-
flection We with the P0 load for various δ0 values. Solutions: stable (solid lines)

and unstable (dashed lines).

From the point of view of a nonlinear analysis, the qualitative change that takes

place during the transition range is a bifurcation.

When δ0 = 0 the pre-buckling range ends when P0 =Pbuckling = 4π2. After this

point the post-buckling range starts. Hence, and only for this particular case, the

transition range is nonexistent and the beam go from being straight to buckled
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in an abrupt way. This type of bifurcation is called a supercritical pitchfork

bifurcation.

When δ0 6= 0 the equilibrium behavior between the pre and post-buckling ranges

shows a transition range, where the beam suffers a smooth transition towards

buckling. This type of bifurcation is called a saddle-node bifurcation.

A.6 Natural frequencies and linear undamped

mode shapes around the nonlinear equilib-

rium - Mathematical steps

The mathematical steps followed in order to resolve the natural frequencies and

the associated mode shapes of (A.56) (or (3.73)) are shown in this section.

¨̂wd.lu + ŵIVd.lu +KŵIId.lu − 2C5ŵIIe
∫ 1

0

ŵIeŵ
I
d.ludx̂ = 0 (A.56)

K = P0 − C5
∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂ (A.57)

With the aim to resolve the natural frequencies ωn and the associated mode shapes

ϕn(x̂), ŵd.lu is replaced by ejωn t̂ϕn. Thus, equation (A.56) turns into

ϕIVn +KϕIIn − ω2
nϕn = 2C5ΓŵIIe (A.58)

where Γ =
∫ 1

0
ϕInŵ

I
edx̂, which is a constant for a given ϕn and ŵe, and n is the

number of the mode, n= 1, 2, . . . , N .

The sum of an homogeneous solution and a particular one forms the general solu-

tion of (A.58),

ϕn = ϕn.h(x̂) + ϕn.p
[
ŵe(x̂)

]
(A.59)
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Equation (A.60) must be solve in order to get the homogeneous solution of (A.58).

ϕIVn.h +KϕIIn.h − ω2
nϕn.h = 0 (A.60)

The roots of the homogeneous ordinary differential equation (A.60) when solving

for ϕn.h = ernx̂ are

rn.1 =

√

−K
2

+

√
ω2
n +

K2

4
, rn.2 =

√

−K
2
−
√
ω2
n +

K2

4
,

rn.3 = −

√

−K
2

+

√
ω2
n +

K2

4
, rn.4 = −

√

−K
2
−
√
ω2
n +

K2

4

(A.61)

These roots can also be expressed as

rn.1 =

√

−K
2

+

√
ω2
n +

K2

4
, rn.2 = jrn.5 , rn.3 = −rn.1 , rn.4 = −jrn.5 (A.62)

where rn.5 has been defined as rn.5 = j

√
K
2

+
√
ω2
n + K2

4
.

Hence, the solution of (A.60) can be written as

ϕn.h = Ene
rn.1x̂ + Fne

jrn.5x̂ +Gne
−rn.1x̂ +Hne

−jrn.5x̂ (A.63)

Using the complex exponential function formula relations with the sinh and cosh

ex̂ = cosh(x̂) + sinh(x̂)

e−x̂ = cosh(x̂)− sinh(x̂)
(A.64)

, and the Euler’s formula (A.9), (A.63) can be rewritten as

ϕn.h = An sin(rn.5x̂) +Bn cos(rn.5x̂) + Cn sinh(rn.1x̂) +Dn cosh(rn.1x̂) (A.65)

where An = j (Fn −Hn) , Bn =Fn +Hn, Cn =En −Gn and Dn =En +Gn.
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Equation (A.66) must be solved in order to get the particular solution of (A.58).

ϕIVn.p +KϕIIn.p − ω2
nϕn.p = 2C5ΓŵIIe (A.66)

Considering that the equilibrium can be described by (3.66), the term ŵIIe of (A.66)

becomes

ŵIIe = 2π2We cos(2πx̂) (A.67)

Given ŵIIe , ϕn.p can be assumed to have the following form

ϕn.p = En cos(2πx̂) (A.68)

Therefore, the general solution of (A.58) is given by

ϕn = ϕn.h + ϕn.p =An sin(rn.5x̂) +Bn cos(rn.5x̂) + Cn sinh(rn.1x̂)

+Dn cosh(rn.1x̂) + En cos(2πx̂)
(A.69)

Considering that the static predeformation can be described by (3.62), the param-

eter P0 from K (see (A.57)) can be isolated from (3.67), yielding

P0 = π2C5λ2wW 3
e +We

(
8λ2w − C5δ20L2

)
− 8Lλwδ0

2λ2wWe

(A.70)

Therefore, (A.57) becomes

K = 4π2

(
1− δ0L

Weλw

)
(A.71)

Given the expression of K and the forms of ϕn.p and ŵe, the parameter Γ of (A.58)

can also be isolated from (A.66). Doing so, it results on

Γ = En
16π4 δ0L

Weλw
− ω2

n

4π2WeC5
(A.72)

The boundary conditions of (A.56) are (see (3.74))

ŵd.lu = 0 and ŵId.lu = 0 at x̂ = 0 and 1 (A.73)
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The following relations are found by applying the above boundary conditions to

(A.69)

Bn +Dn + En = 0

Anr5 + Cnr1 = 0

An sin(r5) +Bn cos(r5) + Cn sinh(r1) +Dn cosh(r1) + En = 0

Anr5 cos(r5)−Bnr5 sin(r5) + Cnr1 cosh(r1) +Dnr1 sinh(r1) = 0

(A.74)

Two more equations are needed to particularly obtain the values of An, Bn, Cn, Dn

and En. The fifth equation is obtained using the definition of the parameter Γ,

∫ 1

0

ϕInŵ
I
e dx̂− Γ = 0 (A.75)

Since Γ is given by (A.72), (A.75) develops into

−Anr5
cos(r5)− 1

4π2 − r25
+Bnr5

sin(r5)

4π2 − r25
− Cnr1

cosh(r1)− 1

4π2 + r21

−Dnr1
sinh(r1)

4π2 + r21
− En

(
1

2
+

16π4 δ0L
Weλw

− ω2
n

8π4C4W 2
e

)
= 0

(A.76)

The sixth equation is obtained by imposing the following normalization to ϕn

∫ 1

0

ϕ2
n dx̂ = 1 (A.77)

Therefore, the value of An, Bn, Cn, Dn and En is found by solving the system

of equations formed by collecting equations (A.74), (A.76) and (A.77). With

these values the eigenvectors or mode shapes ϕn of the eigenvalue problem are

particularized.

The linear system formed by collecting equations (A.74) and (A.76) can be ex-

pressed as

M ·




An
Bn

Cn
Dn

En




=




0

0

0

0

0




(A.78)
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where

M =




0 1 0 1 1

r5 0 r1 0 0

sin(r5) cos(r5) sinh(r1) cosh(r1) 1

r5 cos(r5) −r5 sin(r5) r1 cosh(r1) r1 sinh(r1) 0

−r5 cos(r5)−14π2−r25
r5

sin(r5)
4π2−r25

−r1 cosh(r1)−14π2+r21
−r1 sinh(r1)4π2+r21

−
(

1
2 +

16π4 δ0L
Weλw

−ω2
n

8π4C4W 2
e

)




(A.79)

The eigenvalues or natural frequencies ωn of the eigenvalue problem are found

when solving the transcendental characteristic equation obtained by equaling to

zero the determinant of the coefficient matrix (A.79); that is,

det(M) = 0 (A.80)

A.7 Dynamic lumped mechanical model - Math-

ematical steps

The mathematical steps followed in order to solve the partial differential equation

(A.81) (or (3.78)) are shown in this section.

L
[
ŵd(x̂, t̂)

]
= ¨̂wd + C2 ˙̂wd + ŵIVd +

{
C3 + C4T̂l

−C5
∫ 1

0

[(
ŵIe
)2 −

(
ŵI0
)2]

dx̂

}
ŵIId − C5ŵIId

∫ 1

0

[(
ŵId
)2

+ 2ŵIeŵ
I
d

]
dx̂

−C5ŵIIe
∫ 1

0

[(
ŵId
)2

+ 2ŵIeŵ
I
d

]
dx̂+ C4ŵIIe T̂l.d = 0

(A.81)

Since L [ŵd] = 0 can not be solved exactly, the Galerkin space discretization pro-

cedure based on the linear undamped mode shapes computed in section A.6 is

used to eliminate the spatial dependence of ŵd. With this method the solution is

represented in terms of a linearly independent set of basis or trial functions. Where
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each one of them satisfies the boundary conditions of the problem (see (3.61)),

ŵd(x̂, t̂) =
N∑

n=1

q̂n(t̂)ϕn(x̂) (A.82)

ϕn = 0 and ϕIn = 0 at x̂ = 0 and 1 (A.83)

In (A.82), q̂n is the nth generalized coordinate and ϕn is the nth linear undamped

mode shape (see (A.69)) normalized such that

∫ 1

0

ϕnϕi dx̂ = δni (A.84)

where δni = 0 if n 6= i and δni = 1 if n= i, the Kronecker delta.

This modal decomposition method has an associated error,

error = e = L

[
N∑

n=1

q̂nϕn

]
−L [ŵd] = L

[
N∑

n=1

q̂nϕn

]
(A.85)

The Galerkin method requires this error to be orthogonal to each of the basis

functions, meaning that the error is a residual that cannot be expressed in terms

of the given finite set of basis functions,

∫ 1

0

e ϕi dx̂ = 0 , i = 1, 2, . . . , N. (A.86)

The reduced-order model is generated by substituting (A.85) into (A.86) and tak-

ing into account the orthogonality condition of the basis functions or linear un-

damped mode shapes (A.84). Thus, the modal decomposition can be expressed as

a multiple degree-of-freedom system consisting of ordinary differential equations

in the dimensionless time where i= 1, 2, . . . , N
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N∑

n=1

¨̂qnδni + C2
N∑

n=1

˙̂qnδni +

N∑

n=1

q̂n

∫ 1

0
ϕIVn ϕi dx̂

+

[
C3 + C4T̂l − C5

∫ 1

0

((
ŵIe
)2 −

(
ŵI0
)2)

dx̂

] N∑

n=1

q̂n

∫ 1

0
ϕIIn ϕi dx̂

−C5
N∑

n=1

q̂n

∫ 1

0
ϕIIn ϕi dx̂

(
N∑

l=1

N∑

o=1

q̂lq̂o

∫ 1

0
ϕIl ϕ

I
o dx̂+ 2

N∑

l=1

q̂l

∫ 1

0
ŵIeϕ

I
l dx̂

)

−C5
∫ 1

0
ŵIIe ϕi dx̂

(
N∑

n=1

N∑

l=1

q̂nq̂l

∫ 1

0
ϕInϕ

I
l dx̂+ 2

N∑

n=1

q̂n

∫ 1

0
ŵIeϕ

I
n dx̂

)

+C4T̂l.d
∫ 1

0
ŵIIe ϕi dx̂ = 0

(A.87)

A.8 Relation between the distributed damping

D and the quality factor Qf

The relation between the distributed damping D and the quality factor Qf for a

given resonant mode is [97]

D =
ω0mT

QfL
(A.88)

where ω0 is the resonant frequency, mT the total mass of the beam, Qf its quality

factor and L its length.

The dimensionless distributed damping C2 is defined in (3.59); that is,

C2 =
D

ρAωs
(A.89)

Using (A.88), this parameter can be rewritten as

C2 =
ω

ωsQf

(A.90)
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The next appendix section explains how to extract the quality factor from the

frequency spectrum response of a resonator (e.g., a clamped-clamped beam in its

nth resonant mode).

A.9 Computing the quality factor of a resonator

Experimentally, the quality factor of a resonator can be extracted from the fre-

quency spectrum of its resonance by using the following ratio

Qf =
f0
BW

(A.91)

where f0 is the resonant frequency (or the frequency at which the measured mag-

nitude is maximum) and BW is the bandwidth of the resonance. The latter term

is renamed as BW3dB when the magnitude of the measured spectrum is in dB

units and represents the half-power, or -3 dB, bandwidth of the measured peak. If

the magnitude of the measured spectrum is in volts or amps, the BW parameter

represents the bandwidth down by a factor of 1/
√
2.

Notice that each resonant mode of a mechanical structure will have its own charac-

teristic resonant frequency and quality factor. Table A.3 summarizes the parame-

ters illustrated in figure A.4 as an example the extraction of the quality factor of

a resonance (the experimental data is the dimensional version of the data shown

in figure 6.32).

f0 (MHz) BW (MHz) Qf

2.661 0.0032 832

Table A.3: Parameters and Qf value of the resonant peak in figure A.4.
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Figure A.4: Resonance curve example and its parameters used to compute
Qf .



Appendix B

Analysis of the irradiance

dependent

opto-thermo-mechanical model

parameters

Figures B.1, B.2 and B.3 show the evolution of the irradiance dependent model

parameters for different imperfection levels when the residual stress is set to zero.

The characteristics and properties needed to computed these graphs are took from

the proof-of-concept device analyzed in chapter 4.

The graphs included in figure B.1 correspond to a clamped-clamped perfect beam

(i.e., δ0 = 0). In contrast, the graphs included in figures B.2 and B.3 correspond

to clamped-clamped imperfect beams (i.e., δ0 6= 0). As it can be seen, the gen-

eral evolution of the analyzed parameters are similar. Therefore, a few general

comments are written concerning the evolution of the most intuitive parameters:

• As expected, the evolution of the beam’s central point lumped equilibrium

deflection Wl.e follows the analysis performed in section 3.3.3.

165
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• The evolution of all the irradiance dependent parameters is closely related

with the irradiance value that buckles the mechanical structure (i.e., when

P0 =Pb).

• The first out-of-plane resonant frequency decreases monotonically before the

buckling load is reached. At P0 =Pb the resonant frequency is zero and then

it increases monotonically with the irradiance.

• Increasing the imperfection level δ0 value smooths the abrupt changes that

take place when P0 =Pb with δ0 = 0.
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Figure B.1: Evolution of the opto-thermo-mechanical model parameters for
σr = 0 and δ0 = 0.
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Figure B.2: Evolution of the opto-thermo-mechanical model parameters for
σr = 0 and δ0 = 1 · 10−4.
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Figure B.3: Evolution of the opto-thermo-mechanical model parameters for
σr = 0 and δ0 = 1 · 10−3.





Appendix C

Components of the assembled

characterization setup

Tables C.1, C.2, C.3, C.4 and C.5 respectively summarize the most important

vacuum, electrical, mechanical, optical and electro-optical components of the as-

sembled setup and their relevant characteristics.

Element Reference Relevant characteristics

Pumping station (HVPS)
Pfeiffer PM S03 557

Ultimate pressure: 1·10−7 mbar

(HiCube Eco 80)
Flange: DN 40 ISO-KF

Air-cooled

Angle valve (AV) VAT 26424-KA01 Flange: DN 16 ISO-KF

Vacuum gauge (VG) Pfeiffer PKR 251
Measurement range: 5·10−9 - 1000 mbar

(PT R26 000)
Gauge heads: Pirani and cold cathode

Flange: DN 25 ISO-KF

Venting valve (VV) Pfeiffer FVB 010 HX Flange: DN 10 ISO-KF

Vacuum chamber (VC)
Pfeiffer

2 × DN 100 ISO-K flanges

320RKM100

1 × DN 40 ISO-KF flange

1 × DN 25 ISO-KF flange

1 × DN 16 ISO-KF flange

Viewport (V)
Pfeiffer Glass: borosilicate

322GSG100 Flange: DN 100 ISO-K

Table C.1: Vacuum components of the assembled setup.
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Element Reference Relevant characteristics

Current/temperature controller Thorlabs
Current control range: 0 - 1 A

(laser package controller) ITC4001
TEC stability: 0.002 oC

TEC control: PID

WLS driver
Thorlabs LED current: up to 1.2 A

LEDD1B Manual control knob

Power sensor meter Thorlabs PM100USB PC interface: USB

Spectrum analyzer Agilent E4404B Freq. range: 9 kHz - 6.7 GHz

Network analyzer 1 Agilent E5100A Freq. range: 10 kHz - 300 MHz

Network analyzer 2 Agilent E5061B Freq. range: 5 Hz - 3 GHz

Oscilloscope Agilent DSO-X 3054A Bandwidth: 500 MHz

Table C.2: Electrical components of the assembled setup.

Element Reference Relevant characteristics

Beam blocker (BB1) & (BB2) Thorlabs LB1/M Absorption: up to 10 W CW

Laser diode mount
Thorlabs Supported package: 14-pin butterfly

LM14S2 Socket: zero insertion force (ZIF)

Translation stage
Thorlabs

Configuration: XYZ orientations

(used to position the VC) LNR50DD/M

Travel: 50 mm

Horizontal load capacity: 30 kg

Vertical load capacity: 10 kg

Drive resolution: up to 1µm

Translation stage Thorlabs

Configuration: XYZ orientations

(used to position the PD) LMT3/M

Travel: 13 mm

Horizontal load capacity: 41 kg

Vertical load capacity: 9 kg

Drive resolution: 10µm

Optical breadboard
Thorlabs

Dimensions (l×w× t): 90× 75,× 6 cm3

PBI51511
Threads: M6 tapped holes

Spacing between holes: 25 mm

Breadboard frame
Thorlabs Isolators: passive air-mounted

PFH52505 Max. load capacity: 700 kg

Table C.3: Mechanical components of the assembled setup.
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Element Reference Relevant characteristics

Fiber collimator (C)
Thorlabs

Type: triplet lenses

TC12APC-1550

AR coating: 1.05 - 1.65µm

Alignment at: λ0 = 1.55µm

Focal length: 12.56 mm

Waveplate (λ0/2)
Thorlabs

Type: half-wave

WPH05M-1550
Order: zero

AR coating: 1.55µm

Bamsplitter (BS1)
Thorlabs

Type: non-polarizing cube

BS024

R:T ratio: 70:30

AR coating: 1.1 - 1.6µm

Substrate: N-BK7

Size: 25.4 mm

Beamsplitter (BS2)
Thorlabs

Type: non-polarizing cube

CM1-BS015

R:T ratio: 50:50

AR coating: 1.1 - 1.6µm

Substrate: N-BK7

Size: 25.4 mm

Beamsplitter (BS3)
Thorlabs

Type: pellicle

CM1-BP108
R:T ratio: 8:92

AR coating: uncoated

Microscope objective (MO20x)
Mitutoyo

Magnification: 20X

M Plan Apo SL20X

Focal length: 10 mm

Working distance: 30.5 mm

Numerical aperture: 0.28

Microscope objective (MO50x)
Mitutoyo

Magnification: 50X

M Plan Apo SL50X

Focal length: 4 mm

Working distance: 20.5 mm

Numerical aperture: 0.42

Camera lens Thorlabs MVL10A Magnification: 1X

IR detector card
Thorlabs

Absorption bands: 790 - 840 nm,

VRC4 and VRC4D05
0.87 - 1.07µm and 1.5 - 1.59µm.

Emission band: 520 - 580 nm

Laser safety glasses
Thorlabs Visible light transmission: 75%

LG11 0.945 - 2.3µm transmission: 0.001%

Table C.4: Optical components of the assembled setup.
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Element Reference Relevant characteristics

Camera
The Imaging Source Resolution: 5 Mpixel

DFK 72AUC02 Interface: USB

Laser

Thorlabs

Wavelength: 1.55µm

SFL1550P

Typ. operating voltage: 1.5 V

Typ. output power: 40 mW

(Typ. values at Tdiode = 25 oC)

Max. operating voltage: 1.8 V

Optical fiber
Type: polarization-maintaining

Mode field diameter: 10.5± 1.0µm

White light source (WLS)
Thorlabs

Color: cold white

MCWHL2-C2
Total beam power: 150 mW

Max. current: 1.6 A

Photodetector 1 (PD)
Thorlabs

Detector: InGaAs PiN

PDA10CS-EC

Wavelength range: 0.7 - 1.8µm

Bandwidth range: DC - 17 MHz

Peak wavelength: 1.55µm (Typ.)

Peak response: 0.95A/W (Typ.)

Active area: ∅1 mm (0.8 mm2)

Gain: 0 - 70 dB (8× 10 dB steps)

NEP: 2·10−12 - 6·10−11W/
√
Hz

Photodetector 2 (PD)
Thorlabs

Detector: InGaAs PiN

PDA10CF-EC

Wavelength range: 0.7 - 1.8µm

Bandwidth range: DC - 150 MHz

Peak wavelength: 1.55µm (Typ.)

Peak response: 0.95A/W (Typ.)

Active area: ∅0.5 mm (0.2 mm2)

Transimpedance gain: 5·103 V/A

NEP: 1.2·10−11W/
√
Hz

Power sensor
Thorlabs

Detector type: Ge photodiode

S122C

Wavelength range: 0.7 - 1.8µm

Measurement range: 50 nW - 50 mW

Resolution: 2 nW

Response time: < 1µs

Input aperture: ∅9.5 mm

Table C.5: Electro-optical components of the assembled setup.



Appendix D

Laser spot characterization

In the following sections a method for the theoretical characterization of the laser’s

spot is presented and applied for the case of the assembled setup. The next section

introduces an experimental method to determine the size of the laser’s spot.

D.1 Theoretically: ABCD law for Gaussian

beams

D.1.1 ABCD matrix and ABCD law

The ABCD matrix analysis provides a way to describe the propagation of optical

rays through an optical system within the paraxial regime [98]. The following

calculation can be done to trace the propagation of a spherical wave represented

as a fan of rays (see figure D.1) through an optical system represented by its

ABCD matrix, (
rout
r′out

)
=

(
A B

C D

)

T

(
rin
r′in

)
(D.1)

where the r vectors represent the input/output ray’s trajectory height and slope

with respect to the optical axis of the system. Figure D.2 shows an scheme of the

operation described by equation (D.1).
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Figure D.1: Spherical wave represented as a fan of rays.
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Figure D.2: Ray trajectory through an optical system represented by its
ABCD matrix.

In figure D.2 the distances labeled as R describe the radius of curvature of the in-

put/output spherical wave. These distances coincide with the following definition

r′(z) =
dr(z)

dz
=

r(z)

R(z)
→ R ≡ r

r′
(D.2)

Using equation (D.1), the output radius of figure D.2 can be obtained using the

so-called ABCD law

Rout ≡
rout
r′out

=
Arin +Br′in
Crin +Dr′in

=
ARin +B

CRin +D
(D.3)

Each of the system components are represented by an ABCD matrix. The ABCD

matrix of an optical system composed by a cascade of m optical elements is ob-

tained by multiplying all the components matrices,

(
A B

C D

)

T

=

(
Am Bm

Cm Dm

)
...

(
A2 B2

C2 D2

)(
A1 B1

C1 D1

)
(D.4)
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Equation (D.5) is the matrix representation of the free space region with a distance

d and a refractive index n shown in figure D.3. Whereas equation (D.6) represents

the lens with a focal length f of figure D.4.

d 

n 

Figure D.3: Space region.

f 

Figure D.4: Lens.

(
A B

C D

)
=

(
1 d/n

0 1

)
(D.5)

(
A B

C D

)
=

(
1 0
−1/f 1

)
(D.6)

D.1.2 Propagation of Gaussian beams

The complex exponential form expression for the electric field of a Gaussian beam

having rotational symmetry and traveling in vacuum can be obtained from the

direct solution of the paraxial Helmholtz wave equation [69]

~̃E(x, y, z, t) = ~̃E0
W0

W (z)
e
− x2+y2

(W (z))2 e−jkz−jk
x2+y2

2R(z)
+jφ(z)ejωt (D.7)

where ~̃E0 is a constant complex vector (thus, it is assumed that the polarization is

uniform throughout the xy-plane), W the beam spot radius along the propagation

direction z, W0 the beam waist size, k= 2π
λm

the wavenumber (being λm the wave-

length in the propagation medium, which for vacuum λm =λ0), R the wavefront

radius of curvature along the propagation direction z, ω the angular frequency of

the electric field and φ= tan−1
(
λmz
πW 2

0

)
is the Guoy phase shift.

The intensity or irradiance profile of the electric field (D.7) is (see (2.24))

I(x, y, z) = I0
W 2

0

W 2
e−2

x2+y2

W2 (D.8)

where I0 = 1
2
| ~̃E0|2
η0

.
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The beam spot radius W is defined as the evolution of the points along the propa-

gation direction having an irradiance decrease of 1/e2 = 13.5 % with respect to the

amplitude at the propagation axis
(
(x, y, z) = (0, 0, z)

)
. Its dependence with z is

as follows

W = W0

√
1 +

zλm
πW 2

0

(D.9)

where the beam waist size W0 =W (z= 0) is the minimum spot radius. Therefore,

the parameter I0 of equation (D.8) is the irradiance on axis of the beam at its

waist.

Figure D.5 illustrates the propagation of a Gaussian beam emitted by a laser.

Where the increase of the beam spot radius with z can be graphically seen.

Laser 
W(z) 

Laser’s spot: 

x 

z 

I(z1) I(z2) I(z3) 

W0 

y 

x 

Figure D.5: Propagation of a Gaussian beam emitted by a laser.

The function that describes the wavefront radius of curvature of a Gaussian beam

is

R = z

[
1 +

(zr
z

)2]
(D.10)

where zr =
πW 2

0

λm
is the Rayleigh range.

Notice that at the beam waist the radius of curvature becomes

R(z = 0) =∞ (D.11)
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, meaning that the wavefront is plane (i.e., with constant phase) at the correspond-

ing xy-plane.

The complex radius of curvature q(z) relates both the spot radius and the wave-

front radius of curvature,
1

q
=

1

R
− j λm

πW 2
(D.12)

Taking into account equations (D.9) and (D.10), q(z) develops into

q = z + j
πW 2

0

λm
(D.13)

Given the complex radius of curvature q, the ABCD law (D.3) can be applied when

computing the output parameters of a Gaussian beam transmitted through an

arbitrary optical system [99]. This analysis provides the ABCD law for Gaussian

beams,

qout =
Aqin +B

Cqin +D
(D.14)

D.1.3 Computing the setup’s laser spot size

The optical path followed by the laser’s beam towards the sample is represented in

figure D.6. Comparing the latter diagram with the one shown in figure 6.1 it can

be seen that the half-wave plate, the beamsplitter 3 and the vacuum chamber’s

viewport have been removed from the optical path. The reason of that is because

the expected beam modification produced by these elements are assumed to be

negligible due to their small thicknesses.

BS1

C

L
a
se
r

BS2 MO

S

d4d3d2

dBS

d1

Figure D.6: Diagram of the optical path.



Appendix D. Laser spot characterization 180

Analyzing the optical components of figure D.6 the ABCD matrix of the whole

optical system is given by

(
A B

C D

)

T

=

(
1 d4
0 1

)(
1 0

−1/fMO 1

)(
1 d3
0 1

)(
1 dBS/nBS
0 1

)
. . .

(
1 d2
0 1

)(
1 dBS/nBS
0 1

)(
1 d1
0 1

)(
1 0

−1/fC 1

)(
1 dC
0 1

) (D.15)

where the distances d1, d2, d3 and dBS are sketched in figure D.6, dC is the dis-

tance between the fiber tip and the first lens surface of the collimator, the value

of d4 remains as an unknown parameter since it is the distance of the output

beam waist size, the focal length of the lens components are named as f and nBS

is the refractive index of the cube beamsplitters material (i.e., N-BK7 glass) at

λ0 = 1.55µm. Notice that the refractive index of the air has been assumed to be

nair = 1 and that the last matrix accounts for the distance traveled by the beam

from the output of the fiber to the first lens surface of the collimator.

Table D.1 summarizes all the values of the variables present in (D.15) for the

assembled setup.

d1 (mm) 62 dBS (mm) 25.4 fC (mm) 12.56

d2 (mm) 12 nBS (mm) 1.5 fMO20X
(mm) 10

d3 (mm) 100 dC (mm) 6.979 fMO50X
(mm) 4

Table D.1: Setup parameters for the spot size characterization.

The complex radius of curvature of the beam at the sample surface can be com-

puted using the ABCD law for Gaussian beams (D.14), where the input complex

radius of curvature is

qin = j
π

λm

(
MFD

2

)2

(D.16)

being MFD the mode field diameter of the fiber (i.e., two times the waist size of

the fiber’s output beam).
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The distance d4 must be computed assuming that the sample is allocated at z= 0

(i.e., where W =W0 and R=∞). Consequently, qout is purely imaginary. Once d4

is determined, the spot size can be found using equation (D.13),

W0 =

√
qoutλm
jπ

(D.17)

Table D.2 summarizes the theoretical values of the beam spot size at the sample

surface for the different microscope objectives.

Spot radius (µm)

MO20X 0.553

MO50X 0.215

Table D.2: Theoretical spot sizes.

Prior to the experimental validation of the theoretically computed values of ta-

ble D.2, it has to be noticed that the diffraction, the blur and the aberrations

introduced by the microscope objective are not being taken into account when

computing the spot radius with the latter theoretical procedure. Since the used

microscope objectives are designed and optimized to work in the visible spectral

range, outside this region the behavior might differ significantly. In order to ac-

count for all these phenomena, which might be translated into a bigger spot size,

the point spread function (PSF) of the microscope objective must be known. How-

ever, the procedure to do such computation is out of the scope of this appendix.

D.2 Experimentally: knife-edge technique

To experimentally determine the size of the laser’s spot the knife-edge scanning

technique is used [100]. The KOH etched lateral edge of an AFM cantilever’s sup-

port chip is used as the reflective surface of the measurement procedure. A 30 nm
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thin layer of aluminum is used as the reflective coating. The chip is mounted inside

the vacuum chamber positioned away from the beam and brought towards it by

manually rotating the sub-micron resolution drive of the corresponding translation

stage. Figure D.7 shows a scheme of such setup.

Microscope 
objective 

  Al 

Si 

Converging 
Gaussian beam 

2W0 x y 

z 

Figure D.7: Schematic of the knife-edge technique used to measure the laser’s
spot size.

Considering that the knife-edge is positioned at the waist of the Gaussian beam,

the irradiance of the beam at such propagation direction point is (see (D.8))

I(x, y) = I0 e
−2x2+y2

W2
0 (D.18)

where I0 is related with the total EM power of the beam through

PEM.T =

∫ ∞

−∞

∫ ∞

−∞
Idx dy =

π

2
I0W

2
0 (D.19)

During the scanning process the power of the partially reflected incident beam

is collected by a power sensor mounted in the photodetector’s position (see fig-

ure 6.1). Therefore, the output of the experimental measurement is the sensor’s

incident power Ps(x) as a a function of the transverse position of the chip acting

as a knife-edge,

Ps =

∫ ∞

−∞

∫ x

−∞
Idx dy (D.20)

Introducing (D.18) into (D.20) yields

Ps = I0

∫ ∞

−∞
e
−2 y2

W2
0 dy

∫ x

−∞
e
−2 x2

W2
0 dx =

PEM.T

2
+

√
π

2
I0W0

∫ x

0

e
−2 x2

W2
0 dx (D.21)
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Figure D.8 shows the Ps experimental data obtained by performing the scanning

procedure when the 20X microscope objective is used.

0 50 100 150 200 250 300

0.4

0.6

0.8

1

Scanning displacement (µm)

P
s
-
N
or
m
a
li
ze
d
p
ow

er
(a
.u
.)

Figure D.8: Normalized power received by the sensor as a function of the
scanning displacement when using the 20X microscope objective.

The derivative of (D.21) with respect to x is given by

dPs
dx

=

√
π

2
I0W0 e

−2 (x−x0)2
W2

0 (D.22)

When the latter derivative is obtained by numerically differentiating the experi-

mental Ps discrete values, the result can be fitted to the following Gaussian func-

tion

Ps.fit(x) = a1e
− (x−b1)2

c21 (D.23)

where a1 =
√

π
2
I0W0, b1 = x0 and c1 = W0√

2
.

When using the Gaussian fit, the corresponding spot radius can be computed as

W0 = c1
√

2 (D.24)

Figure D.9 shows the numerical differentiation of figure D.8 and its corresponding

Gaussian fit.
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Figure D.9: Power distribution of the laser spot profile when using the 20X
microscope objective.

Table D.3 summarizes the obtained values of the beam spot size at the sample

surface for the different microscope objectives when following the explained pro-

cedure.

Spot radius (µm)

MO20X ≈27.5

MO50X ≈ 14

Table D.3: Experimental spot sizes.
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