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Universitat Autònoma de Barcelona

Departament de F́ısica
Facultat de Ciències
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I també a tots els qui
m’han fet sentir tan a prop de casa
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Chapter 1

Introduction

The discovery of the Higgs boson in July 2012 by the ATLAS and CMS
experiments, completes the Standard Model of particle physics. Nonetheless,
the description of the Universe with only the Standard Model (SM) is known
to be incomplete. The difficulty to model gravity in the same theoretical
framework, the hierarchy problem, or the existence of Dark Matter are some
of the many aspects of Nature that the SM cannot explain.

This Thesis presents a search for new phenomena in pp collisions at√
s = 8 TeV recorded with the ATLAS detector at the LHC collider. The

final state under investigation is defined by the presence of a very energetic
jet, large missing transverse energy, a maximum of three reconstructed jets,
and no reconstructed leptons, leading to a monojet-like configuration. The
monojet final state constitutes a very clean and distinctive signature for new
physics processes.

After the discovery of the Higgs and the constraints on the masses of
first and second generation squarks and gluinos up to the TeV scale, much
attention has been put to searches for third generation squarks. These
searches are motivated by naturalness arguments, which point to relatively
light stops and sbottoms, and therefore allowing their production at the
LHC. The monojet analysis is interpreted in terms of pair production of
stops and sbottoms, and in terms of inclusive searches for pair production
of squarks, and gluinos. In particular, this final state has large sensitivity
to supersymmetric models involving a very compressed mass spectra of the
superpartners in the final state (also known as “compressed scenarios”).

Monojet final states have been used traditionally to search for large extra
dimensions and the production of Dark Matter (DM). In this context, limits
on the parameters of models involving the direct production of Kaluza-
Klein towers of gravitons, neutralinos, or light gravitinos in gauge mediated
supersymmetry breaking scenarios, are also considered.

This Thesis is organized as follows. Chapter 2 provides an introduction
to the SM theory, the QCD phenomenology at hadron colliders and the
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2 CHAPTER 1. INTRODUCTION

different Monte Carlo simulators used in the analysis. Different scenarios
for physics beyond the SM model are described in Chapter 3. Chapter 4
introduces the statistical model and the hypothesis testing that is used in
the analysis. The LHC collider and the ATLAS experiment are described in
Chapter 5. Chapter 6 details the reconstruction of the different physics ob-
jects in ATLAS, and Chapter 7 describes the event selection, the background
determination and the systematic uncertainties in full detail. The final re-
sults and their interpretations in terms of the different models, are discussed
from Chapters 8 to 11. Finally, Chapter 12 is devoted to conclusions. The
document is complemented with several appendices.

The results presented in this thesis have led to the following publications
by the ATLAS Collaboration:

• Search for pair-produced top squarks decaying into charm quarks and
the lightest neutralinos using 20.3 fb−1 of pp collisions at

√
s = 8 TeV

with the ATLAS detector at the LHC, ATLAS-CONF-2013-068, http:
//cds.cern.ch/record/1562880/.

• Search for pair-produced third-generation squarks decaying via charm
quarks or in compressed supersymmetric scenarios in pp collisions at√
s = 8 TeV with the ATLAS detector, Phys. Rev. D90.052008,

arXiv:1407.0608 [hep-ex].

The monojet results have also contributed to the summary notes of the
searches for third generation squarks, and the searches for inclusive squarks
and gluinos in Run I, still not public by the time that this Thesis has been
printed. Furthermore, the interpretations of the monojet analysis in terms of
large extra dimensions and the production of dark matter have significantly
improved the previous ATLAS results, and are used to cross check the results
from a new dedicated analysis in preparation.

http://cds.cern.ch/record/1562880/
http://cds.cern.ch/record/1562880/
http://www.arXiv.org/abs/arXiv:1407.0608/


Chapter 2

The Standard Model

This chapter describes the main theoretical and phenomenological concepts
of the Standard Model of particle physics, and the structure of the proton.
Monte Carlo simulations of Standard Model processes are also discussed in
the following.

2.1 Introduction to the Standard Model

The Standard Model (SM) of particle physics [1, 2, 3] is a renormalizable
quantum field theory based on the total invariance under the gauge group

SU(3)c ⊗ SU(2)L ⊗ U(1)Y (2.1)

that describes the properties of all the fundamental particles and the in-
teractions among them. The SM is divided into a bosonic and a fermionic
sectors. The bosonic sector of the SM is responsible for three of the four
interactions in Nature. Gravity cannot be accommodated, thus being one
of the main motivations to look for physics beyond the Standard Model.
Table 2.1 summarizes the boson classification of the SM.

Mediator Mass [GeV] Interaction Electric charge Spin

Gluon (×8) (g) 0 strong 0 1
Photon (γ) 0 electromagnetic 0 1
Z 91.1876± 0.0021 weak (neutral) 0 1
W± 80.385± 0.015 weak (charged) ±1 1
Higgs (H) 125.7± 0.4 - 0 0

Table 2.1: Boson classification in the Standard Model.

The fermionic sector is composed of quarks and leptons, and is organized
in three families (generations). Generations only differ one to another by

3



4 CHAPTER 2. THE STANDARD MODEL

SM fermions 1st generation 2nd generation 3rd generation

QUARKS

Up (u) Charm (c) Top (t)
charge = +2/3 charge = +2/3 charge = +2/3

Down (d) Strange (s) Bottom (b)
charge = −1/3 charge = −1/3 charge = −1/3

FERMIONS

Electron neutrino (νe) Muon neutrino (νµ) Tau neutrino (ντ )
charge = 0 charge = 0 charge = 0

Electron (e) Muon (µ) Tau (τ)
charge = −1 charge = −1 charge = −1

Table 2.2: Classification of the fermionic fields in the SM. For each lepton
and quark there is a corresponding anti-particle. The electric charge is
shown in units of the electron charge.

their mass. Table 2.2 provides a classification of the Standard Model quarks
and leptons.

The following sections briefly describe the different theories that conform
the basis of the Standard Model formulation.

2.2 Quantum Electrodynamics

Quantum Electrodynamics (QED) was developed in the late 1940’s and the
beginning of the 1950’s by Feynman, Schwinger and Tomonaga, in order
to describe the electromagnetic interactions between electrons and photons.
It is a renormalizable relativistic quantum field theory, invariant under a
global change of phase (or gauge) θ:

ψ → ψ′ = eiQθφ, (2.2)

where Q represents the charge and ψ is a spin-1/2 Dirac field, satisfying a
lagrangian

L = ψ̄(iγµ∂µ −m)ψ. (2.3)

There is no reason not to promote the global symmetry from Equation 2.2
to a local one, θ = θ(x). If the lagrangian in Equation 2.3 is required to be
locally invariant under this symmetry, the covariant derivative needs to be
introduced:

∇µ ≡ ∂µ − ieQAµ, (2.4)
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where the new field Aµ satisfies:

Aµ → A′µ = Aµ +
1

e
∂µθ. (2.5)

Therefore, under local gauge invariance the lagrangian from Equation 2.3
becomes:

LQED = ψ̄(iγµ∇µ −m)ψ = ψ̄(iγµ∂µ −m)ψ + LI (2.6)

where LI describes the interaction between the fermion and Aµ:

LI = eQAµ(ψ̄γµψ). (2.7)

Local gauge invariance required the addition of the interaction term to
the QED lagrangian and thus, the presence of the new field Aµ. Therefore,
a kinetic term for this new field needs to be added, which from Maxwell’s
equations, it must be of the form:

LK = −1

4
FµνF

µν , (2.8)

where Fµν ≡ ∂µAν − ∂νAµ.
To summarize, QED is described by the presence of two fields: a Dirac

field with spin-1/2 and a spin-1 field that can be associated to the pho-
ton, which appears as a consequence of the requirement of the local gauge
invariance.

2.3 Electroweak theory

The weak theory was proposed in 1934 by Enrico Fermi in order to give
an explanation to the proton β-decay. In this theory, four fermions directly
interacted with one another: the neutron (or a down-quark) decayed directly
into a proton (or an up-quark), an electron and a neutrino. The strength of
the coupling was proportional to GF , the so-called Fermi’s constant.

This theory was able to make predictions in which the data was well
described, but it was not renormalizable. The solution to the non-renorma-
lizability of Fermi’s theory was found in 1967 by Glashow, Salam and Wein-
berg [2], by unifying the weak and electromagnetic interactions into one
single theoretical framework, known as the Standard Electroweak Model.
Therefore, both the electromagnetic and the weak interactions can be seen
as two manifestations of the same fundamental interaction.

These interactions are unified under the group SU(2)L ⊗ U(1)Y . The
first part of the group has dimension three, and therefore, it has three gen-
erators: T̂i = σi

2 (i = 1, 2, 3), where σi are the three Pauli matrices. A
new quantum number called weak isospin, T is introduced, associated to
the different spin-like multiplets. Since the weak interaction only effects the
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left-handed particles (right-handed antiparticles), the left-handed fermions
transform as doublets and the right-handed particles (left-handed antipar-
ticles) as singlets:

f iL =

(
νiL
`iL

)
,

(
uiL
diL

)
f iR = `iR, u

i
R, d

i
R

(2.9)

where i = 1, 2, 3 is the family (generation) index.
The U(1)Y part of the symmetry is simpler, since it only has one hy-

percharge generator, Ŷ . The Standard Model electroweak lagrangian is
obtained by requiring invariance under local gauge group transformations.
As it was shown for the QED case (see Section 2.2), this can be achieved by
introducing the covariant derivative:

∇µ ≡ ∂µ − ig ~T · ~Wµ − ig′
Y

2
Bµ, (2.10)

where g and g′ are the coupling constant of the SU(2)L and U(1)Y gauge
groups respectively. Therefore, the lagrangian can be written as:

LEWK = Lf + LG. (2.11)

The first term of Equation 2.11 is the lagrangian that describes the
fermion sector and their interactions, and can be written as:

Lf =
∑
f=l,q

f̄ iγµ∇µ f, (2.12)

where ∇µ is taken from Equation 2.10. The second term is the lagrangian
describing the gauge the contribution from the gauge fields:

LG = −1

4
W i
µνW

µν
i −

1

4
BµνB

µν + LGF + LFP , (2.13)

where i = 1, 2, 3, and W i
µν and Bµν are the field tensors for SU(2)L and

U(1)Y gauge groups, defined as:

W i
µν ≡ ∂µW i

ν − ∂νW i
µ + gεijkW j

µW
k
ν

Bµν ≡ ∂µBν − ∂νBµ
(2.14)

and LGF and LFP are the gauge fixing and the Faddeev-Popov lagrangians [4],
whose details lay beyond the scope of this Chapter.

The introduction of a mass terms for both the fermions or the gauge
fields break the local SU(2)L gauge invariance of the lagrangian. This is
not in agreement with experimental observations which point to massive
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vector bosons. Therefore, a mechanism for generating non-zero masses while
preserving the renormalizability of the theory, needs to be introduced. This
mechanism is explained in the following.

2.3.1 The Higgs mechanism

In the Standard Model, the masses for all the fields are generated via the
Higgs mechanism of Spontaneous Symmetry Breaking (SSB). In the SSB, a
new doublet of SU(2)L ⊗ U(1)Y (also known as Higgs field) is introduced:

Φ ≡
(
φ+

φ0

)
, (2.15)

where the “+” and “0” indices indicates the electric charge of the field,
related to the third component of the weak isospin T3 and the hypercharge
Y by the Gell-Mann Nishijima formula:

Q̂ = T̂3 +
Ŷ

2
. (2.16)

This definition will be well motivated in the following lines. The la-
grangian that contains the kinetic and potential terms for this new field
in Equation 2.15, and to be added to the electroweak potential in Equa-
tion 2.11, is:

LΦ = (∇µΦ)†(∇µΦ)− V (Φ), (2.17)

where

V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2. (2.18)

If λ > 0 and µ2 < 0, the minimum of the potential V (Φ) is found in

Φ†Φ = − µ
2

2m
≡ v2

2
, (2.19)

and therefore the field Φ has a non-zero vacuum expectation value (VEV)
〈Φ〉0 ≡ 〈0|Φ|0〉 = v√

2
6= 0.

The Goldstone theorem states that massless scalars (called Goldstone
bosons) occur whenever a field gets a VEV. Then, they can be absorbed by
a gauge field as a longitudinal polarization component and therefore, the
gauge field acquires mass. Since the photon is the only electroweak boson
known to be massless, the symmetry is chosen to be broken so that the Higgs
fields that adquire a VEV are the ones with zero electric charge:

Φ0 ≡
(

0
v

)
. (2.20)
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Expanding the field around the true minimum of the theory, the complex
field Φ becomes:

Φ0 = ei
~σ·~ξ(x)

2
1√
2

(
0

v +H(x)

)
, (2.21)

where the three parameters ~ξ(x) correspond to the motion through the de-
generated minima in the space, which can be set to zero (~ξ(x) = 0) due to
the gauge invariance of the lagrangian.

Furthermore, nothing prevents the Higgs doublet to couple to the fermion
fields. Therefore, the last missing piece of the final lagrangian of the elec-
troweak Standard Model is the Yukawa lagrangian:

LYW =
∑
f=l,q

λf
[
f̄LΦfR + f̄RΦ̄fL

]
, (2.22)

where the matrices λf describe the so called Yukawa couplings between the
single Higgs doublet and the fermions. The Yukawa lagrangian is gauge
invariant since the combinations f̄LΦfR and f̄RΦ̄fL are SU(2)L singlets.

By introducing the expansion from Equation 2.21 in the Yukawa la-
grangian in Equation 2.22, the tree level predictions for the mass of the
fermions can be obtained:

mf = λf
v√
2

(2.23)

where f stands for the fermions of the theory. On the other hand, the tree
level mass of the Higgs boson can be calculated from the Higgs lagrangian
in Equation 2.17, and it is found to be:

mH =
√
−2µ2 =

√
2λv (2.24)

From the same Higgs lagrangian, the electroweak boson masses can also
be obtained. The relevant term in Equation 2.17 is

∣∣∣∣(−igσ2 ~Wµ − i
g′

2
Bµ

)
Φ

∣∣∣∣2
=

1

8

∣∣∣∣( gW 3
µ + g′Bµ g(W 1

µ − iW 2
µ)

g(W 1
µ + iW 2

µ) −gW 3
µ + g′Bµ

)(
0
v

)∣∣∣∣2
=

1

8
v2g2

[
(W 1

µ)2 + (W 2
µ)2
]

+
1

8
v2(g′Bµ − gW 3

µ)(g′Bµ − gW 3µ)

=

(
1

2
vg

)2

W+
µ W

−µ +
1

8
v2
(
W 3
µ , Bµ

)( g2 −gg′
−gg′ g′2

)(
W 3
µ

Bµ

)
,

(2.25)
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since W± = (W 1 ∓ iW 2)/
√

2. The remaining off-diagonal term in the W 3
µ

and Bµ basis cancel in the Zµ and Aµ basis (which are the true mass eigen-
states):

1

8
v2
[
g2
(
W 3
µ

)2 − 2gg′W 3
µB

µ + g′2B2
µ

]
=

1

8
v2
[
gW 3

µ − g′Bµ
]2

+ 0
[
g′W 3

µ + gBµ
]
.

(2.26)

where

Zµ =
gW 3

µ − g′Bµ√
g2 + g′2

(2.27)

Aµ =
g′W 3

µ + gBµ√
g2 + g′2

. (2.28)

From Equations 2.25 and 2.26, the tree level prediction for masses of the
gauge bosons is:

mW =
vg

2
(2.29)

mZ = v

√
g2 + g′2

2
(2.30)

mγ = 0. (2.31)

Finally, the Gell-Mann Nishijima formula shown in Equation 2.16 can
be validated with the boson definitions:

Q̂Aµ = 0

Q̂Zµ = 0

Q̂W±µ = ±1.

(2.32)

2.4 Quantum Chromodynamics

Quantum Chromodynamics (QCD) was developed by Gell-Mann and Fritzsch
in 1972 to describe the strong interactions in the SM, responsible for the be-
havior of quarks being held together by the strong force, carried by gluons.
As it was the case for the Electroweak Standard Model, quantum field the-
ory is the framework in which QCD is developed. In this case, the “color”
group SU(3)c (see Equation 2.1) is the starting global symmetry. This new
quantum number (color) is introduced to refer to three different possible
states of the quarks and it constitutes an exact symmetry of the theory.
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The local gauge symmetry is promoted to a local one by introducing the
covariant derivative:

∇µ ≡ ∂µ − igs
(
λα
2

)
Aαµ (2.33)

where gs is the strong coupling constant (usually referred as αs ≡ g2
s/4π in

the literature), λα
2 are the SU(3)c generators, with α = 1, . . . , 8, and Aαµ

are the gluon fields. After the replacement of the normal derivatives by the
covariant ones, the lagrangian of QCD is given by:

LQCD =
∑
q

q̄(x) (iγµ∇µ −mq) q(x)− 1

4
FαµνF

αµν , (2.34)

where γµ are the Dirac γ-matrices and q is a vector of three components cor-
responding to the different colors of a given quark type. Gluons transform
under the adjoin representation, while quarks are said to be in the funda-
mental representation of the SU(3) color group. The interactions between
quarks and gluons are enclosed in the definition of the covariant derivative
in Equation 2.33. The field tensor Fαµν is given by

Fαµν = ∂µA
α
ν − ∂νAαµ − gsfαβδAβµAδν (2.35)

where fαβδ are the structure constants of the SU(3) group. The third term
of the tensor describes the gluon self-interaction and is responsible for the
non-abelian nature of QCD.

The strong coupling constant changes with the scale of the interaction,
as it can be seen in Figure 2.1. The Renormalization Group Equation (RGE)
determines the running of the coupling strength with the scale in a quantum
field theory. For QCD, the 1-loop order RGE reads:

µ2
R

dαs(µ
2
R)

dµ2
R

= −(33− 2nf )α2
s(µ

2
R), (2.36)

where αs(µR) is the coupling as a function of an (unphysical) renormalization
scale µR, and nf is the number of families or generations.

The minus sign in the previous equation has its origin in the gluon self-
interaction and leads to the two main characteristic properties of QCD:
asymptotic freedom and confinement. The integration of Equation 2.36
shows that at very high energies or equivalently, at very short distances
the strong interaction coupling is weak. This situation is called asymptotic
freedom and is totally supported by the results from deep inelastic scat-
tering (DIS) experiments (described in the next section). Therefore, inside
hadrons, the quarks behave as almost being free particles. In the 100 GeV-
1 TeV energy range, αs ∼ 0.1, and perturbation theory can be applied to
QCD (pQCD).
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Figure 2.1: Measurement of αs(Q) [5].

This equation also shows that the coupling constant asymptotically di-
verges at low energies (large distances), making therefore impossible to pro-
duce isolated quarks. When in a qq̄ pair, the quarks begin to separate from
each other, the energy of the field between them increases. At some point,
it is energetically favorable to create an additional qq̄ pair, so at the end,
there are only colorless bound states (hadrons). This situation is called color
confinement and it is related to the process of jet formation (Section 2.6.4).

2.5 Deep Inelastic Scattering

2.5.1 Proving the proton

Deep Inelastic Scattering (DIS) experiments have been performed since the
1960’s to study the internal structure of nucleons. Electrons with energies
up to 20 GeV were sent against a target of hydrogen:

e+ P → e+X, (2.37)
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Figure 2.2: Kinematic quantities for the description of deep inelastic scat-
tering. The quantities k and k′ are the four-momenta of the incoming and
outgoing leptons, P is the four-momentum of a nucleon with mass M , and
W is the mass of the recoiling system X. The exchanged particle is a γ,
W±, or Z; it transfers four-momentum q = k − k′ to the nucleon. [6]

where P is the proton and X is any hadronic final state (Figure 2.2).

The kinematics of DIS can be described by the variables:

Q2 ≡ −q2 = (k − k′)2 x =
Q2

2(P · q)
, (2.38)

where k and k′ are the four momentum of the incoming and outgoing elec-
trons, P is the momentum of the incoming proton and x is interpreted as
the fraction of the proton momentum carried by the interacting quark.

In the first DIS experiments, a larger number of large-angle deflected
electrons than expected was found. A phenomenological explanation to these
results was given, considering the proton to be composed of non-interacting
point-like particles, called partons. Therefore, ep collisions can be regarded
as “hard” interactions between the electron and partons inside the proton.
The Parton Model considers nucleons as bound states of three partons, each
carrying a fraction x of the total nucleon momentum such that:∑

partons

xp = 1. (2.39)

In the parton model, the total cross section can be expressed in terms
of electron-parton ep interaction cross section:

σ(eP → eX) = f ⊗ σ(ep→ ep), (2.40)

where f is the parton density, also called parton distribution function (PDF).
The term fi(x)dx gives the probability of finding a parton of type i in the
proton carrying a fraction between x and x+dx of the proton total momen-
tum. A prediction of the parton model is that, in the infinite-momentum
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frame of the proton, where Q2 → ∞ and the transverse momentum of the
partons inside the proton are small, the parton densities are only a function
of x. This behavior is called Bjorken scaling.

However, in QCD, the radiation of gluons from the quarks leads to a
violation of the scaling predicted by the Parton Model. In particular, the
DIS cross section can be written as:

d2 σ(e±P )

dx dQ2
=

4πα2

xQ4

(
y2xF1(x,Q2) + (1− y)F2(x,Q2)∓ y(1− y)xF3(x,Q2)

)
(2.41)

where y = Q
sx and Fi are the proton structure functions defined as:

F1 =
1

2

∑
i

e2
i fi F2 =

1

2

∑
i

e2
ixfi, (2.42)

that explicitly depend on Q, and F3 is found to be zero in parity conserving
photon exchanges. The reason for this dependence is that, an increase in Q2

allows the gluons exchanged by the quarks (and their subsequent splittings
into qq̄ pairs) to be better resolved by the photon. Figure 2.3 shows the
parton distribution functions of a proton measured at different values of Q2.
Valence quarks dominate for large values of x (they carry the biggest fraction
of the total proton momentum), while gluons and sea quarks dominate at
low x. This figure also shows that as Q2 increases, the probability for finding
gluons and sea quarks at low x values is higher.

2.5.2 Parton Distribution Function

The partonic description of the hadrons that are collided determines the
theoretical predictions on high energy physics. Perturbative QCD cannot
predict the form of the PDFs, but can describe their evolution with the
variation of the scale Q2:

d

d logQ2
fq(x,Q

2) =
αs
2π

∫ 1

x

dy

y
fq(y,Q

2)Pqq

(
x

y

)
+ fg(y,Q

2)Pqg

(
x

y

)
d

d logQ2
fg(x,Q

2) =
αs
2π

∫ 1

x

dy

y
fq(y,Q

2)Pgq

(
x

y

)
+ fg(y,Q

2)Pgg

(
x

y

)
.

(2.43)

where Pab(z) are the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP)
splitting functions, that describe the probability that a parton of type b
radiates a quark or a gluon of type a, carrying a fraction z of the initial’s
parton momentum. In particular, the first expression describes the change
of the quark densities with Q2 due to gluon radiation and gluon splitting,
while the second expression describes the change of the gluon densities with
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Figure 2.3: Distributions of the parton distribution functions xf(x) (where
f = uv, dv, ū, d̄, s ≈ s̄, c = c̄, b = b̄) obtained in NNLO NNPDF2.3 global
analysis at scales µ2 = 10 GeV2 and µ2 = 104 GeV2, with αs(MZ) = 0.118.
[6]

Q2 due to gluon radiation from quarks and gluons. The DGLAP splitting
functions at the lowest order in αs, in the small angle approximation and
averaging over the polarizations and spins are expressed as [7]:

Pqq(z) =
4

3

1 + z2

1− z
,

Pgq(z) =
4

3

1 + (1− z)2

z
,

Pqg(z) =
1

2

(
z2 + (1− z)2

)
,

Pgg(z) = 6

(
1− z
z

+
z

1− z
+ z(1− z)

)
.

(2.44)

2.5.3 PDF parametrization

Experimental data are fitted to obtain the parton densities at a given scale
Q2, and the evolution equations 2.43 are used to predict the PDFs at diffe-
rent scales. Figure 2.4 shows the structure function F2 as a function of x and
Q2 as measured from DIS and fixed target experiments, and the evolution
predicted with the DGLAP equations. The structure function F2 shows no
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Figure 2.4: The proton structure function F2 versus Q2 at fixed values of
x. Data are from the ZEUS94 and SVX95 analyses and from the NMC and
BCDMS fixed target experiments. For clarity an amount Ci = 13.6− 0.6i is
added to F2 where i = 1 (18) for the lowest (highest) x value [8].

dependence on Q2 for large values of x. However, as x decreases, the effect of
the gluons and sea quarks start to be important, thus violating the Bjorken
scaling.

The PDFs are expected to be smooth functions of the scaling variable
x, and can be parametrized. In this analysis, the parametrization provided
by the CTEQ [9], CT10 [10] and MSTW [11] collaborations are used. As
an example, the CT10 parametrizaton used for the quarks and the gluon
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parton densities is:

xfi(x,Q
2
0) = A0 · xA1(1− x)A2 exp (A3x+A4x

2 +A5

√
x), (2.45)

where fi is a particular parton density at Q2
0 and Ai are the parameters to

be fitted, obtained with a χ2 parametrization over data from different types
of measurements. Not all these parameters are free, since these functions
must satisfy flavor and momentum sum rules.

2.6 Monte Carlo simulation

Monte Carlo (MC) codes are tools that enable the description of the fi-
nal states resulting from high-energy collisions, where the state-of-the-art
knowledge about QED and QCD is implemented by using MC techniques.
They have been developed to help interpreting the data from high energy
particle colliders in order to extract the measurement of fundamental phys-
ical parameters or to infer the possible existence of new physics beyond the
SM. The next subsections are devoted to describe the different phases of a
MC event generation [12, 13]. Figure 2.5 shows the general structure of a
hard proton-proton collision. The dotted circle H separates the perturbative
QCD (hard process, initial and final state radiation) from non-perturbative
contributions (underlying event, hadronization and PDFs).

Figure 2.5: General structure of a hard proton-proton collision. HP, denotes
the hard process, and UE, is the underlying event [14].
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2.6.1 Parton-level event generators

The cross section for a two-hadron interaction with momenta P1 and P2,
can be factorized into short- and long-distance effects delimited by a factor-
ization scale µF , according to the factorization theorem:

σ(P1, P2) =
∑
i,j

∫
dx1 dx2 fi(x, µ

2
F ) fj(x, µ

2
F )

× σ̂ij(p1, p2, αs(µ
2
R), Q2/µ2

F , Q
2/µ2

R)

(2.46)

where fi are the PDFs of each interacting parton, the sum runs over all
parton types, and σ̂ij is the parton cross section for incoming partons with
momenta p1 = x1P1 and p2 = x2P2, respectively. As long as the same
factorization scale is used, the same PDFs extracted from DIS experiments
can be used for ep, pp and pp̄ experiments. σ̂ij is calculated at a given order
on pQCD, which introduces a dependence on a renormalization scale µR,
that is usually chosen to be equal to µF .

Schematically, the all-orders partonic cross section, σ̂ij for a given process
F , with any extra emission, can be expressed as:

σ̂ij =

∫
dO σ̂ij

dO

=

∫
dO

∞∑
k=0

∫
dΦF+k︸ ︷︷ ︸

Σ legs

|
∞∑
`=0

M`
F+k︸ ︷︷ ︸

Σ loops

|2δ(O −O(ΦF+k)),
(2.47)

where the sum over k represents the sum over additional “real emission”
corrections, called legs, and the sum over ` represents the sum over addi-
tional virtual corrections, loops. ΦF+k represents the phase space of the
configuration with k legs and ` loops.

The various fixed order truncations of pQCD can be recovered by limiting
the nested sums in Equation 2.47 to include only specific values of k + `.
Therefore,

• k = 0, ` = 0: Leading order (usually tree-level) for inclusive F pro-
duction.

• k = n, ` = 0: Leading order for F + n jets.

• k + ` ≤ n: NnLO for F (includes Nn−1LO for F + 1 jet, Nn−2LO for
F + 2 jets, and so on up to LO for F + n jets).

The KLN theorem states that the divergences originated in the loops
exactly cancel against those from the real emissions, order by order in per-
turbation theory. However, in a fixed order calculation, e.g. leading order,
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in the situation for which k ≥ 1, ` = 0, the integration over the full momen-
tum phase space will include configurations in which one or more of the k
partons become collinear or soft, thus leading to singularities in the inte-
gration region. For this reason, the integration region needs to be modified
to include only “hard, well-separated” momenta. The remaining part of the
phase space is then considered by the parton shower generators.

2.6.2 Parton shower generators

As already mentioned, the fixed order calculations introduced in the previous
section are only valid if two conditions are fulfilled:

1. The strong coupling, αs, is small, so that perturbation theory is valid.

2. The phase space region is restricted to configurations in which real
emissions are “hard and well-separated”.

Parton showers are included in the MC simulations to approximately
account for the rest of higher order contributions to emulate a complete fi-
nal state. By the successive parton emission, the partons in the final state
produce a cascade, where the splitting functions (Eq. 2.44) govern the radi-
ation process. A parton shower generator simulates the successive emission
of quarks and gluons from the partons in the final (or initial) state. This
simulation is approximate, since it assumes completely independent parton
emissions, neglects any interference term among them and does not consider
virtual corrections. In the almost-collinear splitting of a parton, the n+ 1-
parton differential cross-section can be related to the n-parton cross section
before splitting as

dσn+1 ≈ dσn dPi(z, µ2) (2.48)

where

dPi(z, µ
2) =

dµ2

µ2

αs
2π

Pji(z)dz (2.49)

shows the probability that parton i will split into two partons at a virtuality
scale µ and with parton j carrying a fraction z of the i’s parton momentum
and Pji(z) are the same DGLAP equations from Eq. 2.44. This relation
is universal, so for any process involving n partons, this equation can be
applied to obtain an approximation for σn+1. This probability diverges
logarithmically in the soft (z = 1, 0) and collinear (µ = 0) regions, which
can be understood as a consequence of the non-perturbativity of QCD at
low scales. These divergences are not a problem because detectors will not
be able to resolve two partons very close one another, thus introducing an
effective cutoff to screen these regions.
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The quality of the approximation from Equation 2.49 is governed by how
many terms besides the leading one shown in this equation are included.
Including all possible terms, the most general form for the cross section
of the process F + n jets, restricted to the phase-space region above some
infrared cutoff scale, has the following algebraic structure:

σF+n = αns (ln2n + ln2n−1 + ln2n−2 + · · ·+ ln +R), (2.50)

and therefore, the simplest approximation one can build from this equation
is the “leading-logarithmic” (LL), in which all the terms of the series are
dropped but the ln2n one.

For the computer implementation of the parton shower, the Monte Carlo
programs use Sudakov form factors:

∆i(q
2
1, q

2
2) = exp

−∑
j

∫ q21

q22

∫ zmax

zmin

dPi(z
′, dq′2)

, (2.51)

derived from the splitting functions. The Sudakov form factors represent
the probability that a parton evolves from an initial scale q1 to a lower scale
q2 without branching.

To simplify the implementation of the calculations in the Monte Carlo
programs, the radiations are separated into initial-state and final-state sho-
wers, depending on whether they start off an incoming or outgoing parton of
the hard scattering. In the final-state showers, the Monte Carlo branching
algorithm operates in steps:

1. When a branching a→ b+c occurs at scale qa, the fraction of momen-
tum carried by the daughter partons xb/xa is determined using the
appropriate splitting function Pab, and the opening angle θa between
b and c is given by qa = E2

a(1− cos θa).

2. The scale at which the partons b and c will branch is determined with
the Sudakov factors. Since the scale qa is proportional to the virtual
mass, qb and qc are kinematically constrained to satisfy

√
qa >

√
qb +√

qc, thus imposing that the subsequent branchings on the daughter
partons will have smaller opening angles.

3. The shower is terminated when these virtualities have fallen to the
hadronization scale, Q2 ∼ 1 GeV.

In the initial state showers, the same algorithm is applied, but operated
backwards in time. Starting from an incoming parton at the hard interaction
b, it finds the branching a → b + c, where c can further branch in a final-
state fashion. Therefore, in the construction of the initial-state shower, the
fraction of momentum x is increased, and at the end it will match that
described by the PDFs.
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2.6.3 Matrix element and parton shower matching

The addition of the parton shower to the parton-level event generator can
introduce double-counting of events in some regions of the phase space. This
is illustrated in a very simple way in Figure 2.6. The LO cross section for
some process (green area), F , with a LL shower added to it (yellow area), is
found in the left-pane of this figure. To improve the description of the F +1
process from LL to LO, one needs to add the actual LO matrix element
for F + 1 (with a LL parton shower description as well). However, the LO
matrix element for F + 1 is divergent, and therefore, only the phase-space
region with at least one hard resolved jet can be covered (illustrated by
the half shaded boxes in the middle pane of Figure 2.6). When one adds
these two samples, the LL terms of the inclusive cross section for F + 1 are
counted twice, once from the shower of F , and once from the matrix element
for F + 1, illustrated by the red areas of the right-hand pane of Figure 2.6.

Figure 2.6: Illustration of the double-counting problem caused by naively
adding cross sections involving matrix elements with different numbers of
legs [12].

To remove this overlap, the phase space covered by the matrix element
calculation, and the space covered by the parton shower evolution needs to
be separated. There are two main matching schemes: the Catani-Krauss-
Kuhn-Webber (CKKW [15]) and the Michelangelo L. Mangano (MLM [16])
methods. They separate the phase space into the ME and PS regions by in-
troducing resolution parameters that distinguish between resolved and non-
resolved jets, to be described by the ME and the PS, respectively.

In the CKKW algorithm, a parton branching history is generated using
the kt algorithm [17], given a configuration with n partons in the final
state. The values of αs in every vertex of the branching, and the Sudakov
factor from every line between the vertices, are used to reweight the matrix
elements. The initial conditions of the shower are then set to have a smooth
transition between the reweighted matrix elements and the parton shower,
where the hard emissions in the shower evolution are vetoed if they have
enough transverse momentum to produce a separate jet, according to the kt
algorithm.

The matching MLM procedure starts by separating the events in exclu-
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sive samples of n partons in the final state, and then, the parton shower
is developed in that event using a PS Monte Carlo. The parton config-
uration after the showering is then processed with a cone jet algorithm,
with a radius Rjet. Then, the original n partons are matched to the jets if
∆R(jet,parton) < Rjet. If all the partons are matched to a jet and there
are no extra jets, i.e. Njets = n, the event is accepted. Otherwise, the event
is rejected to avoid further hard emissions that would lead to additional
jets. Finally, the events with different jet multiplicities, n = 0, 1, 2, . . . , k,
are recombined in a single sample. The events in the sample with parton
multiplicities higher than k jets are accepted if Njets ≥ k.

2.6.4 Hadronization models

As the collision process evolves and the partons radiate and travel further
apart, the QCD running coupling increases as the values of the shower evo-
lution scale Q2 decrease. Therefore, the confining effects of QCD become
important and the dynamics enter a non-perturbative phase which leads to
the formation of the observed final-state hadrons. Event generators have to
rely on models based on general features of QCD.

As a consequence of the factorization assumption and color preconfine-
ment, the hadronization of the partons is independent of the hard scattering
process. Therefore, the parameters of a model used to describe a hadroniza-
tion can be fitted to the results of one experiment and then applied to
another.

The most used hadronization models are the string fragmentation and
the cluster hadronization models, which are described below.

2.6.4.1 String fragmentation hadronization model

The string model for hadronizaton, schematically shown in Figure 2.7 (left),
uses string dynamics to describe the flux between a qq̄ pair. It is based on
the observation that at large distances the potential energy of color sources
increases linearly with their separation. In the evolution of the hadronization
process, the potential energy of the string increases as partons travel further
apart at the expense of its kinetic energy. When this energy becomes higher
than the mass of a light qq̄ pair, a new q′q̄′ is created and the string breaks
into two shorter strings creating two color-singlet states q′q̄ and qq̄′. If the
relative momentum of the new qq̄ pairs connected to the same string is large
enough, the string might break again. Gluons act as “kinks” in the string,
that add extra tension to it. The creation of heavy quarks is suppressed
during the hadronization as the production of light quark pairs (u, d and s)
is more energy favored. The formation of baryons, 3-quark states, is achieved
by considering them quark-diquark states, where diquarks are simply treated
as antiquarks.
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Figure 2.7: Illustration of string fragmentation (left) and cluster hadroniza-
tion (right) [18].

2.6.4.2 Cluster hadronization model

The cluser model is based on the color pre-confinement of the branching
processes. The process starts by splitting gluons that remain after parton
shower into quark-antiquark pairs, so that only quarks are present. They are
then grouped in color-singlet. The mass spectrum of these clusters peaks at
low values of the order of the GeV, but has a broad tail at high masses. The
clusters decay typically into two hadrons. Heavier hadrons are naturally
suppressed by the mass spectra. Furthermore, the heaviest clusters can
decay into smaller clusters that subsequently decay into hadrons. A sketch
of this model is shown in Figure 2.7 (right).

2.6.5 Underlying event

The underlying event (UE) refers to the interactions involving partons that
do not directly take part in the hard scattering. It cannot be described per-
turbatively because the interactions happen at low transferred momentum.
These interactions also involve flavor and color connections to the hard scat-
tering, and therefore they cannot be separated from the hard scattering in
general. The presence of particles originated in the UE can affect the inter-
pretation of the data, for example, by contributing to the energy associated
to the jets. Phenomenological models [19] are used to simulate the UE and
are tuned to minimum bias data from hadron colliders [20].
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2.6.6 Monte Carlo generators

A summary of the different MC generators used in this Thesis is presented
in Table 2.3, and briefly discussed in the following sections [21, 22].

Monte Matrix ISR/
Hadronization

Underlying
Carlo element FSR event

Pythia LO Parton shower String model Minimum bias
Herwig LO Parton shower Cluster model Jimmy

Sherpa LO
Pythia

Pythia Pythia
(CKKW matching)

Alpgen
LO

Pythia or
Pythia PythiaHerwig

(MLM matching)
MC@NLO NLO Herwig Herwig Herwig (Jimmy)

Powheg NLO
Pythia or Pythia or Pythia or
Herwig Herwig Herwig

AcerMC LO
Pythia or Pythia or Pythia or
Herwig Herwig Herwig

Madgraph LO
Pythia

Pythia Pythia
(MLM matching)

Table 2.3: Summary of the Monte Carlo generators used in the analysis.

2.6.6.1 General purpose Monte Carlo generators

Pythia [20] and Herwig [23, 24] are general purpose event generators that
use matrix elements at leading-order in perturbation theory in QCD. They
are optimized to compute 2-to-1 and 2-to-2 processes, although 2-to-n (n >
2) processes can be achieved with initial- and final-state radiation, ordered
in pT (angle) in the case of Pythia (Herwig). For hadronization, Pythia
uses the string model, while the cluster model is used in Herwig. The latest
is normally interfaced with Jimmy [19] to model the underlying event.

2.6.6.2 Multi-leg Monte Carlo generators

Sherpa [25], Alpgen [26] and Madgraph [27] are multi-purpose event
generators, specialized in the computation of matrix elements involving 2-
to-n processes at LO in pQCD. Madgraph and Alpgen compute separated
ME up to n = 6 and n = 9, respectively.

In Sherpa the different jet multiplicities are generated in a single in-
clusive sample directly. Parton showers and hadronizations are performed
with either Pythia or Herwig for Alpgen and Sherpa, while Madgraph
needs to be interfaced with Pythia. The ME/PS matching is performed
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with the CKKW scheme in Sherpa, and with the MLM scheme in Alpgen
and Madgraph. Finally, Alpgen and Madgraph use Pythia to simulate
the UE, while Sherpa uses its own implementation.

In the analysis presented in the following chapters, Sherpa and Alpgen
MC generators are used to model the W/Z+jets and the dibosons (WW , ZZ
or WZ) Standard Model processes. The Madgraph interface, is instead
used for the implementation of the new physics models.

2.6.6.3 Next-to-leading order Monte Carlo generators

MC@NLO [28] and Powheg [29] are event generators that use matrix ele-
ments at NLO in pQCD. In the analysis, they are used to simulate processes
involving the production of a top quark. Powheg is interfaced with either
Pythia or Herwig for the modeling of the PS, hadronization or UE, while
MC@NLO is interfaced with Herwig.



Chapter 3

Beyond the Standard Model

This chapter describes several extensions of the Standard Model. These
extensions aim to solve some of the many aspects of Nature that the SM
cannot explain. In particular, supersymmetry, the Arkani-Hamed Dvali Di-
mopoulos model of Large Extra Dimensions, and some models involving the
production of Dark Matter will be covered in the following.

3.1 Motivation to go beyond the Standard Model

The Standard Model provides the most successful description of the leptons,
quarks and the interactions between them through the different bosons, as
it was discussed throughout Chapter 2. For the moment, no experiment
besides the neutrino oscillations, that reveal the massive character of the
neutrinos, has been able to find any clear deviation of the data with respect
to the SM predictions. However, there are a number of physical arguments
that point to the existence of a theory that extends the SM in order to
describe the physics at higher energies.

The first argument comes from the fact that gravity is not accommo-
dated in the theory, thus preventing the Standard Model to be the Theory
Of Everything (TOE), in which Nature could be described in a single frame-
work. For this reason, a new model is required at the reduced Planck scale
MP = (8πGNewton)−1/2 = 2.4× 1018 GeV, where the quantum gravitational
effects are not negligible.

A further argument pointing to the need for new theories beyond the
SM is the “hierarchy problem”, regarded as a consequence of the fact that
the ratio MP /MW is so huge. This is not a difficulty with the Standard
Model itself, but rather a disturbing sensitivity of the Higgs potential to new
physics in almost any imaginable extension of the SM. Unlike the fermions
and gauge bosons, spin-0 fields are not protected by any chiral or gauge
symmetries against large radiative corrections to their masses. In particular,
in the SM there is no mechanism to prevent scalar particles from acquiring
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Figure 3.1: One-loop quantum corrections to the Higgs mass due to fermions.

large masses through radiative corrections. For this reason, the Higgs field
receives enormous corrections from the virtual effects of any SM particle it
couples to (see fermion loop diagram from Figure 3.1).

Due to these corrections, the Higgs mass is:

m2
HSM

= (mH)2
0 + ∆m2

H , (3.1)

where (mH)0 is the bare Higgs mass and ∆m2
H is the Higgs mass correction

which, for the case of a fermion loop, is given by:

∆m2
H = −

|λf |2

16π2

[
2Λ2 +O

(
m2
f ln

(
Λ

mf

))]
, (3.2)

being λf the Yukawa coupling of the fermion f and being Λ a cutoff. The
latter is interpreted as the energy scale at which new physics enters and the
SM ceases to be valid. If the SM needs to describe Nature up to MP , then
the quantum corrections to the Higgs mass can be as big as 30 orders of
magnitude larger than the Higgs mass squared. The cancellation of these
corrections at all orders would imply an enormous fine tuning in order to
recover the measured mass of the Higgs boson. In a model with spontaneous
electroweak symmetry breaking, this problem also affects other particles that
get their masses through this mechanism, such as the W , the Z, the quarks
and the charged leptons. It is therefore unnatural to have all the SM particle
masses at the electroweak scale unless they are “forced” to be in this range
due to a cutoff of the Standard Model in much lower energies than the Planck
scale.

Even accepting the fine tuning required in order to keep the SM particle
masses at the order of the electroweak scale, the SM contains 19 free para-
meters, such as couplings, masses and mixings, which cannot be predicted
theoretically but must be measured by the experiment. In addition to it,
more parameters would be needed in order to accommodate non-accelerator
observations, such as neutrino masses and mixings. Another reason to look
for physics beyond the Standard Model is related to the nature of the Dark
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Matter, whose existence is inferred from cosmological observations such as
studies on the Cosmic Microwave Background or the rotation pattern of the
galaxies, for which there are no candidates among the SM particles.

The Standard Model also leaves other questions unanswered, such as
why there are three generations of quarks and leptons or three colors; why
proton and electron electric charges are exactly opposite; which is the origin
of the matter-antimatter asymmetry observed in the Universe; the relation
between strong and electroweak forces, or the origin of the neutrino masses.

Along the years, many theories have been developed in order to give an
explanation to the items mentioned above. In the following sections, three
scenarios for physics beyond the SM will be reviewed. They are of particular
interest for this Thesis, because they predict new phenomena that leads to
monojet final state signatures and could be observable in the energy reach
of the LHC.

3.2 Supersymmetry

The hierarchy problem introduced in the previous section can be elegantly
solved if for each SM fermion, a new boson S is introduced in a way that
it also couples to the Higgs. This new scalar would translate into a mass
correction term of the form:

∆m2
H =

λ2
f

16π2

[
2Λ2 +O

(
m2
S ln

(
Λ

mS

))]
. (3.3)

Fermi statistics implies an opposite sign with respect to the fermion mass
correction shown in Equation 3.2. Therefore, if λS = |λf |, all the fermion
terms have a counter term that naturally cancels the quadratic divergence
introduced. Therefore, assuming the existence of this scalar partner, the
remaining terms in the Higgs mass correction are:

∆m2
H =

λ2
f

16π2
|m2

S −m2
f |, (3.4)

where the smaller logarithmic contributions have been omitted. According
to the the “Naturalness” argument [30], these corrections must not be much
greater than mHSM

in order to avoid too much fine tuning. If so,

|m2
S −m2

f | . 1 TeV2, (3.5)

which sets the scale of validity of the SM to be of the order of the TeV.
At higher scales, new particles would be produced and thus the SM should
be substituted by its supersymmetric extension, which would be valid up to
the Planck scale.
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The following subsections introduce the foundations of supersymmetric
lagrangians, in order to obtain a recipe to write down the allowed interac-
tions and mass terms of a general supersymmetric theory. This recipe will
be then applied to the special case of the Minimal Supersymmetric Standard
Model. Finally, the gauge mediated supersymmetry breaking framework will
be discussed.

3.2.1 Building a general supersymmetric lagrangian

A supersymmetry (SUSY) transformation turns a bosonic state into a fermionic
state and vice versa [31]:

Q̂|Boson〉 = |Fermion〉 and Q̂|Fermion〉 = |Boson〉 (3.6)

where the operator Q̂ is the generator of the SUSY transformation. It
must be an anticommuting spinor and since spinors are intrinsically complex
objects, Q† is also a symmetry generator, which satisfies a Lie algebra [32].
Since Q and Q† are fermionic operators, they carry spin 1/2, thus making
clear that SUSY is a spacetime symmetry. In fact, SUSY seems to be the
last possible extension of the Lorentz group [33]. In the notation used in
the following, SM particles are combined to supersymmetric particles into
superfields.

3.2.1.1 Chiral supermultiplets

In a realistic theory, there are many chiral supermultiplets, with both gauge
and non-gauge interactions. The lagrangian density for a collection of free
chiral supermultiplets labeled by the index i is shown in Equation 3.7.

Lchiral = Lchiral, scalar + Lchiral, fermion, being

Lchiral, scalar = −∂µφ∗i∂µφi and

Lchiral, fermion = iψ†iσ̄µ∂µψi,

(3.7)

where σµ are the Pauli matrices. If the lagrangian in Equation 3.7 is invari-
ant under supersymmetry transformations, it must be satisfied that δS = 0,
thus requiring the fields of the theory to transform as:

δφi = εψi δφ∗i = ε†ψ†i (3.8)

δ(ψi)α = −i(σµε†)α∂µφi + εαFi, δ(ψ†i)α = i(εσµ)α∂µφ
∗i + ε†αF

∗i (3.9)

δFi = −iε†σ̄µ∂µψi, δF ∗i = i∂µψ
†iσ̄µε. (3.10)
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The auxiliary fields Fi need to be introduced to make supersymmetry
exact off-shell. Each auxiliary field satisfies the following lagrangian, to be
added to Equation 3.7:

Lchiral, auxiliary = F ∗iFi, (3.11)

which implies the equations of motion Fi = 0 and F ∗i = 0, thus vanishing on-
shell. In fact, each complex scalar field φi has two real propagating degrees of
freedom, matching the two spin polarizations of its corresponding fermionic
field ψi, on-shell. Off-shell, however, the fermionic field is a complex two-
component object, so it has four degrees of freedom. To make the degrees
of freedom for the fermionic and bosonic fields match, the auxiliary field
Fi needs to be introduced. The counting of real degrees of freedom in this
simplified model is shown in Table 3.1.

φi ψi Fi
on-shell (nB = nF = 2) 2 2 0
off-shell (nB = nF = 4) 2 4 2

Table 3.1: Counting of real degrees of freedom in supersymmetric theories.

On the other hand, the most general set of renormalizable interactions
for these fields that is consistent with supersymmetry is found to be [34]:

Lchiral, int =

(
−1

2
W ijψiψj +W iFi

)
+ c.c. (3.12)

where W ij and W i can be derived from the following superpotential:

W =
1

2
M ijφiφj +

1

6
yijkφiφjφk, (3.13)

with

W ij =
δ2

δφi δφj
W

W i =
δ

δφi
W.

(3.14)

If the interaction lagrangian from Equation 3.12 is added to the chiral
lagrangian from equation 3.7, the part that contains the auxiliary fields leads
to the equations of motion Fi = −W ∗i and F ∗i = −W i and the auxiliary
fields can be expressed algebraically in terms of the scalar fields. Therefore,
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after the non-propagating fields Fi and F ∗i have been eliminated, the full
lagrangian density for the chiral fields is found to be:

Lchiral =− ∂µφ∗i∂µφi − Vchiral(φ, φ
∗) + iψ†iσ̄µ∂µψi

− 1

2
M ijψiψj −

1

2
M∗ijψ

iψj

− 1

2
yijkψiψjψk −

1

2
y∗ijkψ

∗iψ†jψ†k,

(3.15)

with the chiral scalar potential Vchiral(φ, φ
∗) defined as:

Vchiral(φ, φ
∗) =W kW ∗k = F ∗kFk =

M∗ikM
kjφ∗iφj +

1

2
M iny∗jknφiφ

∗jφ∗k +
1

2
M∗iny

jknφ∗iφjφk

+
1

4
yijky∗klnφiφjφ

∗kφ∗l.

(3.16)

3.2.1.2 Gauge supermultiplets

As it was already shown in Chapter 2, the global gauge symmetries can be
promoted to local symmetries, which involved the presence of gauge fields.
The propagating degrees of freedom in a gauge supermultiplet are a massless
gauge boson field ~Aµ = Aαµ and a two component Weyl fermion gaugino
~λ = λα. The gauge transformations of the vector supermultiplet fields are:

Aαµ → A′αµ = Aαµ +
1

e
∂µθ

α + fαβγθβA
γ
µ

λα → λ′α = λα + fαβγθβλγ ,
(3.17)

where fαβγ are the totally antisymmetric structure constants that define
the gauge group. The special case of an Abelian group is obtained by just
setting fαβγ = 0 (see Equation 2.5).

The on-shell degrees of freedom for Aαµ and λα amount to two bosonic
and two fermionic helicity states (for each α, as required by sypersymmetry.
However, off-shell λα consists of two complex fermionic degrees of freedom,
while Aαµ has only three real bosonic degrees of freedom. As it was done
for the chiral supermultiplets, a real bosonic auxiliary field Dα is needed in
order for supersymmetry to be consistent off-shell.

Furthermore, in order for the lagrangian to be invariant under local
gauge transformations, the derivatives need to be replaced by the covariant
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derivatives as defined in Equation 2.10. Therefore, the lagrangian density
for a gauge supermultiplet is:

Lgauge = −1

4
FαµνF

µνα + iλ†ασ̄µ∇µλα +
1

2
DαDα, (3.18)

where the transformation of each gauge field under supersymmetric rotations
is:

δAαµ = − 1√
2

(
ε†σ̄µλ

α + λ†ασ̄µε
)
,

δλα =
i

2
√

2
(σµσ̄ν)Fαµν +

1√
2
εDα,

δDα =
i√
2

(
−ε†σ̄µ∇µλα +∇µλ†ασ̄µε

)
.

(3.19)

Finally, the derivatives in Lchiral in Equation 3.7 also need to be replaced
by covariant derivatives, thus introducing the interactions between the chiral
and the gauge sectors. The full lagrangian density for a renormalizable
supersymmetric theory is

L = Lchiral + Lgauge

−
√

2g (φ∗Tαψ)λα −
√

2gλ†α
(
ψ†Tαφ

)
+ g (φ∗Tαφ)Dα.

(3.20)

where Lchiral is shown in Equation 3.15 with ∂µ replaced by ∇µ, and Lgauge

is shown in Equation 3.18. The last term combines with the DαDα/2 in
Lgauge to provide the equation of motion Dα = −g(φ∗Tαφ).

3.2.2 Supersymmetry breaking

The general supersymmetric lagrangian shown in Equation 3.20 does not
provide mass terms for all the particles. Furthermore, if SUSY was an exact
symmetry, the masses of the SM particles and their superpartners would
be the same [34]. The fact that no SUSY particle has been discovered
yet, indicates that they must have higher masses than the SM particles.
Therefore, supersymmetry must be broken at low energies, and thus new
SUSY-breaking terms need to be added in the SUSY lagrangian. To prevent
dangerous quadratic divergences, only a certain subset of supersymmetry-
breaking terms can be included, denoted as soft SUSY-breaking terms:

Lsoft =−
(

1

2
Mαλ

αλα +
1

6
aαβγφαφβφγ +

1

2
bαβφαφβ + tαφα

)
+ c.c− (m2)αβφ

∗αφβ.

(3.21)
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They consist of gaugino masses Mα for each gauge group, scalar squared-
mass terms (m2)βα and bαβ, scalar couplings aαβγ , and a tadpole coupling
tα. These terms do break supersymmetry because they involve only scalars
and gauginos and not their superpartners.

3.2.3 Minimal Supersymmetric Standard Model

The Minimal Supersymmetric Standard Model (MSSM) is the minimal vi-
able supersymmetric extension of the SM. It obeys the same SU(3)c ⊗
SU(2)L ⊗ U(1)Y gauge symmetry of the Standard Model, but doubles the
spectrum of particles, since for every partner of the SM, a superpartner is
postulated, differing by half a unit of spin. A specific notation is developed to
describe the correspondence between a particle and its superpartner. Hence,
the superpartners are written with the same letter as their partner but with
a tilde over it, while the superfields are written with a “hat” superscript.
Furthermore, the spin-0 superpartners of the fermions are denoted starting
with an extra “s” (e.g. selectron is the superpartner of the electron) while
the spin-1/2 superpartners of the bosons finish with the suffix “ino” (e.g.
gluino is the superpartner of the gluon).

As it was the case for the SM, the left-handed and right-handed pieces
of the quarks and leptons have different gauge transformation properties, so
each must have its own complex scalar partner. The “handedness” of the
spin-0 superpartners does not refer to the helicity of the sfermions, but to
that of their SM partners.

In addition, the Higgs sector is enlarged in the MSSM, to avoid triangle
gauge anomalies [31]. Gauge theories cannot have anomalies and this is
achieved by requiring that the sum of all fermion charges vanishes in a
triangle diagram process. In the MSSM the Higgs scalar doublet acquires a
superpartner which is a SU(2)L doublet of Majorana fermion fields. These
fields contribute to the triangle SU(2)L and U(1)Y gauge anomalies. The
fermions have exactly the right quantum numbers to cancel these anomalies
and therefore the Higgsino contribution remains uncancelled. The easiest
solution to this problem is to require a second Higgs doublet with U(1)Y
quantum number opposite to the one of the first doublet.

Tables 3.2 and 3.3 show the chiral and gauge supermultiplets in the
MSSM respectively. The superpotential of the MSSM is found to be:

WMSSM = ¯̂uyuQ̂Ĥu − ¯̂
dydQ̂Ĥd − ¯̂eyeL̂Ĥd + µĤuĤd, (3.22)

where the objects û, d̂, ê, Q̂, L̂, Ĥu and Ĥd appear in Table 3.2 and yu,
yd and ye are 3× 3 dimensionless Yukawa mixing matrices in family space.
These Yukawa matrices determine the masses and CKM mixing angles of
the ordinary quarks and leptons after the neutral scalar components of Hu

and Hd get VEVs.
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Names Superfield Spin 0 Spin 1/2 SU(3)c SU(2)L U(1)Y
squarks, quarks Q̂ (ũL d̃L) (uL dL) (3,2, 1/6)

(×3 families) ¯̂u ũ∗R u†R (3̄,1,−2/3)
¯̂
d d̃∗R) d†R (3̄,1, 1/3)

sleptons, leptons L̂ (ν̃ ẽL) (ν eL) (1,2,−1/2)

(×3 families) ¯̂e ẽ∗R e†R (1̄,1, 1)

Higgs, higgsinos
Hu (H+

u H0
u) (H̃+

u H̃0
u) (1,2,+1/2)

Hd (H0
d H

−
d ) (H̃0

d H̃
−
d ) (1,2,−1/2)

Table 3.2: Chiral supermultiplets in the Minimal Supersymmetric Standard
Model.

Names Spin 1/2 Spin 1 SU(3)c SU(2)L U(1)Y
gluino, gluon g̃ g (8,1, 0)

winos, W bosons W̃± W̃ 0 W± W 0 (1,3, 0)

bino, B boson B̃0 B0 (1,1, 0)

Table 3.3: Gauge supermultiplets in the Minimal Supersymmetric Standard
Model.

In the most general superpotential from the previous equation, more
terms of the form:

WRP
MSSM =

1

2
λijkL̂iL̂j ˆ̄ek +

1

2
λ′ijkL̂iQ̂j

ˆ̄dk + µ′iL̂iĤu

+
1

2
λ′′ijk ˆ̄ui

ˆ̄dj
ˆ̄dk,

(3.23)

can also be added, where the family indices i, j, k run from 1 to 3. The terms
in the first line of this equation violate the lepton number, while the term
in the second line violates the baryon number. The existence of these terms
might seem disturbing, since corresponding B- and L- violating processes
have never been observed (the most obvious experimental constraint for
these terms is the non-observation of the proton decay, which would violate
both the lepton and the baryon numbers by one unit).

The B and L conservation could be postulated in the MSSM, but it
would be a step backward with respect to the SM, where the conservation
of these quantum numbers is not postulated, but accidentally satisfied. In-
stead, a new symmetry can be added to the MSSM, which has the effect of
eliminating the possibility of B and L violating terms in the renormalizable
superpotential (Equation 3.23). This new symmetry is called “R-parity”
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and is a multiplicatively conserved quantum number defined as:

PR = (−1)3(B−L)+2s, (3.24)

where B and L refer to the baryon and lepton quantum numbers respectively
and s is the spin of the particle. This definition sets all the SM particles to
have PR = +1 while their SUSY partners to have RP = −1. The conserva-
tion of the R-parity has several dramatic phenomenological consequences:

• It prevents lepton and baryon quantum numbers to be violated.

• There can be no mixing between the sparticles and the particles.

• SUSY particles can only be produced in pairs in the collisions of SM
particles.

• The lightest SUSY particle (LSP) is stable, and therefore, it consti-
tutes a good candidate for dark matter.

For these reasons, the R-parity violating terms are not included in the
MSSM superpotential that is discussed below. The MSSM superpotential
introduced in Equation 3.22 can be approximated by

WMSSM ≈yt(¯̂tt̂Ĥ0
u −

¯̂tb̂Ĥ+
u )− yb(

¯̂
bt̂Ĥ−d −

¯̂
bb̂Ĥ0

d)

− yτ (¯̂τ ν̂τ Ĥ
−
d − ¯̂τ τ̂ Ĥ0

d) + µ(Ĥ+
u Ĥ

−
d − Ĥ

0
uĤ

0
d),

(3.25)

where the Yukawa matrices have been approximated as:

~yu ≈

0 0 0
0 0 0
0 0 yt

 ~yb ≈

0 0 0
0 0 0
0 0 yb

 ~ye ≈

0 0 0
0 0 0
0 0 yτ

 , (3.26)

based on the fact that the bottom and the top are the heaviest quarks, and
the τ is the heaviest lepton in the SM.

Since the Yukawa interactions yijk must be completely symmetric under
the interchange of i, j, k (see Equation 3.12), yu, yd and ye not only imply
Higgs-quark-quark and Higgs-lepton-lepton couplings as in the SM but also
Squark-Higgsino-quark and slepton-Higgsino-lepton.

On the other hand, the soft supersymmetry breaking terms of the MSSM
also need to be specified, as it was done in Equation 3.21. The soft SUSY
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breaking lagrangian is found to be:

LMSSM
soft =− 1

2

(
M3g̃g̃ +M2W̃W̃ +M1B̃B̃ + c.c.

)
−
(

˜̄uauM
iny∗jknφiφ

∗jφ∗kQHu − ˜̄dadQ̃Hd − ˜̄eaeQ̃Hd + c.c.
)

− Q̃†m2
Q̃
Q̃− L̃†m2

L̃
L̃− ũ†m2

ũũ− d̃†m2
d̃
d̃− ẽ†m2

ẽ ẽ

−m2
HuH

∗
uHu −m2

Hd
H∗dHd − (bHuHd + c.c.).

(3.27)

In the MSSM, the description of the electroweak symmetry breaking is
slightly more complicated than the SM because there are two Higgs doublets
instead of one. The Higgs scalar potential is defined as:

V =(|µ|2 +m2
Hu)(|H0

u|2 + |H+
u |2)

+(|µ|2 +m2
Hd

)(|H0
d |2 + |H−d |

2)

+
[
b(H+

u H
−
d −H

0
uH

0
d) + c.c.

]
+

1

8
(g2 + g′2)(|H0

u|2 + |H+
u |2 − |H0

d |2 − |H−d |
2)2

+
1

2
g2
∣∣H+

u H
0∗
d −H0

uH
−∗
d

∣∣2 ,
(3.28)

where the terms proportional to |µ|2 come from the F -terms of the MSSM
lagrangian (see Equation 3.16, with M∗ikM

kj = |µ|2 for illustration), the
terms proportional to g2 and g′2 are theD-term contributions (i.e. g (φ∗Tαφ)
in Equation 3.20) and the terms proportional to mHu , mHd and b are taken
directly from the soft SUSY violating lagrangian in Equation 3.27.

Furthermore, this potential needs to break the electroweak symmetry
down to electromagnetism, SU(2)L ⊗ U(1)Y → U(1)EM, in accordance to
experimental data. Gauge transformations allow to rotate away any VEV in
one of the weak isospin components, so without lose of generality, H+

u = 0
at the minimum of the potential. One can also check that the minimum of
the potential satisfying ∂V/∂H+

u = 0, implies H−d = 0. The b term can be
turned into a positive real number by redefining the phases of Hu and Hd.
In its minimum, the Higgs scalar potential from Equation 3.28 is found to
be:

V =(|µ|2 +m2
Hu)|H0

u|2 + (|µ|2 +m2
Hd

)|H0
d |2

+(bH0
uH

0
d + c.c.) +

1

8
(g2 + g′2)(|H0

u|2 − |H0
d |2)2,

(3.29)
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with the VEVs of the two Higgs doublets defined as:

vu = 〈H0
u〉

vd = 〈H0
d〉.

(3.30)

These VEVs can be related to the known mass of the Z boson and the
electroweak gauge couplings by the expression:

v2
u + v2

d ≡ v2 =
2m2

Z

g2 + g′2
≈ (174 GeV)2, (3.31)

as it was done for the SM. Nonetheless, the parameters v (see previous
equation) and tanβ,

tanβ =
vu
vd
, (3.32)

are normally used, instead of vu and vd.

3.2.3.1 The mass spectra of the MSSM

The Higgs scalar fields in the MSSM consist of two complex SU(2)L dou-
blets, or what is the same, eight real scalar degrees of freedom. When
electroweak symmetry is broken down to electromagnetism, three Nambu-
Goldstone bosons, G0, G±, are created out of the three broken generators,
which become the longitudinal modes of the Z and W± massive vector
bosons (see Chapter 2). The remaining five Higgs scalar mass eigenstates
consist of two CP-even neutral scalars h0 and H0, one CP-odd neutral scalar
A0 and a charge +1 scalar H+ and its complex conjugate H−. The masses
for these Higgs fields are computed at tree level by rotating the fields in the
scalar potential so that the mass terms are diagonal, leading to:

m2
A0

=
2b

sin (2β)
,

m2
h0,H0

=
1

2

(
m2
A0

+m2
Z ∓

√
(m2

A0
−m2

Z)2 + 4m2
Zm

2
A0

sin 2(2β)
)
,

m2
H± = m2

A0
+mW .

(3.33)

The masses of A0, H0 and H± can be arbitrarily large, while the mass
of h0 is bounded from above (mh0 < mZ | cos (2β)|. However, as shown in
Ref. [35], this tree level formula is subject to large contributions from top
and stop loops, which enlarge the values quoted in the previous equation.

On the other hand, the higgsinos and electroweak gauginos mix with
each other after the electroweak symmetry breaking. The neutral higgsinos
(H̃0

u and H̃0
d) and the neutral gauginos (B̃ and W̃ 0) combine to form four
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mass eigenstates called neutralinos. The charged higgsinos (H̃+
u and H̃−d )

and the winos (W̃+ and W̃−) mix to form two mass eigenstates with electric
charge ±1, called charginos. The lightest neutralino is assumed to be the
lightest supersymmetric particle (LSP) unless there was a lighter gravitino
(see Section 3.2.4.1) or R-parity was not conserved.

The mass matrix of the neutral higgsinos and gauginos in the gauge
eigenstate basis ψ0 = (B̃, W̃ 0, H̃0

d , H̃0
u) is found to be:

Mχ̃ =


M1 0 −g′vd/

√
2 g′vu/

√
2

0 M2 gvd/
√

2 −gvu/
√

2

−g′vd/
√

2 gvd/
√

2 0 −µ
−g′vu/

√
2 −gvu/

√
2 −µ 0

 . (3.34)

The entries M1 and M2 in this matrix come directly from the MSSM
soft lagrangian in Equation 3.27, while the entries −µ have their origin in
the supersymmetric higgsino mass terms, in Equation 3.25. The terms pro-
portional to g and g′ are the result of the Higgs-higgsino-gaugino couplings
(first two terms in the second line of Equation 3.20), with the Higgs field
replaced by its VEV. After diagonalization, the neutralino masses at tree
level are found to be:

mχ̃0
1

=M1 −
m2
Zs

2
W (M1 + µ sin 2β)

µ2 −M12

mχ̃0
2

=M2 −
m2
W (M2 + µ sin 2β)

µ2 −M2
2

mχ̃0
3
,mχ̃0

4
=|µ|+

m2
W (I − sin 2β(µ+M1c

2
W +M2s

2
W ))

2(µ+M1)(µ+M2)

=|µ|+
m2
W (I + sin 2β(µ−M1c

2
W −M2s

2
W ))

2(µ−M1)(µ−M2)
.

(3.35)

Similarly, in the gauge eigenstate basis ψ± = (W̃+, H̃+
u , W̃−, H̃−d ), the

chargino mass matrix is:

M
χ̃±

=


0 0 M2 gvd
0 0 gvu µ
M2 gvu 0 0
gvd µ 0 0

 , (3.36)

thus leading to the chargino masses:

mχ̃±1
,mχ̃±2

=
1

2

(
|M2|2 + |µ|2 + 2m2

W

∓
√

(|M2|2 + |µ|+ 2m2
W )2 − 4|µM2 −m2

W sin 2β|2
)
,

(3.37)
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after diagonalization.
The gluino is a color octet fermion, and therefore cannot mix with any

other particle in the MSSM. At leading order, the mass of the gluino is
simply:

mg̃ = M3. (3.38)

The squarks are the spin-0 superpartners of the left- and right-handed
quarks. In the most general case, the squark mass eigenstates are obtained
by diagonalizing two 6×6 squark mass-squared matrices (one for up-type and
one for down-type squarks). However, mixing between squarks of different
generations can cause severe problems due to large loop contributions to
flavor changing neutral current processes [36]. Therefore, if one ignores the
intergenerational mixing, these matrices decompose into a series of 2 × 2
matrices, each of which describes squarks of a specific flavor. In the basis ψ
= (q̃L, q̃R), the squark mass-squared matrices are:

Mq̃ =

(
m2
q̃L

Aqmq

Aqmq m2
q̃R

)
, (3.39)

as shown in Ref. [37], with

m2
q̃L

= M2
Q̃

+m2
Z cos 2β(Iq3L − eq sin2 θW ) +m2

q ,

m2
q̃R

= M2
{ũ,d̃} + eq sin2 θW +m2

q ,

Aq = aq − {cotβ, tanβ},

(3.40)

for {up, down} type quarks respectively. eq and Iq3 are the electric charge
and the third component of the weak isospin of the squark q̃, and mq is the
mass of the partner quark. MQ̃, Mũ and Md̃ are the soft SUSY breaking
masses, and aq are the trilinear couplings, all found in Equation 3.27.

The off-diagonal elements of Mq̃ are proportional to the mass of the cor-
responding quark. For this reason, the first and second generation squarks
can be considered degenerated in mass and mixing can be neglected:

mũL = mũR = md̃L
= md̃R

= mc̃L = mc̃R = ms̃L = ms̃R . (3.41)

However, this does not hold for the third generation squarks: stops are
expected to be highly mixed because of the high top quark mass, and for
sbottoms, mixing effects can be important if tanβ takes high values. There-
fore, the squark mass-squared matrices in Equation 3.39 are diagonalized
for stops and sbottoms, leading to a diagonal matrix with eigenvalues:

m2
q̃1,2 =

1

2

(
m2
q̃L

+m2
q̃R
∓
√(

m2
q̃L
−m2

q̃R

)2
+ 4A2

qmq

)
. (3.42)
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for q̃1 = t̃1, b̃1 and q̃2 = t̃2, b̃2.

The mass matrix of the charged sleptons is a complete analogy to that of
the down-type squarks. Therefore, selectrons and smuons can be considered
degenerated, while the right-handed and left-handed staus mix to form mass
eigenstates for high values of tanβ.

There are 32 distinct masses in the MSSM, corresponding to undiscove-
red particles. Table 3.4 shows a review of these supersymmetric particles.

Names Spin ~PR Gauge eigenstates Mass Eigenstates

Higgs bosons 0 +1 H0
u H

0
d H

+
u H−d h0 H0 A0 H±

Squarks 0 −1
ũL ũR d̃L d̃R (same)
s̃L s̃R c̃L c̃R (same)

t̃L t̃R b̃L b̃R t̃1 t̃2 b̃1 b̃2

Sleptons 0 −1
ẽL ẽR ν̃e (same)
µ̃L µ̃R ν̃µ (same)
τ̃L τ̃R ν̃τ τ̃1 τ̃2 ν̃τ

Neutralinos 1/2 −1 B̃0 W̃ 0 H̃0
u H̃

0
d

χ̃0
1 χ̃

0
2 χ̃

0
3 χ̃

0
4

Charginos 1/2 −1 W̃± H̃+
u H̃−d χ̃±1 χ̃±2

Gluino 1/2 −1 g̃ (same)

Table 3.4: The predicted particle spectra in the MSSM (sfermion mixing for
the first two families is assumed to be negligible).

The MSSM only assumes the presence of supersymmetric particles, gauge
and Pointcaré invariance and R-parity conservation. These requirements
make the MSSM a very simple framework, but with a large number of free
input parameters to be introduced, since from a phenomenological point of
view, it is simply a low energy effective lagrangian. The MSSM includes at
least 105 new parameters to be added to the 19 parameters of the SM, thus
requiring 124 parameters to be determined.

3.2.4 Supersymmetry breaking

In the MSSM, supersymmetry breaking is achieved by the introduction of
the most general soft supersymmetry breaking terms consistent with the
SU(3)c ⊗ SU(2)L ⊗ U(1)Y gauge symmetry and R-parity invariance (see
Equation 3.27) in an attempt to parametrize the ignorance of the funda-
mental mechanism of supersymmetry breaking. If the supersymmetry break-
ing occurs spontaneously, a spin-1/2 Goldstone fermion called “goldstino”
(G̃1/2) must exist.

The goldstino degrees of freedom are only physical in spontaneously-
broken global supersymmetry models. Models with locally spontaneously-
broken supersymmetry must incorporate gravity. In these models, the gold-
stino is absorved by the gravitino (G̃), the spin-3/2 partner of the graviton,
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and therefore the goldstino is removed from the physical particle spectrum
and the gravitino acquires mass.

On the other hand, it can be shown that it is very difficult to construct
a realistic model of spontaneously-broken low-energy supersymmetry where
the supersymmetry breaking arises only from the particles of the MSSM [34].
For this reason, the MSSM soft terms arise indirectly or radiatively due to
the supersymmetry breaking occurring in a “hidden sector” of particles that
have no (or very small) interaction to the “visible sector” chiral supermul-
tiplets of the MSSM. The supersymmetry breaking effects are transmitted
from the hidden sector to the visible sector by some mechanism, often invol-
ving the mediation by particles that form an additional “messenger sector”,
thus generating the soft terms in the MSSM lagrangian.

The two best known scenarios that exhibit this structure are gravity me-
diated and gauge mediated supersymmetry breaking. In gravity mediated
SUSY breaking scenarios, gravity is the messenger of supersymmetry break-
ing [6]. On the other hand, in gauge mediated SUSY breaking (GMSB),
gauge interactions dominate the transmission of the supersymmetry break-
ing from the hidden sector to the MSSM. A more detailed review of the
GMSB mechanism is found below.

3.2.4.1 Gauge mediated supersymmetry breaking

In gauge mediated supersymmetry breaking, gauge forces transmit the su-
persymmetry breaking to the MSSM. The typical structure of such models
involve a hidden sector where the supersymmetry is broken, a messenger sec-
tor consisting of particles with non-trivial SU(3)c⊗SU(2)L⊗U(1)Y quantum
numbers, and the visible sector consisting of the fields of the MSSM. From
dimensional analysis, the value of the masses of the MSSM particles after
the soft SUSY breaking, msoft, is expected to be of the order of:

msoft ∼
αa
4π

〈F 〉
MMess

, (3.43)

where αa/4π is a loop factor for Feynman diagrams involving gauge inter-
actions, and MMess is a characteristic scale of the masses of the messenger
fields. Therefore, if MMess and

√
〈F 〉 are comparable, the scale of super-

symmetry breaking can be low.

On the other hand, the mass of the gravitino after the supersymmetry
breaking has taken place is [38]:

m3/2 =
〈F 〉√
3MP

, (3.44)

being MP the reduced Planck mass. This result could also be deduced from
dimensional analysis, since m3/2 must vanish in the limit where supersym-
metry is not broken (〈F 〉 → 0) or gravity is turned off (MP →∞).
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Equations 3.43 and 3.44 imply that gauge mediated supersymmetry
breaking models predict gravitino masses to be much lighter than the MSSM
sparticles as long as MMess � MP . The gravitino mass in models with
GMSB is typically in the eV range, thus implying that the gravitino to be
the LSP. Furthermore, unlike gravity mediated SUSY breaking models, the
couplings of the helicity ±1

2 components of the G̃ to the particles of the
MSSM are significantly stronger than gravitational strength and potentially
detectable in collider analyses.

GMSB also predicts the unification of the tree-level gaugino mass para-
meters from the soft SUSY-breaking lagrangian (see Equation 3.27) at some
high-energy scale MX ∼MP :

M3(MX) = M2(MX) = M1(MX) ≡ m1/2. (3.45)

After their evolution, the different effective low-energy gaugino mass
parameters can be related by the expressions:

M3 = (g2
s/g

2)M2 ' 3.5M2

M1 = (5g′2/3g2)M2 ' 0.5M2.
(3.46)

Although Equations 3.45 and 3.46 are often assumed in many phe-
nomenological studies, a truly model-independent approach takes the gau-
gino mass parameters Mi to be independent one another, to be determined
from the experiment.

Concerning the sfermions, the GMSB predicts the unification of the tree-
level sfermion masses: the soft SUSY-breaking scalar mass terms terms
contributing to the squark, slepton and Higgs boson masses are equal to
m0 at MX :

m2
Q̃

(MX) = m2
˜̄u(MX) = · · ·

= m2
L̃

(MX) = m2
H̃d

(MX) ≡ m2
0.

(3.47)

Finally, a common trilinear scalar coupling A0 for all the SUSY-breaking
terms is also predicted at MX :

at(MX) = ab(MX) = aτ (MX) = · · · ≡ a0 (3.48)

In the analysis presented, the production of gravitinos in association
with a squark or a gluino is studied. In the case of very light gravitinos,
the productions pp → G̃ + g̃ and pp → G̃ + q̃ dominate over the strong
production of squarks and gluinos. The dominant decay for the squarks or
the gluinos is via a quark or a gluon, respectively, plus a gravitino, g̃ → G̃+g
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q̃

q

G̃

g̃

g

G̃

Figure 3.2: Leading order Feynman diagrams for the decays of the squark
(right) and gluino (left) to a gravitino and a squark or a gluino, respectively,
in the GMSB scenario considered.

or q̃ → G̃ + q, as shown in Figure 3.2. Therefore, in the Narrow Width
Approximation (NWA), the cross section, σpp→G̃G̃q/g, can be factorized as:

σpp→G̃G̃q/g ≈ σpp→G̃q̃/g̃ × BRq̃/g̃→G̃q/g. (3.49)

which is considered valid if the width of the particle does not exceed 25%
of its mass. In this case, the final state is characterized by a jet and two
gravitinos escaping detection.

The G̃+g̃ production is driven by two competing initial states, i.e. quark-
antiquark or gluon-gluon scattering, while the G̃+ q̃ can only be produced in
quark-gluon collisions due to fermion number conservation. For the different
production processes (see Figure 3.3), the differential cross section,

dσ̂

dt
=

1

2s

1

8πs
|M̄ |2, (3.50)

depends on the Mandelstam variables s, t, u, and the gravitino mass, m3/2.
Predictions for the differential cross-sections are computed at LO in pQCD
neglecting the gravitino mass everywhere but in the coupling constants:

|M̄ |2
qq̄→G̃g̃ =

g2
sCF

3NCM2
Pm

2
3/2

Fqq̄→G̃g̃(s, t, u,m3/2)

|M̄ |2
gg→G̃g̃ =

g2
smg̃

6CFM2
Pm

2
3/2

Fgg→G̃g̃(s, t, u,m3/2,mg̃)

|M̄ |2
qg→G̃g̃ =

g2
s

12NCM2
Pm

2
3/2

Fq/g→G̃g̃(s, t, u,mq̃,mg̃),

(3.51)

where the functions Fqq̄→G̃g̃, Fgg→G̃g̃ and Fq/g→G̃g̃ are shown in Ref. [38].

Even though the differential cross section is suppressed by powers of M2
P ,

there is a dependence ∼ 1/m2
3/2, and therefore lower bounds on m3/2 can

be extracted from cross section constraints.
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q

q
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q̃

q

q̄

G̃

g̃

Figure 3.3: Feynman diagrams for the gravitino production in GMSB sce-
narios at LO.

3.2.5 Simplified MSSM models

The MSSM is the minimal supersymmetric extension of the SM. It has 124
free input parameters to be tuned, that parametrize the ignorance about
how SUSY is broken. In order to facilitate the exploration of the MSSM
phenomena, a variety of simplified models are considered. Simplified models
allow to capture the main features of the sensitivity of the LHC searches to
a certain model, without having to explore all the parameter space. In some
cases, the gluino, sbottom and stop quarks are decoupled from the rest of the
supersymmetric spectrum. In this specific simplified model, only light flavor
squark-antisquark production is allowed and this process is flavor blind, if
the masses are considered degenerate. In other cases, the opposite holds,
thus aiming to study stop and sbottom pair production at colliders. Other
types of simplified models decouple not only the squarks from the third
generation particles, but also all the right-handed squarks, thus focusing on
final state decays via charginos or neutralinos.
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3.2.5.1 Direct stop and sbottom production

At hadron colliders, diagonal pairs of stop and sbottom particles can be pro-
duced at lowest order in pQCD in quark-antiquark annihilation and gluon-
gluon fusion:

qq̄ → t̃1
¯̃t1, t̃2

¯̃t2, b̃1
¯̃
b1 and b̃2

¯̃
b2

gg → t̃1
¯̃t1, t̃2

¯̃t2, b̃1
¯̃
b1 and b̃2

¯̃
b2

(3.52)

The relevant leading order diagrams for these processes are found in
Figure 3.4, while a full set of higher-order diagrams for the production of
top squarks can be found in Ref. [39]. The corresponding leading order cross
sections for these partonic subprocesses can be written as:

(a)

q

t̃
1

q
–

t̃
–

1

g

g

g

(b) t̃
1

t̃
–

1

g̃

t

t

t̃
1

t̃
–

1q̃, t̃

(c) t̃
1

t̃
–

2q̃, t̃

t̃
1

t̃
–

2q̃, t̃

Figure 3.4: Born diagrams for quark-antiquark annihilation and gluon fu-
sion, leading to pairs of stop particles [39].

σqq̄→q̃k ¯̃qk
=
α2
sπ

s

2

27
β3
k

σgg→q̃k ¯̃qk
=
α2
sπ

s

{
βk

(
5

48
+

31m2
q̃k

24s

)
+

(
2m2

q̃k

3s
+
m4
q̃k

6s2

)
log

(
1− βk
1 + βk

)}
,

(3.53)

where k = 1, 2, q̃ = t̃, b̃ and βk =
√

1− 4mq̃k/s. Different simplified mod-
els are considered involving production of third generation squarks in the
analysis presented in this Thesis:

• Stop pair production with t̃1 → c+ χ̃0
1: The gluino together with the

first and second squark generations are decoupled from the theory.

• Stop pair production with t̃1 → b + ff ′ + χ̃0
1: Same prescription as

Stop pair production with t̃1 → c+ χ̃0
1.



3.2. SUPERSYMMETRY 45

• Sbottom pair production with b̃1 → b+ χ̃0
1: Same prescription as Stop

pair production with t̃1 → c+ χ̃0
1.

Figure 3.5 shows the Feynman diagrams for these three processes.

Figure 3.5: Feynman diagrams for the direct stop and sbottom production
processes studied. Left: stop pair production, with the stops decaying each
to a charm quark and a neutralino. Center: Stop pair production with
the stops decaying each to a bottom quark, two fermions and a neutralino.
Right: sbottom pair production, each decaying to a bottom quark and a
neutralino.

3.2.5.2 Squark and gluino production

The hadroproduction of squarks and gluinos at leading order, whose Feyn-
man diagrams and cross section computations are shown in Figure 3.6 and in
Ref. [40], respectively, proceeds through the following partonic interactions:

q̃ ¯̃q production: qi + q̄j → q̃k + ¯̃ql
g + g → q̃k + ¯̃ql

q̃q̃ production: qi + qj → q̃k + q̃l and c.c.
g̃g̃ production: qi + q̄i → g̃ + g̃

g + g → g̃ + g̃
q̃q̃ production: qi + g → q̃i + g̃ and c.c.

(3.54)

In this picture, the chiralities of the squarks are not considered explic-
itly, q̃ = (q̃L, q̃R), and the indices i-l indicate the flavors of the quarks and
squarks involved. In the analysis, only first and second squark generations
are considered, degenerated in mass.

The following simplified models are considered for analysis, while the
Feynman diagrams for these processes are shown in Figure 3.7:

• Squark pair production with q̃ → q+ χ̃
0
1: The third generation squarks

and the gluino masses are set to 5 TeV and therefore are decoupled
from the theory.
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1
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1

p
2

(a)

(b)
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Figure 3.6: Feynman diagrams for the production of squarks and gluinos
in lowest order. The diagrams without and with crossed final-state lines
represent t− and u− channel diagrams, respectively. The diagrams in (c)
and the last diagram in (d) are a result of the Majorana nature of gluinos.
Note that some of the above diagrams contribute only for specific flavors
and chiralities of the squarks [40].
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• Gluino pair production with g̃ → g + χ̃0
1: Assumed 100% branching

ratio for this decay, with the rest of SUSY particles decoupled, but the
neutralino.

• Gluino pair production with g̃ → bb̄+ χ̃0
1: Same prescription as gluino

pair production with g̃ → g + χ̃0
1.

g̃

g̃

q̃

q
q

q̃

q
qp

p

χ̃0
1

g

χ̃0
1

g

Figure 3.7: Feynman diagrams for the inclusive squark/gluino production
processes studied. Left: inclusive squark pair production, with the squarks
decaying each to a quark and a neutralino. Center: gluino pair production
with the gluino decaying each to a gluon and a neutralino. Right: gluino
pair production, each decaying to a bottom and antibottom quarks and a
neutralino.

3.2.5.3 Processes involving direct production of charginos or neu-
tralinos

SUSY electroweak particles are usually produced in the cascade decays.
However, they can also be produced directly in electroweak-driven processes,
with much lower cross sections in comparison to SUSY strong production [41,
42]. In the analysis presented, two simplified model processes involving
electroweakinos (whose Feynman diagrams are shown in Figure 3.8) are
studied:

• pp → q̃ + χ̃0
1 production: First and second squark generations are

degenerated in mass, while the third generation squarks and the gluino
are decoupled from the theory.

• pp → χ̃0
2 + χ̃±1 and pp → χ̃±1 + χ̃∓1 production: All squarks, sleptons

and gluino masses are set to more than 5 TeV.

3.3 ADD Large Extra Dimensions

The Arkani-Hamed-Dimopoulos-Dvali [43] (ADD) model of large extra di-
mensions is a framework which aims to solve the hierarchy problem without
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q̃

p

p

χ̃0
1

q

χ̃0
1

Figure 3.8: Feynman diagrams for the electroweak SUSY production pro-
cesses studied. Left: squark-neutralino production, with the squark decay-
ing to a quark and a neutralino. Center: chargino pair production. Right:
Chargino-neutralino production.

relying in supersymmetry. In particular, this model provides an explanation
to the 16 orders of magnitude difference between the electroweak and the
Planck scales. With this objective, n extra spatial compactified dimensions
with radius R are added to the 3 + 1 space-time dimensions. Under this
assumption, two test masses m1 and m2 placed at a distance r � R would
feel a gravitational potential,

V (r) ∼ m1m2

Mn+2
D

1

rn+1
, (r � R), (3.55)

where MD is the Planck scale assuming n extra dimensions. However, if
r � R,

V (r) ∼ m1m2

Mn+2
D

1

Rnr
, (r � R), (3.56)

which can be related to the Newtonian gravitational potential:

V (r) ∼ m1m2

M2
P

1

r
, (3.57)

if the “effective” 4-dimensional Planck scale is equivalent to

M2
P ∼M2+n

D Rn. (3.58)

In the ADD model, the electroweak scale mEW is the only fundamental
short scale in nature. Therefore, if MD ∼ mEW , Equation 3.58 leads to:

R ∼ 10
30
n
−17cm×

(
1 TeV

mEW

)
. (3.59)

This result points to the fact that MD, the truth strength of the gravita-
tional interaction can be as low as the electroweak scale providing values of
R as large as a millimeter. For n = 1, R ∼ 1013 cm, which should produce
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deviations from Newtonian gravity over solar system distances, and there-
fore is empirically excluded. For n = 2, R ∼ 100µm−1 mm, thus leading to
deviations in the gravitational predictions that could be proved in the up-
coming years1. Higher n values would lead to lower compactification radii
R.

In the ADD model, the SM particles can only propagate in a 4-dimensional
submanifold, while gravitons, understood as excitations of the n-dimensional
metric, are the only particles allowed to 4 + n dimensional bulk.

In terms of 4-dimensional indices, the metric tensor contains spin-2, spin-
1 and spin-0 particles, which can be expressed as a tower of Kaluza-Klein
modes [44, 45]. The mass of each Kaluza-Klein mode corresponds to the
modulus of its momentum in the direction transverse to the 4-dimensional
brane. In fact, the picture of a massless graviton propagating in a n-
dimensional space or a massive Kaluza-Klein tower of massive gravitons
propagating in a 4-dimensional space is completely equivalent. At low en-
ergy and small curvature, the equations of motion of the effective theory
reduce to Einstein equation in n = 4 + δ dimensions:

GAB ≡ RAB −
1

2
gABR = − TAB

M̄2+δ
D

A,B = 1, . . . , n, (3.60)

where M̄D is the reduced Planck scale of the n-dimensional theory, MD =
(2π)δ/(2+δ)M̄D. If the metric gAB is expanded around its Minkowski value
ηAB,

gAB = ηAB + 2M̄
−1−δ/2
D hAB, (3.61)

and therefore, Equation 3.60 can be rewritten as:

M̄
1+δ/2
D G = 2hAB − ∂A∂ChCB − ∂B∂ChCA + ∂A∂Bh

C
C

− ηAB2hCC + ηAB∂
C∂DhCD = −M̄−1−δ/2

D TAB,
(3.62)

keeping only the first power of h. The previous expression can be derived
from the following n-dimensional graviton lagrangian:

Lgrav = −1

2
hAB2hAB +

1

2
hAA2h

B
B

− hAB∂A∂BhCC + hAB∂A∂Ch
C
B −

1

M̄
−1−δ/2
D

hABTAB.
(3.63)

1At present, gravity has been proven at the level of a centimeter
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This lagrangian becomes the sum over the Kaluza-Klein modes of:

Lgrav =
∑
all ~n

−1

2
G(−~n)µν(2 +m2)G(−~n)

µν +
1

2
G(−~n)µ
µ (2 +m2)G(−~n)ν

ν

−G(~n)µν∂µ∂νG
(~n)λ
λ +G(~n)µν∂µ∂λG

(~n)λ
ν − 1

MP
G(~n)µνTµν ,

+ · · ·

(3.64)

under the unitary gauge and the parametrization from Reference [46]. In
this equation, the ellipses refer to spin-2, spin-1 and spin-0 particles that
are not coupled (or their coupling is very suppressed) to the SM energy-
momentum tensor Tµν , and therefore play no role in a collider experiment.
The latest term is the graviton interaction lagrangian. If Tµν is expanded,
the Feynman rules for the interactions between gravitons and SM fields can
be retrieved.

For not very high δ (i.e. δ . 6) the mass difference between the graviton
modes is small and the contributions of the different modes can be integrated
over the mass. Under this approximation, the differential cross section for
inclusive graviton production is expressed as:

d2 σ

dt dm
=

2πδ/2

Γ(δ/2)

M2
P

M2+δ
D

mδ−1d σm
dt

, (3.65)

where dσm/dt is the differential cross section for producing a single Kaluza-
Klein graviton of mass m, found to be:

dσm
dt

(qq̄ → gG) =
αs
36

1

M2
P s
F1(t/s,m2/s)

dσm
dt

(qg → qG) =
αs
96

1

M2
P s
F2(t/s,m2/s)

dσm
dt

(gg → gG) =
3αs
16

1

M2
P s
F3(t/s,m2/s),

(3.66)

with the expressions F1, F2 and F3 reported in Reference [46]. Figure 3.9
shows the Feynman diagrams for the graviton production at colliders at LO.

The ADD model is an effective theory and therefore, it is only valid up to
a given scale, which is assumed to be of the order of mEW . For this reason,
the effects of the hypothetical underlying theory are expected to emerge at
energy scales close to MD.

3.4 Dark Matter and WIMPs

The existence of non-luminous matter called “dark matter” (DM) in the
Universe (see Ref. [47] for a complete review), is inferred from the observa-
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Figure 3.9: Feynman diagrams for the Kaluza-Klein graviton production.

tion of its gravitational interactions and is well-motivated by experimental
observations. The most convincing evidence for dark matter on galactic
scales comes from the observations of the velocity of rotation of stars and
gas in spiral galaxies. If these galaxies were composed only of luminous mat-
ter, the circular velocity would be v(r) ∝ 1/

√
r beyond the optical disc. The

fact that v(r) is observed to be approximately constant implies the existence
of an halo of DM three to ten times larger than that corresponding to the
visible matter, that interacts gravitationally, as shown in Figure 3.10.

Figure 3.10: Rotational velocity of stars as a function of the radius in the
spiral galaxy NGC6503. The dotted, dashed and dash-dotted lines are the
contributions of gas, disk and dark matter, respectively [48].

Other evidences for the existence of DM come from a great variety of
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data, like the strong gravitational lensing. Weak modulation of strong len-
sing around individual massive elliptical galaxies [49], weak gravitational
lensing of distant galaxies by foreground structure [50], or studies on the ve-
locity dispersions of dwarf spheroidal galaxies [49] also suggest the presence
of Dark Matter.

The measurement of the “cosmic microwave background” (CMB) also
points to the existence of DM. The CMB is the thermal radiation back-
ground that is measured in the Universe, corresponding to roughly 2.7 K
of temperature. It is known to be isotropic at the 10−5 level. The CMB
is not associated to any specific object, but to the propagation of photons
once they were decoupled from matter about 3.5 × 105 years after the Big
Bang. A detailed study of the angular correlation in the CMB fluctuations
gives information about the geometry of the Universe, about its evolution
and its energy-matter content. Many measurements of the CMB radiation
have been performed along the years, the most stringent ones done by the
WMAP and the PLANCK experiments [51, 52]. From these measurements
it can be inferred the presence of much larger quantities of dark matter in
the early Universe. A striking coincidence in cosmology is that if DM would
annihilate to SM particles with an interaction strength close to that of the
weak force, that would result exactly in the decrease of DM density observed
between the early and the present Universes. This coincidence leads to the
idea that DM could be composed of Weakly Interacting Massive Particles
(WIMPs) [53].

None of the known SM particles are adequate DM candidates, and for
this reason, the existence of a new particles is often hypothesized. WIMPs,
with masses roughly between 10 GeV and a few TeV, are one of such class of
particle candidates. They are expected to couple to SM particles through a
generic weak interaction, which could be the known weak interaction of the
SM or a new type of interaction. A variety of detection techniques have been
developed along the years to search WIMPs, which can be classified depen-
ding on the kind of process that they are aimed to observe. Direct detection
experiments aim to observe WIMP-nucleon elastic scattering by measuring
the nuclear recoil. In the last decade, several published results from the
direct detection experiments DAMA/LIBRA[54], CDMS II[55], CRESST-
II[56] and CoGent[57] pointed to the existence of light (∼ 10 GeV) WIMP
particles, although these results have been challenged by several other ex-
periments, such as XENON100[58]. Instead, indirect detection experiments
search for the SM products from the WIMP-WIMP annihilation. Finally,
collider searches allow the direct production of WIMPs from the annihila-
tion of SM particles. The sensitivity of collider searches is comparable to
the direct and indirect detection searches, especially for low mass WIMPs,
since the recoil that the SM particle receives is smaller as the mass of the
WIMP decreases.



3.4. DARK MATTER AND WIMPS 53

Name Operator Name Operator

D1
mq

(M∗)3 χ̄χq̄q D2
mq

(M∗)3 χ̄γ
5χq̄q

D3
mq

(M∗)3 χ̄χq̄γ
5q D4

mq
(M∗)3 χ̄γ

5χq̄γ5q

D5 1
(M∗)2 χ̄γ

µχq̄γµq D6 1
(M∗)2 χ̄γ

µγ5χq̄γµq

D7 1
(M∗)2 χ̄γ

µχq̄γµγ
5q D8 1

(M∗)2 χ̄γ
µγ5χq̄γµγ

5q

D9 1
(M∗)2 χ̄σ

µνχq̄σµνγ
5q D10 1

(M∗)2 ε
µναβχ̄σµνχq̄σαβγ

5q

D11 1
(4M∗)3 χ̄χαs(G

a
µν)2 D12 1

(4M∗)3 χ̄γ
5χαs(G

a
µν)2

D13 1
(4M∗)3 χ̄χαsG

a
µνG̃

a,µν D14 1
(4M∗)3 χ̄γ

5χαsG
a
µνG̃

a,µν

Table 3.5: Effective operators involving couplings between Dirac-like fermion
WIMPs and Standard Model quarks or gluons [59].

3.4.1 Effective Theory models

The interaction of WIMPs with SM particles is described as a contact in-
teraction using an effective field theory (EFT) approach, as mediated by a
single new heavy particle with mass too large to be produced directly at the
LHC. The use of a contact interaction to produce WIMP pairs via heavy
mediators is considered conservative because it rarely overestimates cross
sections when applied to a specific BSM scenario. In this Thesis, WIMPs
are assumed to be Dirac-like fermions, and to be odd under the Z2 symmetry,
so that each coupling involves an even number of WIMPs. Different effec-
tive operators (described in Table 3.5) are considered to describe different
bilinear quark couplings to WIMPs.

In the operator definitions listed in this table, M∗ is the suppression scale
of the interaction, after the heavy mediator particle has been integrated.
In the following, only the D5 (vector), D8 (axial-vector) and D9 (tensor)
operators from Table 3.5 will be considered.

The collider results can also be compared to direct detection experiments,
since the WIMP-nucleon cross section is found to be [59]:

σD5
χN = 1.38× 10−37 cm2 ×

( µχ
1 GeV

)2
(

300 GeV

M∗

)4

σD8
χN = 4.70× 10−40 cm2 ×

( µχ
1 GeV

)2
(

300 GeV

M∗

)4

σD9
χN = 4.70× 10−40 cm2 ×

( µχ
1 GeV

)2
(

300 GeV

M∗

)4

,

(3.67)

where µχ is the reduced mass of the WIMP-nucleon system, µχ = (mχ ×
mN )/(mχ + mN ). In direct detection experiments, the typical transferred
momentum is of the order of the keV and therefore, the propagator of a
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mediator with mass M � 1 keV cannot be resolved, thus making these
effective theories suitable for this regime. However, the LHC center of mass
energy of the partons can be up to the TeV scale, and thus targeting a
completely different phase space region. This motivates the need to carefully
study the validity of the EFT approach.

3.4.2 Simplified models

The effective theory models previously introduced, are based on the assump-
tion that the mediator mass is much higher than the scale of the interaction,
and for this reason, it cannot be produced directly. This assumption is not
always correct at the LHC, where the momentum transfer can reach the
TeV energies.

Instead, simplified models can be used to parametrize the interaction
between the quarks and the WIMPs. These interactions are mediated by a
vector particle Z ′ of a given mass Mmed, with Γmed, and couplings gq and
gχ to the SM particles and WIMPs, respectively.



Chapter 4

Statistical model

This chapter describes the statistical treatment that is used in the analysis
to calculate the normalization of the different background processes, the
new physics signal strength, and to estimate the uncertainties. The general
procedure to search for new phenomena is also explained.

4.1 Preliminary

Some simple case examples are studied first as a way to introduce the com-
plete statistical machinery that will be used in the analysis.

4.1.1 One signal region only

A single region is considered, in which only one signal and one background
process are present. If the presence of any systematic effect is neglected,
the probability of finding n data events assuming B expected background
events and S expected signal events, the latest normalized with a “signal
strength”, µs, follows a Poissonian distribution, and is found to be:

P (n|µsS +B) =
(µsS +B)n

n!
exp [−(µsS +B)]. (4.1)

In the case where µs = 0, the signal yield is forced to be zero, thus cor-
responding to a “background-only” hypothesis. On the other hand, µs = 1
corresponds to the nominal “signal+background” hypothesis [60]. If the
probability P (n|µsS + B) is regarded as a function of µs, then it is called
the likelihood of µs, L(µs). In particular, the maximization of this likeli-
hood function (or equivalently, the minimization of this minus log-likelihood
function),

− lnL(µs) = −n ln (µsS +B) + (µsS +B) + lnn!, (4.2)

determines the optimal value for µs.

55
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4.1.2 Multiple regions, one background process

The previous example can be extended by considering the background to
be corrected by a normalization factor, µb, extracted from a calibration
measurement in a control region. Therefore, two regions are considered: a
signal region, defined to enhance the signal process, and a control region,
orthogonal to the signal region and optimized to enhance the background
process. The probability for finding ~n = (nSR, nCR) data events assuming
~B = (BSR, BCR) expected background events and ~S = (SSR, SCR) expected
signal events in both regions is:

P (~n|µs~S + µb ~B) =
(µsSSR + µbBSR)nSR

nSR!
exp [−(µsSSR + µbBSR)]

× (µsSCR + µbBCR)nCR

nCR!
exp [−(µsSCR + µbBCR)],

(4.3)

where µs and µb are the scale factors for the signal and background pro-
cesses respectively. From this probability, the following minus log-likelihood
function is derived:

− lnL(µs, µb) =− nSR ln (µsSSR + µbBSR) + (µsSSR + µbBSR)

− nCR ln (µsSCR + µbBCR) + (µsSCR + µbBCR)

+ lnnSR! + lnnCR!.

(4.4)

The minimization of − lnL(µs, µb) leads to a system of equations from
which the two normalization factors, µs and µb can be computed.

4.1.3 Multiple regions, several background processes

The example from the previous subsection can be generalized to having
more than one background, normalized with more than one normalization
factor. As a simplification, the signal yield in all the control regions will
be considered negligible, ~S = (SSR, 0, . . .). Then, the probability for finding
~n = (nSR, nCR1, . . .) data events assuming µs · ~S + ~µb · B̂ expected events in
the different regions, is found to be:

P (~n|µs · ~S + ~µb · B̂) =
(µsSSR +

∑bkg
b µbBSRb)

nSR

nSR!
exp

[
−(µsSSR +

bkg∑
b

µbBSRb)

]

×
control∏

i

(∑bkg
b µbBib

)ni
ni!

exp

[
−

bkg∑
b

µbBib

]
.

(4.5)
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From the previous equation, the likelihood function of ~µ = (µs, µb1 , . . .)
is determined:

L(~µ) =
∏

c∈regions

[νc(~µ)]nc

nc!
e−νc(~µ), (4.6)

where

νc = µsSc +

bkg∑
j

µb,jBc,j =

samples∑
s

µsν
0
cs, (4.7)

being ν0
cs the nominal number of events for the process s, in the signal or

control region c. Equation 4.6 provides a general likelihood function for
a model in which several processes normalized with different normalization
factors are measured in different regions, ignoring the effect of any systematic
uncertainty.

4.1.4 Parametrization of the systematic uncertainties

The expected number of events for a process s, in a given region, c, can be
written as ηcsν

0
cs, being ν0

cs the expected nominal yield. The factor ηcs is the
the relative variation with respect to the nominal expectation due to any
systematic effect, and can be regarded as a function of a nuisance parameter,
αp, which parametrizes the “number of standard deviations”.

As detailed in Ref. [60], different parametrization functions for ηcs(αp)
can be used, providing that ηcs(0) = 1 (by definition, a variation of zero
standard deviations must return the nominal yield), and ηcs(±1) returns
exactly the ±1 standard deviation effect of the systematic uncertainty under
study, determined with an auxiliary measurement.

In this example, the nuisance parameter αp is considered normally dis-
tributed according to the probability density function:

P (ap|αp, σp) =
1√

2πσ2
p

exp

(
−(ap − αp)2

2σ2
p

)
, (4.8)

where ap is the central value of the auxiliary measurement around which the
αp with standard deviation σp can be varied when maximizing the likelihood.
The auxiliary measurement ap and the standard deviation of the gaussian,
σp, are typically fixed to 0 and 1, respectively.

The introduction of systematic uncertainties in the analysis implies that
the likelihood from Equation 4.6 needs to be multiplied by the PDF from
Equation 4.8. This introduces a dependence on α in the sample yields, νcs.
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4.2 Complete statistical treatment

The complete statistical treatment of the analysis is based on the profile
likelihood method, which results from the combination and generalization
of the simplified examples discussed above. This method allows to determine
the normalization factors to be applied to estimate the different processes as
well as the systematic variations and the correlations among them. As in the
previous examples, no shape information is used in the analysis presented
in this Thesis: the distributions in the signal and control regions consist of
just one single bin.

4.2.1 Parametrization of the model

The signal and the backgrounds in the different region definitions, as well
as the systematic uncertainties under consideration are parametrized by the
likelihood function (see Equations 4.6 and 4.8, in the previous section):

L(~µ, ~α) =
∏

c∈regions

[νc(~µ, ~α)]nc

nc!
e−νc(~µ,~α)

∏
p∈params

Pp(αp), (4.9)

where nc are the number of events measured in each region, ~µ is the set
of normalization factors used to normalize the different background and
signal processes, and ~α is a set of nuisance parameters that parametrize the
different systematic uncertainties. Furthermore, νc are the number of events
expected in each region, in particular (see Equation 4.7):

νc(~µ, ~α) =
∑

s∈samples

µs(~α) ηcs(~α) ν0
cs, (4.10)

where ν0
cs is the expected nominal number of events and ηcs is the parametrized

normalization uncertainty, that depend on the nuisance parameters ~α. Fi-
nally, Pp is a constraining term, that describes an auxiliary measurement
to used constrain the nuisance parameter αp. In the present analysis, the
constraining term is assumed to be a gaussian, except for the nuisance pa-
rameters dedicated to the statistical uncertainties, which are poissonian dis-
tributed.

The maximization of this function allows to calculate the normalization
factors and nuisance parameters used to estimate the yield of each process
and the level of systematics in the different regions. In the analysis, three
fit configurations will be used for different purposes [61]:

Background-only fit: Only the control regions are used to constrain the
fit parameters. Any potential signal contribution is neglected everywhere
(µsignal = 0). This fit is used to extract the normalization factors of the
background processes and their systematic uncertainties.
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Model independent signal fit: Both control and signal regions are used
in the fit. The signal is independently considered in each signal region but
neglected in the control regions. This background prediction is conservative
since any signal contribution in the control regions is attributed to back-
ground and thus results in a possible overestimation of the background in
the signal regions. In this analysis this contribution is negligible due to the
requirement of leptons in the control regions. This fit configuration is used
to extract the 95% CL model independent upper limits on the visible cross
section.

Model dependent signal fit: Both control and signal regions are used
in the fit. The signal contribution is taken into account as predicted by the
tested model in all the regions. The model dependent signal fit configuration
is used to interpret the results of this analysis in terms of the different new
physics models that are studied.

4.3 Statistical tests

This section describes the general procedure used to search for a new phe-
nomena in the context of a frequentist statistical test. If the purpose of
the analysis is to discover a new signal process, the null hypothesis, H0,
is defined as describing the known SM processes, to be tested against H1,
which includes both background as well as the signal model. Instead, if the
purpose of the analysis is to set limits on a signal process, the model with
signal plus background plays the role of H0, tested against the background-
only hypothesis, H1. In the outcome of such search, the level of agreement
of the observed data with a given hypothesis H is quantified by computing
the probability, under the assumption of H, of finding data with equal or
less incompatibility with the prediction of H.

According to Equation 4.10, each process is multiplied by a normalization
factor, µ. A background-only hypothesis is constructed by fixing µsignal = 0,
while a signal+background hypothesis will be defined as having µsignal > 0.
To test an hypothesized value of µ, the profile likelihood can be defined as
the ratio:

λ(µ) =
L(µ,

~̂
θ̂)

L(µ̂,
~̂
θ)
, (4.11)

where µ here is the shortcut for µsignal and ~θ ⊃ {µno signal, ~α}.
~̂
θ̂ in the

numerator denotes the value of ~θ that maximizes L for the specified µ (it is
a conditional maximum likelihood estimator of θ, and therefore a function of
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µ). The denominator is the maximized (unconditional) likelihood function.
Based on Equation 4.11, the test statistic qµ is defined as:

qµ = −2 lnλ(µ). (4.12)

Higher values of qµ correspond to increasing compatibility between the
data and µ. The p-value, defined to quantify the level of agreement between
the data and the different hypotheses, is defined as:

pµ =

∫ ∞
tµ, obs

f(qµ|µ′) dqµ, (4.13)

where f(qµ|µ′) denotes the PDF of qµ under the assumption of the sig-
nal strength µ′. The estimations of f(qµ|µ′) can be done with pseudo-
experiments using Monte Carlo methods (Toy MC). These methods are
computationally heavy, especially when upper limits are calculated. For this
reason, an approximation valid in the large sample limit is normally used to
describe the profile likelihood ratio instead (asymptotic approximation).

In the large sample limit, where the asymptotic approximation becomes
exact, the PDF of qµ assuming that the fitted strength parameter µ̂ follows
a gaussian of mean µ′ and standard deviation σ is found to be [62]:

f(qµ|µ′) =
1

2
√
qµ

1√
2π
×[

exp

(
−1

2

(
√
qµ +

µ− µ′

σ

)2
)

+ exp

(
−1

2

(
√
qµ −

µ− µ′

σ

)2
)]

.

(4.14)

Figure 4.1 illustrates the previous equation, for the particular case of
qµ=1 under a signal plus background and a background-only hypotheses,
namely µ′ = 1 and µ′ = 0, respectively. In this example, the requirement
that the p-value computed from the f(qµ=1|1) PDF is smaller than 0.05,
would be enough to exclude the signal model at 95% confidence level (CL).
However, the PDFs for both hypotheses could be similar. These are cases
in which the analysis has very low sensitivity and the effect produced by a
statistical fluctuation could allow the exclusion of both the null (in this case,
the signal plus background) and the alternate (background-only) hypotheses
at the same time. In an attempt to address this spurious exclusion, the CLs
method is developed. The CLs solution bases the test not only on the rejec-
tion of the null hypothesis but rather in the p-value of the null hypothesis
divided by one minus the p-value of the alternate hypothesis. Following the
same illustrative example from Figure 4.1, in which the existence of a given
signal model is tested, the CLs+b, CLb and CLs can be defined, respectively,
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Figure 4.1: Illustration of the PDF of qµ=1 under two different hypothesis:
signal plus background (null, µ = 1) and background-only (alternative, µ =
0). The CLs+b, CLb and CLs are also shown for this particular example.

as:

CLs+b = ps+b

CLb = 1− pb

CLs =
CLs+b
CLb

.

(4.15)

In the work presented in this thesis, the CLs is calculated for each signal
model under evaluation. The models for which CLs < 0.05, are excluded
at 95% CL. With the CLs method, CLs ≈ CLs+b in the cases where the
analysis is sensitive to the signal process under study. Instead, in the cases
where the analysis is insensitive, CLb is be small, thus increasing the value
of CLs and therefore avoiding the exclusion of the signal model.
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Chapter 5

The ATLAS detector at the
LHC

The analysis described in this Thesis is performed using proton-proton col-
lision data produced in the Large Hadron Collider and detected and re-
constructed by the ATLAS detector. This chapter introduces the CERN’s
accelerator complex and describes the main aspects of the ATLAS detector
at the LHC.

5.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [63] is a circular superconducting parti-
cle accelerator installed in a 27 km long underground tunnel (between 45 m
and 170 m below the surface) that used to host the Large Electron-Positron
(LEP) collider. On the accelerator ring four detectors (ALICE [64], AT-
LAS [65], CMS [66] and LHCb [67]) have been built around four different
interaction points to reconstruct and study the collisions delivered by the
LHC. The LHC is designed to collide protons at a center of mass energy of√
s = 14 TeV.

Since 2010, the LHC has delivered proton-proton (pp) collisions at center
of mass energies of 7 TeV and 8 TeV (in 2011 and 2012, respectively), about
half of its nominal energy. The LHC has produced also lead ion (Pb-Pb)
collisions with a per-nucleon center of mass energy

√
sNN = 2.76 TeV and

proton-ion (p-Pb) collisions with
√
sNN = 5.02 TeV.

5.2 The ATLAS experiment

ATLAS (A Toroidal LHC ApparatuS) is one of the two general-purpose
experiments at the LHC. It is cylindrically shaped and it measures 46 m long,
25 m wide and weights 7000 t. ATLAS is specifically designed to reconstruct

63
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and identify the main proton-proton collision products (electrons, muons,
taus, photons, jets and missing transverse energy).

ATLAS consists of an assembly of several sub-detectors arranged con-
centrically around the beam axis, each of them playing a specific role (see
Figure 5.1). The Inner Detector (ID) is the innermost sub-detector and is
able to measure the track properties of the charged particles. Surrounding
the ID there is the electromagnetic calorimeter, where the electrons and
photons are expected to release their energy. The third sub-detector is the
hadronic calorimeter, where most of the hadronic shower is contained. Fi-
nally, the outermost layer is the muon spectrometer (MS) which measures
the properties of the muons. Furthermore, ATLAS uses a solenoidal mag-
netic field for bending the particle trajectories in the inner detector and a
toroidal magnetic field for the muon spectrometer.

Figure 5.1: View of the full ATLAS detector [63].

The ATLAS reference system is a cartesian right-handed coordinate sys-
tem with origin at the nominal interaction point (IP) in the center of the
detector. The positive z-axis is defined along the anti-clockwise beam di-
rection. The x-axis points from the IP to the center of the LHC ring, and
the y-axis points upwards. The azimutal angle φ is measured around the
beam axis, and the polar angle θ is measured with respect to the z-axis.
The pseudo-rapidity is defined as:

η = − ln

(
tan

θ

2

)
. (5.1)

The transverse momentum, pT, the transverse energy, ET, and the miss-
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ing transverse energy, Emiss
T , are defined in the x-y plane. The angular

distance ∆R is defined as:

∆R =
√

(∆η)2 + (∆φ)2, (5.2)

where ∆η is the difference in η and ∆φ is the difference in φ. The former is
invariant under longitudinal Lorentz boosts for massless objects, while the
latter is always invariant under longitudinal Lorentz transformations.

A more accurate description of the ATLAS sub-detectors can be found
in the following sections, while a summary of their |η| coverage and expected
pT and ET resolution can be found in Table 5.1.

Detector
required resolution

|η| coverage
component Measurement Trigger

Tracking (ID) σpT/pT = 0.05% pT ⊕ 1% < 2.5

EM calorimetry σE/E = 10%/
√
E ⊕ 0.7% < 3.2 < 2.5

Hadronic
calorimetry

barrel and end-cap σE/E = 50%/
√
E ⊕ 3% < 3.2 < 3.2

forward σE/E = 100%/
√
E ⊕ 10% 3.1− 4.9 3.1− 4.9

Muon
σpT/pT = 100% at pT = 1 TeV < 2.7 < 2.4

spectrometer

Table 5.1: Summary of the ATLAS sub-detectors |η| coverage, and the ex-
pected energy and pT resolution [63].

5.2.1 Inner detector

The Inner Detector (ID) is the innermost part of ATLAS and it is used to
reconstruct tracks and decay vertices. It is immersed in a 2 T solenoidal
magnetic field. Fast response electronics, good radiation resistance and 87
million readout channels allow high precision track measurements in the
very large density of tracks in the events produced by the LHC. The ID is
6.2 m long and 2.1 m in diameter, covering a range |η| < 2.5. It is divided
in three different concentric sub-detectors, named (increasing in distance
with respect to the IP) pixel, semi-conductor tracker (SCT) and transition
radiation tracker (TRT). Figure 5.2 shows a cut-away view of the ATLAS ID.
Using the combined information from the three sub-detectors, the transverse
momentum resolution measured with the cosmic muons [68] is:

σpT
pT

= P1 ⊕ P2 × pT, (5.3)
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where P1 = 1.6 ± 0.1 % and P2 = (53 ± 2) × 10−5 GeV−1. This translates
in a resolution of 1.6% for tracks with pT ∼ 1 GeV and of about 50% for
pT ∼ 1 TeV.

Figure 5.2: Cut-away view of the ATLAS Inner Detector [63].

5.2.1.1 Pixel

The pixel detector is the innermost part of the ID and measures charged
particles using radiation hard silicon sensors (pixels). With 80.4 million
readout channels, it mainly contributes to precision vertex reconstruction.
A pixel sensor has a minimum size of 50× 400µm2, and altogether provide
a resolution of 10µm in the R− φ plane.

5.2.1.2 Semi-Conductor Tracker

The Semiconductor Tracker (SCT) is the middle part of the ID and is a sili-
con microstrip detector. It is composed of layers of stereo strips. Eight strip
layers are crossed by each track and, since the position is determined from
hits in overlapping strips, four space-points per track are usually available.
The mean pitch of each strip is 80µm and it makes use of 6.3 millions read-
out channels. The SCT mainly contributes to momentum reconstruction,
and provides a resolution of 17µm in the R− φ plane.
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5.2.1.3 Transition Radiation Tracker

The Transition Radiation Tracker (TRT) is the outermost part of the ID.
It consists of 4 millimeter diameter gaseous straw tubes interleaved with
transition radiation material, enabling tracking for |η| < 2. Each straw is
made of Kapton with a conducting coating. It acts as a cathode and is
kept at high voltage of negative polarity. In the center of the straw there
is a 30µm diameter gold-plated tungsten sense wire. The TRT is only
segmented in R − φ, and it provides a resolution of 130µm per straw. It
provides about 35 hits per track, and has 351,000 readout channels. This
sub-detector mainly contributes to electron identification [69].

5.2.2 Calorimeters

The ATLAS calorimeters are surrounding the Inner Detector, and they cover
the full φ space and the range |η| < 4.9, extending radially 4.25 m. Figure 5.3
shows a schematic view of the ATLAS calorimeters system. In total, the
calorimeter systems have 187,648 cells and 375,000 readout channels, and
can be classified in electromagnetic, suited to precisely measure electrons and
photons; and hadronic, focussed in collecting the energy from the hadrons.
The EM calorimeter extends along the η region covered also by the ID and
its fine granularity allows for a precise measurement of the electron and
photon showers. In the rest of the calorimeter, the granularity is bigger, but
sufficient for jet reconstruction and Emiss

T measurements. More details on
the granularities of the different sub-detectors of the calorimeter are given
in the following subsections.

The ATLAS calorimeters provide good containment for electromagnetic
and hadronic showers. The thickness in the barrel of the EM calorimeter
is greater than 22 radiation lengths (X0), while it is greater than 24X0 in
the end-caps. An interaction length (λ) of active material of about 9.7 is
found in the hadronic calorimeter barrel, while it increases up to about 10
in the end-caps. This thickness ensures an accurate Emiss

T measurement.
Figure 5.4 shows the thickness in terms of interaction lengths of each layer
of the ATLAS calorimeters versus |η|.

5.2.2.1 Electromagnetic calorimeter

The electromagnetic calorimeter is a lead-LAr detector with accordion-shaped
kapton electrodes and lead absorber plates over its full coverage. Charged
particles traversing the active material create couples of ions and electrons,
that drift in opposite directions due to the presence of an electric field, and
are collected by the Kapton electrodes. Different geometries for the Kapton
electrodes have been used in order to minimize the calorimeter loss. For this
reason, an accordion geometry has been used, which provides φ symmetry
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Figure 5.3: Schematic view of the ATLAS calorimeter system [63].

without azimutal cracks. Figure 5.5 (left) provides a schema of a LAr mo-
dule. The EM calorimeter is divided into a barrel part (EMB, |η| < 1.475)
and two end-caps (EMEC, 1.375 < |η| < 3.2). All the LAr detectors are seg-
mented transversely and divided in four layers in depth (a presampler and
three layers), corresponding to a total of 182,468 cells. The granularity of
the different layers versus their |η| coverage is shown in Table 5.2. Located
behind the EMEC is a copper-liquid argon hadronic end-cap calorimeter
(1.5 < |η| < 3.2) and a copper/tungsten-liquid argon forward calorimeter,
which will be explained in more detail in subsection 5.2.2.2.

This calorimeter plays a central role in understanding the experimental
signatures involving electrons, photons, Emiss

T , jets and taus.

5.2.2.2 Hadronic calorimeter

The hadronic calorimeter provides accurate energy and position measure-
ments of isolated hadrons, taus and jets. It also contributes in particle iden-
tification and in muon momentum reconstruction. The central part of the
calorimeter uses scintillating tiles technology, while the end-cap and forward
hadronic calorimeter use the same LAr technology as the electromagnetic
calorimeter discussed in the previous section.

The Tile Calorimeter (TileCal) is placed directly surrounding the elec-
tromagnetic calorimeter and is divided into a barrel (LB, |η| < 1.0) and two
extended barrels (EB, 0.8 < |η| < 1.7). It uses plastic scintillator as the
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Figure 5.4: Cumulative amount of material, in units of interaction length, as
a function of |η|, in front of the electromagnetic calorimeters, in the electro-
magnetic calorimeters themselves, in each hadronic compartment and the
total amount at the end of the active calorimetry. Also shown for complete-
ness is the total amount of material in front of the first active layer of the
muon spectrometer (up to |η| < 3.0) [65].

active material and low-carbon steel as the absorber. Both the LB and the
EB are segmented into 64 modules in φ, corresponding to a ∆φ granularity
of 0.1 radians. Radially, each module is further segmented into three layers,
which are approximately 1.5, 4.1 and 1.8 λ thick for the barrel and 1.5, 2.6
and 3.3 for the extended barrel (as shown in Figure 5.4). The ∆η segmen-
tation of each module is 0.1 in the first two radial layers and 0.2 in the
third one. Wavelength shifting fibers coupled to the tiles on either φ edge of
the cells collect the produced light and are read out by two photomultiplier
tubes (PMTs), each linked to one readout channel. Figure 5.5 (right) shows
a schema of a TileCal module. Furthermore, located on the inner radius
surface of the extended barrel modules, the gap scintillators cover the re-
gion of 1.0 < η < 1.2 while the crack scintillators are located on the front of
the LAr end-cap and cover the region 1.2 < η < 1.6. Finally, 16 Minimum
Bias Trigger Scintillators (MBTS) are located on the front face of the LAr
end-cap cryostat and span an η range of 2.12 < η < 3.85. The number of
channels, cells and trigger outputs of the barrels, gap and crack and MBTS
of the Tile calorimeter is summarized in Table 5.3.
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EM calorimeter
Barrel End-cap

∆η ×∆φ |η| ∆η ×∆φ |η|

Presampler 0.025× 0.1 < 1.52 0.025× 0.1 1.5-1.8

First layer

0.025/8× 0.1 < 1.40 0.050× 0.1 1.375-1.425
0.025× 0.025 1.40− 1.475 0.025× 0.1 1.425-1.5

0.025/8× 0.1 1.5-1.8
0.025/6× 0.1 1.8-2.0
0.025/4× 0.1 2.0-2.4
0.025× 0.1 2.4-2.5
0.1× 0.1 2.5-3.2

Second layer
0.025× 0.025 < 1.40 0.050× 0.025 1.375-1.425
0.075× 0.025 1.40− 1.475 0.025× 0.025 1.425-2.5

0.1× 0.1 2.5-3.2

Third layer 0.050× 0.025 < 1.35 0.050× 0.025 1.5-2.5

Table 5.2: Granularity versus η coverage of the different layers of the elec-
tromagnetic LAr calorimeter.
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Figure 5.5: Schema of LAr and TileCal modules [70, 71].

The Hadronic End-cap Calorimeter (HEC) is a copper/liquid-argon
hadronic end-cap calorimeter which consists of two independent wheels per
end-cap, located directly behind the end-cap electromagnetic calorimeter.
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Channels Cells Trigger outputs

Long barrel 5760 2880 1152
Extended barrel 3564 1790 768
Gap and crack 480 480 128

MBTS 32 32 32

Total 9836 5182 2080

Table 5.3: Number of channels, cells and trigger outputs of the Tile
Calorimeter. The gap and crack and MBTS channels are readout in the
extended barrel drawers [71].

They cover the region 1.5 < |η| < 3.2, and each wheel is divided into two
segments in depth. The wheels are build from parallel copper plates as
absorber, interleaved with LAr gaps providing the active medium.

The Forward Calorimeter (FCal) is a copper/tungsten-liquid argon
calorimeter. It is integrated into the end-cap cryostats, and it covers the
region 3.1 < |η| < 4.9. The FCal consists of three modules per end-cap: the
first is made of copper absorber, and is optimized for electromagnetic mea-
surements, while the other two are made of tungsten and measure mainly the
energy from hadronic interactions. All modules use LAr as active medium.

Table 5.4 illustrates the granularity of each of the hadronic calorimeter
layers versus the |η| range.

Hadronic calorimeter
Scintillator tile LAr hadronic

Barrel Extended barrel End-cap

|η| coverage < 1.0 0.8-1.7 1.5-2.5 2.5-3.2
Number of layers 3 3 4

Granularity (∆η ×∆φ) 0.1× 0.1 0.1× 0.1
0.1× 0.1 0.2× 0.2

(last layer) 0.2× 0.1 0.2× 0.1

Table 5.4: Granularity versus η coverage of the different layers of the
hadronic calorimeter.

5.2.3 Muon spectrometers

The Muon Spectrometer (MS) is surrounding the calorimeters, and is the
most outer part of the ATLAS detector, as it is shown in Figure 5.6. The
MS has been designed to identify and measure high momentum muons and
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consists of four systems that make use of different technologies: Monitored
Drift Tubes (MDT), Cathode Strip Chambers (CSC), Resistive Plate Cham-
bers (RPC) and Thin Gap Chambers (TGC). Table 5.5 summarizes the
properties of the muon spectrometer subsystems and their η coverage. The
spectrometer is based on the magnetic deflection of muon tracks when they
cross the magnetic field produced by the superconducting air-core toroid
magnets.

Muon spectrometer
MDT CSC RPC TGC

|η| coverage
< 2.7

2.0-2.7 < 1.05
1.05-2.7

(innermost layer < 2.0) (1.05-2.4 trigger)
Number of chambers 1150 32 606 3588
Number of channels 354000 310000 373000 318000

Function
Precision Precision Triggering, Triggering,
tracking tracking φ-coordinate φ-coordinate

Table 5.5: Properties and η coverage of the different Muon spectrometer
subsystems.

The air-core toroid magnet is separated in three parts: one covering the
central pseudo-rapidity range (|η| < 1.5) producing a 0.5 T field, and the
other two at higher pseudo-rapidity (|η| > 1.5), generating a 1 T field. Each
of the magnets consist of eight coils assembled radially around the beam
axis, to create a magnetic field almost orthogonal to the muon trajectories
and bends them along the θ angle.

The Monitor Drifted Tubes provide a precision coordinate measure-
ment in the bending direction of the air-core toroidal magnet, and therefore
provide the muon momentum measurement for |η| < 2.7. The basic detec-
tion element is a cylindrical aluminum drift tube filled with gas and a central
wire at a high potential. The muons passing through the tubes ionize the
gas and produce charges that are collected on the wire.

The Cathode Strip Chambers are used at high pseudo-rapidities to
help confronting the demanding rate and background conditions. They are
multiwire proportional chambers with cathodes segmented into strips.

The Resistive Plate Chambers (in the barrel) and the Thin Gap
Chambers (in the end-caps) are trigger chambers that can provide bunch-
crossing identification, well-defined pT thresholds and they can measure the
muon coordinate in the φ direction.
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Figure 5.6: Schematic view of the ATLAS muon spectrometer [63].

5.2.4 Trigger system

The purpose of the trigger system is to reduce the input rate from several
MHz to about 400 Hz for recording and offline processing. This limit is
equivalent to an average data rate of about 300 MB/s, which is the maximum
that the computer resources and the offline storage can handle. For each
bunch crossing, the trigger system verifies if at least one of hundreds of
conditions (triggers) are satisfied. Most of them are based on identifying
combinations of candidate physics objects such as electrons, muons or jets,
but there are also triggers for inelastic pp collisions (minimum bias) and
triggers based on global event properties, such as

∑
ET or Emiss

T .

The system has three levels; the first level (L1) is a hardware-based
system using information from the calorimeter and muon sub-detectors. The
second (L2) and the third (Event Filter, EF) together are software-based
systems that use information from all sub-detectors. They are called the
High Level Trigger (HLT).

Figure 5.7 shows a schema of the ATLAS trigger system. Detector sig-
nals are stored in front-end pipelines pending a decision from the L1 trigger
system, which is implemented in fast electronics in order to minimize the la-
tency time. In addition to performing the first selection step, the L1 triggers
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Figure 5.7: Schema of the ATLAS trigger system [72].

identify Regions of Interest (RoIs) within the detector to be investigated by
the HLT. It is designed to reduce the rate to a maximum of 75 kHz. The
HLT consists of farms of processors connected by fast dedicated networks.
When an event is accepted by the L1 trigger, data from each detector are
transferred to the detector-specific Readout Buffers (ROB), which store the
event in fragments pending the L2 decision. The L2 selection is based on fast
custom algorithms processing partial event data within the RoIs identified
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by L1. The L2 processors request data corresponding to detector elements
inside each RoI, reducing the amount of data to be transferred. The L2
triggers reduce the rate to approximately 3 kHz with an average processing
of 40 ms per event. Finally the EF is based on offline algorithms and it is
designed to reduce the rate up to 400 Hz. It uses the full information of the
events passing the L2.

5.2.5 Luminosity measurement

An accurate measurement of the luminosity is a key component for all
physics analyses. For cross section measurements, the uncertainty on the
delivered luminosity is one of the major systematic uncertainties, but also
searches for new physical phenomena beyond the Standard Model rely on
accurate information about the delivered luminosity to evaluate background
levels and determine sensitivity to the signatures of new phenomena. The
ATLAS luminosity is determined with a number of sub-detectors, using dif-
ferent methods and algorithms [73].

The instantaneous luminosity, L, can be expressed in terms of accelerator
parameters, as:

L =
nbfrn1n2

2πΣxΣy
, (5.4)

where n1 and n2 are the bunch populations (protons per bunch) in beams 1
and 2 respectively, fr is the revolution frequency of the LHC, nb are the
bunch pairs colliding in each revolution and Σx and Σy characterize the
horizontal and vertical convolved beam widths, extracted in a van der Meer
(vdM) scan1. In a vdM scan, the observed event rate is recorded while
scanning the two beams across each other first in the horizontal (x) and
then in the vertical (y) directions. This yields two bell-shaped curves, with
the maximum rate at zero separation, from which the Σx and Σy values can
be extracted. Then, the total absolute luminosity can be computed with
Equation 5.4.

The luminosity can be re-written as:

L =
Rinel

σinel
=
〈µ〉nbfr
σinel

=
〈µ〉visnbfr

σvis
, (5.5)

where Rinel is the rate of inelastic collisions, σinel is the pp inelastic cross-
section, 〈µ〉 is the average number of interactions per bunch crossing (BC)
and σvis = εσinel, where ε is the efficiency of a particular detector and algo-
rithm.

By measuring simultaneously the peak collision rate (at zero beam sep-
aration), 〈µ〉MAX

vis , and the corresponding peak absolute luminosity, LMAX

1Also known as beam-separation scan
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(using Eq. 5.4), the constant σvis = εσinel can be determined by:

σvis = 〈µ〉MAX
vis

nbfr
LMAX

. (5.6)

Therefore, after the calibrations from the vdM scan, the ATLAS lumi-
nosity can be directly computed with Equation 5.5, once 〈µ〉vis has been
determined. In order to measure this quantity with a sub-detector, ATLAS
primarily uses event counting algorithms for which the number of events
that satisfies a given criteria are compared to the total number of bunch
crossings. In a vdM scan 〈µ〉vis � 1, and the average number of visible
inelastic interactions per BC is given by the expression:

〈µ〉vis =
N

NBC
, (5.7)

where N is the number of events that satisfies the event selection criteria
during a given time interval and NBC is the total number of bunch crossings
during the same interval.



Chapter 6

Reconstruction of physics
objects

This chapter describes the reconstruction of the main physics objects that
are relevant for the analysis presented in this Thesis. The identification, re-
construction and calibration of electrons, muons, jets and missing transverse
energy is discussed in detail.

6.1 Electrons

In the following, the electron reconstruction and identification will be des-
cribed. The reconstruction step is used to define the electron candidates,
while the identification selects electron samples with different purities.

6.1.1 Electron reconstruction

The electron reconstruction can be divided into central and forward. In the
central region, |η| < 2.47, the electron reconstruction starts from energy
deposits (clusters) in the electromagnetic calorimeter that are associated
to reconstructed tracks of charged particles in the Inner Detector. The
reconstruction of the electron clusters is based on a fixed-size sliding window
algorithm [74].

The tracks are extrapolated from their last measurement point in the
inner detector to the second layer of the EM calorimeter and the coordinates
from the impact point are then compared to those of the seed cluster. The
cluster matching is performed if at least one track is matched to the seed
cluster. In the case where several tracks are matched to the same cluster,
tracks with silicon hits are preferred and the one with the smallest ∆R
distance to the seed cluster is chosen.

The four-momentum of the central electrons is computed using the infor-
mation from both the final cluster and the best track matched to the original

77
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seed cluster. While the energy is given entirely by the cluster energy, the η
and the φ directions are taken from the corresponding track parameters at
the vertex.

In the forward region, 2.5 < |η| < 4.9, there are no tracking detec-
tors. Therefore, the electron candidates are reconstructed only from energy
deposits in the calorimeters. These clusters are built using a topological
clustering algorithm, that will be explained in Section 6.3.

6.1.2 Electron identification

The electron identification aims to provide good separation between isolated
electrons and jets faking electrons. It consist of a cut-based selection on vari-
ables that use calorimeter, tracking and combined calorimeter and tracker
information. Three sets of reference selection criteria have been defined with
increasing background rejection power: loose, medium and tight, as descri-
bed in Ref. [69]. The shower shape variables calculated in the second EM
calorimeter layer and hadronic leakage variables are used in the loose selec-
tion. These shower shape variables are binned in η and Emiss

T , allowing a
proper handling of correlations between variables and assuring the highest
efficiency for a given jet rejection [75]. Cuts on the first EM calorimeter layer
variables, track quality requirements and track-cluster matching are added
in the medium selection. Finally, in the tight selection, the track quality
requirements are tightened. For the analysis presented in this Thesis, only
electrons following the medium identification criteria are considered.

6.1.3 Electron energy corrections

The reconstructed electron energy in data is tuned to reproduce the Z mass
peak central value according to the Z mass world average by applying extra
corrections as a function of |η| [69]:

Ecorrected =
E

1 + α
, (6.1)

where α measures the residual miscalibration. The values of α are within
±2% in the barrel region and within ±5% in the forward regions. The
calibrated electron energy scale is further validated with electron candidates
from J/ψ → ee events in data, and determined with a precision of 0.3–1.6%
in the central region over |η| < 2.47, for different |η| values [76].

6.2 Muons

This section presents the muon reconstruction and identification in ATLAS,
which mainly relies on the information extracted from the Inner Detector
and the Muon spectrometer.
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6.2.1 Track reconstruction

The tracks of the muon candidates are reconstructed independently in the
ID and the MS. Hits in each station of the Muon Spectrometer are combined
to build track segments up to |η| < 2.7. A similar approach is followed in
the inner detector, where the pattern recognition uses space points from the
pixel and SCT clusters to generate seeds, which are then extended into the
TRT.

6.2.2 Muon identification

In ATLAS, the muon identification is performed according to several re-
construction criteria, which leads to different muon “types”. These types
are defined based on the available information from the ID, the MS and
different calorimeter sub-detector systems [77]:

• Stand-alone (SA): The muon trajectory is only reconstructed in the
muon spectrometer. The direction of flight and the impact parameter
of the muon at the interaction point are determined by extrapolating
the spectrometer track back to the beam line.

• Combined muon (CB): The momentum of the stand-alone muon is
combined with the momentum measured in the ID, which also provides
information about the impact parameter of the muon trajectory with
respect to the primary vertex.

• Segment tagged (ST): A trajectory in the inner detector is identified
as a muon if the trajectory extrapolated to the muon spectrometer
can be associated with straight track segments in the precision muon
chambers.

• Calorimeter tagged (CaloTag): A trajectory in the ID is identified
as a muon if the associated energy depositions in the calorimeters is
compatible with the hypothesis of a minimum ionizing particle.

The analysis described in this Thesis uses combined muons and segment
tagged muons, reconstructed with the staco reconstruction chain, as descri-
bed in Ref. [78]. Combined muons are the highest purity muon candidates.
Tagged muons give additional efficiency, as they can recover muons which
did not cross enough precision chambers to allow an independent momentum
measurement in the Muon Spectrometer.

The reconstructed muon momentum in data is tuned to reproduce the
Z and J/Ψ masses as it was done for electrons, and needs to be studied
separately in the ID and the MS. The dimuon invariant mass resolution of
combined muons is found to vary between 2 and 3 GeV, as a function of |η|.



80 CHAPTER 6. RECONSTRUCTION OF PHYSICS OBJECTS

6.3 Jets

In hard interactions, quarks and gluons result in showers of collimated parti-
cles, called jets. A well-defined jet algorithm is needed in order to establish
a correspondence between observables at partonic, hadronic and detector
level. Jets are reconstructed using the anti-kt algorithm, described in the
following.

6.3.1 Jet finding algorithm

The anti-kt [79] is a sequential recombination algorithm, and is the default
jet finding algorithm in the LHC experiments. It starts from an input list of
four-vectors, which can be either particles from the pp interactions simulated
in the MC with a lifetime longer than 10 ps (truth constituents), recons-
tructed charged particle tracks associated with the reconstructed primary
collision vertex (track constituents), or energy depositions in the ATLAS
calorimeters (calorimeter constituents). The jet reconstruction in ATLAS is
summarized in Figure 6.1.

Figure 6.1: Overview of the ATLAS jet reconstruction [80].

For all the input constituents, the anti-kt algorithm computes the quan-
tities:

dij = min

(
1

k2
ti

,
1

k2
tj

)
∆R2

ij

R2
(6.2a)

diB =
1

k2
ti

, (6.2b)
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where ∆R2
ij = (ηi − ηj)2 + (φi − φj)2, R is a parameter of the algorithm

that approximately controls the size of the jet and kti is the transverse
momentum of the constituent i. Here, dij is the “distance” between the
constituents i and j, while diB is the distance between the constituent i and
the beam, introduced to separate constituents coming from the interactions
from proton remnants.

The anti-kt jet clustering algorithm proceeds by identifying the smallest
of the distances. If the smallest distance is a dij , it recombines the entities
i and j, while if the smallest distance is diB, the algorithm calls i a jet
and removes it from the list of entities. The method used to recombine
the different constituents is called recombination scheme. In ATLAS, the
E-scheme is used, in which the four-momentum of the recombined object is
defined by the vectorial sum of the four-momenta of its constituents. After
recombination, the distances are recalculated with the remaining objects,
and the procedure repeated until no entities are left.

The anti-kt algorithm defines jets with a well-defined conical shape, thus
allowing robust pileup corrections. Jets are defined with a minimum trans-
verse momentum threshold pjet

T , used as a scale to separate soft from hard
interactions. Figure 6.2 (left) illustrates the clustering of hard and soft par-
ticles into jets when the anti-kt algorithm is applied.

Figure 6.2: Illustration of the clustering of the jets with the anti-kt algo-
rithm [79] (left). Grid representing calorimeter cells, showing topo-cluster
formation in the three hadronic layers in the barrel (right).

6.3.2 Cluster formation

The calorimeter constituents mentioned in the previous section are recons-
tructed with the topological clustering (topo-cluster) algorithm [74]. This
algorithm, reconstructs 3-dimensional clusters, and is designed to follow the
shower development of a single particle interacting with the calorimeter,
taking advantage of the calorimeters fine granularity.
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Figure 6.2 (right) shows a schema of a topological cluster formation.
Seed cells are built by selecting cells with a significant signal to noise ratio
of |S/N | ≥ 4. The noise is defined as the expected RMS of the electronics
noise for the current gain and conditions plus the contribution of pileup
added in quadrature. Neighboring cells in the 3 dimensions are then added
to the cluster if their signal to noise ratio is |S/N | ≥ 2. Finally, cells with
|S/N | ≥ 0 in the perimeter are added to the cluster, to ensure that the
tails of showers are not discarded, while the higher thresholds for seeds and
neighbors effectively suppress both electronics and pile-up noise. In case
of particles leading to overlapping showers they can still be separated if
they form local maxima in the calorimeter. Topo-clusters are defined to be
massless and represent three dimensional energy blobs in the calorimeter.

6.3.3 Jet calibration

Topo-clusters are initially reconstructed at the EM scale, which correctly
measures the energy in the calorimeter deposited by particles produced in
an electromagnetic shower. These clusters then need to be recalibrated to
correctly measure the energy deposited by particles produced in an hadronic
shower. This is done with the local cell signal weighting (LCW). LCW first
classifies topo-clusters as either electromagnetic or hadronic based on the
measured energy density and the longitudinal shower depth. Then, energy
corrections are derived according to this classification from single charged
and neutral pion MC simulations. Further dedicated corrections address
effects of calorimeter non-compensation, signal losses due to noise threshold
effects and energy loss in non instrumented regions of the detector close to
the cluster.

Figure 6.3 shows an overview of the ATLAS calibration scheme for
calorimeter jets, which restores the jet energy scale to that corresponding
to particle-level jets before detector effects. It consists of four steps, briefly
discussed below:

Figure 6.3: Overview of the ATLAS jet calibration [80].

1. Pileup correction: The jets formed from topoclusters at the EM or
LCW scale are first corrected to account for the energy offset due to
pileup. This procedure is explained in detail in Section 6.3.3.1.
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2. Origin correction: A correction to the calorimeter jet direction is
applied to make that the jet points back to the primary event vertex
instead of the center of the nominal ATLAS detector. Thereafter, the
kinematic observables of each topo-cluster are recalculated. This cor-
rection improves the angular resolution and results in a small improve-
ment in the jet pT response. The energy of the jet remains unchanged.

3. Jet calibration based on MC simulation: The jet energy cali-
bration is derived from simulation, by relating the reconstructed jet
energy to the particle-level jet energy. The jet energy calibration is
discussed in detail in Section 6.3.3.2.

4. Residual in-situ corrections: This correction assesses the differen-
ces between the data and the MC simulations. It is applied as the
last step to the jets reconstructed in data, and is explained in detail
in Section 6.3.3.3.

6.3.3.1 Pileup corrections

The correction applied to jets to account for the energy offset introduced
by the several interactions per bunch crossing in ATLAS is discussed below.
The mean number of inelastic pp interactions per bunch crossing, 〈µ〉, is
related to the instantaneous luminosity, L, by Equation 5.5, which can be
re-written as

〈µ〉 =
L × σinel.

nb × fr
. (6.3)

The instantaneous luminosity in 2012 reached values as high as 7.7 ×
1033 cm−2s−1, meaning that the average pileup activity in 2012 was 〈µ〉 ≈
20.7.

The presence of these additional interactions per bunch crossing can
effect the data-taking in two different ways:

• In-time pileup: additional signals in the calorimeters can be produced
due to the presence of additional interactions in the same bunch cross-
ing as the triggered event.

• Out-of-time pileup: further signal modulation in the calorimeters from
multiple interactions in surrounding bunch crossings.

In order to account for these effects, corrections of the jet transverse mo-
mentum that inherently accommodates jet-by-jet variations in pileup sen-
sitivity as well as event-by-event fluctuations in pileup activity are applied
according to Equation 6.4,

pjet, corr
T = pjet

T − ρ ·A− Residuals(NPV − 1, 〈µ〉, pT) (6.4)
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where ρ is the median pT density which provides a direct estimate of the
global pileup activity in any event, and A is the jet area, which provides
an estimate of a jet’s sensitivity to pileup. By the multiplication of these
two quantities, an estimate of the effect of the in-time pileup on the jet is
obtained. However, Ref. [81] shows that the effects of pileup in the forward
region are not well described by ρ. After subtracting ρ · A from the jet
pT, an additional subtraction of a residual term is needed. This residual
term provides, as a function of the jet pT, corrections for in-time and out-of-
time pileup effects. For this reason, the residual term is proportional to the
number of reconstructed pileup vertices, NPV − 1, and to 〈µ〉, respectively.
Figure 6.4 shows the dependence of the reconstructed jet pT on in-time
pileup (left) and out-of-time pileup (right) at various correction stages for
different |η|.
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Figure 6.4: Dependence of the reconstructed jet pT on in-time pileup (left)
and out-of-time pileup (right) at various correction stages [81].

The fluctuations due to pileup effects in the energy of the jets with
energies around the pT threshold or the reconstruction of jets coming from
other pileup interactions, can increase the jet multiplicity of an event. In
order to reject these jets, information from the tracks associated to each
jet is used. The jet vertex fraction (JVF) is a variable aiming to identify
the vertex from which a jet is originated. A schematic representation of the
JVF principle is shown in Figure 6.5 (left). It is calculated as the ratio of
the sum of transverse momentum of matched tracks that originate from a
chosen PV to the sum of transverse momentum of all matched tracks in the
jet, independently of their origin. JVF is defined for each jet with respect to
each PV, and therefore for a given jet i, its JVF with respect to the primary
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vertex j, PVj , is given by:

JVF(jeti,PVj) =

∑Ntracks
k=1 pT(track

jeti
k ,PVj)∑NPV

n=1

∑Ntracks
l=1 pT(track

jeti
l ,PVn)

. (6.5)

For the analysis presented in this thesis, the JVF will be defined with
respect to the event hard-scatter vertex, which is selected as the primary
vertex with the highest

∑
tracks (p2

T).

Figure 6.5 (right) shows the JVF distribution for hard-scatter jets and
for pileup jets with pjet

T > 20 GeV after the pileup subtraction, in order to
illustrate the discriminating power of the JVF variable. JVF values between
0 and 1 indicate the fraction of the pT of the associated tracks that come
from the hard scattering. If instead, no associated tracks are present, the
JVF is set to -1.

Figure 6.5: Schematic representation of the JVF principle (left). JVF dis-
tribution for hard-scatter jets and for pileup jets with pjet

T > 20 GeV after
the pileup subtraction [81] (right).

6.3.3.2 Jet energy calibration

The jet energy calibration restores the reconstructed jet energy to the energy
of the Monte Carlo particle-level jets (truth jets). It corrects for detector
effects due to the mis-measurement of the energy deposited by hadrons in
the calorimeter, the energy lost in inactive regions of the detector or the
energy deposits of particles inside the particle-level jet entering the detector
that are not included in the reconstructed jet. The jet energy calibration
can be applied to jets formed from topo-clusters at EM or LCW scale, the
resulting being referred as EM+JES or LCW+JES jets, respectively.

To derive this calibration, all the isolated calorimeter jets that have a
matching isolated particle-level jet at ∆R = 0.3 are considered. An isolated
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jet is defined as having no other jet with pT > 7 GeV within ∆R = 2.5R,
being R the distance parameter of the jet algorithm [82]. The derivation of
the jet energy response correction proceeds in several steps:

• The jet energy response,

R
EM(LCW)
jet =

E
EM(LCW)
jet

Etruth
jet

, (6.6)

is computed for each pair of calorimeter and particle-level jets, mea-
sured in bins of truth jet energy, Etruth

jet and calorimeter jet detector

pseudorapidity1.

• The averaged jet energy response, 〈REM(LCW)
jet 〉, and the averaged re-

constructed jet energy, 〈EEM(LCW)
jet 〉, are calculated for each (Etruth

jet ,η)-
bin. These quantities are defined as the peak position of a Gaussian

fit to the R
EM(LCW)
jet and E

EM(LCW)
jet distributions, respectively. Figure

6.6 (left) shows the averaged jet calibration response for the EM+JES
scale, for various jet energies as a function of the jet η. The values for
the jet response vary between 0.85 and 0.55, increasing as the energy
of the jet becomes larger and decreasing in the η regions corresponding
to the inactive regions of the calorimeters.

• For each η bin, the jet response calibration function, Fcalib(E
EM(LCW)
jet ),

is obtained by fitting the (〈EEM(LCW)
jet 〉, 〈REM(LCW)

jet 〉) values correspon-

ding to each Etruth
jet bin. The fitting function can be parametrized as:

Fcalib(E
EM(LCW)
jet ) =

Nmax∑
i=0

ai

(
lnE

EM(LCW)
jet

)i
, (6.7)

where ai are free parameters and Nmax is chosen between 1 and 6
depending on the goodness of the fit.

The final jet energy scale correction that relates the measured calorimeter

jet to the true jet energy is defined as 1/Fcalib(E
EM(LCW)
jet ), such that:

E
EM+JES(LCW+JES)
jet =

E
EM(LCW)
jet

Fcalib(E
EM(LCW)
jet )|η

. (6.8)

Figure 6.6 (right) shows the jet energy scale correction as a function of
the calibrated jet transverse momentum for three different η-intervals. The
values of the jet energy correction factors range from about 2.1 at low jet
energies in the central region to less than 1.2 for high energy jets in the most
forward region.

1The detector η is used instead of the origin corrected, used in physics analysis, because
it more directly corresponds to a region of the calorimeter.
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Figure 6.6: Left: average energy of jets formed from topoclusters calibrated
at EM scale with respect to the particle-level jet energy (ELCW

jet /Etruth
jet ) as

a function of the jet pseudorapidity before applying the correction for the
event vertex shown separately for various jet energies [82]. Right: Average
jet energy scale correction as a function of the calibrated jet transverse
momentum for three representative ηjet-intervals obtained from the nominal
MC simulation sample [82].

6.3.3.3 Jet residual calibration

In the jet residual calibration, the data-to-MC differences are assessed using
in-situ techniques, which exploit the transverse momentum balance between
a jet and well-measured photons, Z bosons or jets. This calibration is only
applied to data, since it aims to restore the energy of the jets reconstructed
in data to that from the Monte Carlo simulation2. The jet energy once the
residual calibration has been applied, Edata, in-situ

jet , is found to be:

Edata, in-situ
jet =

Edata
jet

C(pjet
T , η)

, (6.9)

where 1/C(pjet
T , η), the correction extracted from the jet in-situ calibrations,

is defined as:

C(pjet
T , η) =

〈pjet
T /pref

T 〉data

〈pjet
T /pref

T 〉MC

∣∣∣∣∣
η

, (6.10)

with 〈pjet
T /pref

T 〉data and 〈pjet
T /pref

T 〉MC being the ratio of the average jet res-
ponse, measured in data and in the Monte Carlo simulation, respectively.

The residual jet calibration is computed following different strategies
depending on whether the jet is contained in the central or in the forward

2The reconstructed jets from the MC simulations are calibrated with the EM+JES
or the LCW+JES scheme, which restores the reconstructed jet energy to that of the
particle-level jet in the simulation, as shown in Section 6.3.3.2.
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regions of the detector.
In the central rapidity region, |ηdet| < 1.2, the jet energy can be cali-

brated as follows:

1. Jet energy calibration using Z-jet events: In events where one
Z boson is produced in association to only one jet, the jet recoils
against the Z boson ensuring approximate momentum balance bet-
ween them in the transverse plane. Ideally, the response of the jet in
the calorimeters could be determined by using the pT of the Z boson
as the reference particle-level jet pT. However, uncertainties on the
Z boson decay products measurement, particles not included in the
cone of the jet, additional parton radiation contributing to the recoil
against the Z boson or contributions from the underlying event pre-
vent to use the measurement of 〈pjet

T /pref
T 〉 to estimate the jet response,

but only to assess how well the MC simulation can reproduce the data.
Figure 6.7 (left) shows the mean pT balance measured in data and in
a Pythia MC simulation, for EM+JES calibrated anti-kt jets. The
pT balance, 〈pjet

T /pref
T 〉, ranges between 0.7 and 1 both in data and in

the simulation, and it increases as the pT of the jet increases. This fi-
gure also shows that the pT balance measured in the MC simulation is
slightly higher compared to the measurement in data. The advantage
of the jet calibration using Z-jet events is the possibility of probing
low-pT jets, which are difficult to reach with γ-jet events due to trigger
thresholds and background contamination in that region.

2. Jet energy calibration using γ-jet events: The γ-jet events bene-
fit from larger statistics for pT above 150 GeV compared to the Z-jet
events. Two in-situ techniques are used to probe the calorimeter res-
ponse to jets recoiling the photons, for data and MC simulations. On
one hand, a technique based on the procedure used to determine the
jet energy calibration using Z-jet events is followed, in which the high-
est pT jet is compared to the transverse momentum of the reference
photon. Alternatively, the missing transverse momentum projection
fraction (MPF) technique [80] is used, in which the photon transverse
momentum is balanced against the full hadronic recoil.

3. High-pT jet energy calibration: This technique is relevant for very
high pT jets (at the TeV regime), where the calibrations extracted
using the Z-jet and the γ-jet methods described above, are affected
by statistical fluctuations. Jets at very high pT are balanced against a
recoil system of low pT jets, previously well calibrated using the γ-jet
or the Z-jet balance.

The final in-situ calibration obtained from the combination of these tech-
niques is shown in Figure 6.7 (right), together with statistical uncertainties.
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A general offset of about −2% is observed in the data-to-MC response ratios
for jet transverse momenta below 100 GeV. The offset decreases to −1% at
higher pT (pT & 200 GeV).
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Figure 6.7: Mean pT balance obtained in the data and with the Pythia
simulation, for anti-kt jets withR = 0.4 calibrated with the EM+JES scheme
(left) [80]. Ratio of the average jet response 〈pjet

T /pref
T 〉 measured in data to

that measured in MC simulations for jets within |η| < 1.2 as a function of
the jet transverse momentum, pjet

T , shown separately for the three in-situ
techniques, used in the combined calibration (right) [80].

In the forward rapidity region, |ηdet| > 1.2, the calibration can be per-
formed by exploiting the transverse momentum balance in events with two
jets at high transverse momentum. A jet in the forward region can be ba-
lanced against a well-calibrated jet in the central region, and therefore, the
whole detector response can be equalized as a function of ηjet. In addition
to this simple approach, the matrix method described in Ref. [83] is used,
in which the η-intercalibration is estimated from jets in all regions (not only
the central one).

6.4 Missing transverse energy

The missing transverse momentum, ~pmiss
T , is defined as the momentum im-

balance in the plane transverse to the beam axis. The vector momentum
imbalance in the transverse plane is obtained from the negative vector sum
of the momenta of all particles detected in a pp collision. The ~pmiss

T recons-
truction includes contributions from energy deposits in the calorimeters and
muons reconstructed in the muon spectrometer [84]. The two ~pmiss

T compo-
nents are calculated as:

pmiss
x(y) = pmiss,calo

x(y) + pmiss,µ
x(y) . (6.11)
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The magnitude of this vector is the so-called missing transverse energy,
Emiss

T . The values of Emiss
T and its azimutal coordinate φmiss are defined as:

Emiss
T =

√
(pmiss
x )2 + (pmiss

y )2,

φmiss = arctan (pmiss
y /pmiss

x ).
(6.12)

The reconstruction of the calorimeter term of the ~pmiss
T uses calorime-

ter cells calibrated according to the reconstructed high-pT physics object to
which they are associated, in a chosen order: electrons, photons, hadroni-
cally decaying τ -leptons, jets and muons. Cells not associated with any such
objects are also taken into account in the Emiss

T calculation. Once the cells
are associated with objects as described above, the ~pmiss

T calorimeter term is

calculated as follows [85] (the reason why the pmiss,calo,µ
x(y) term is in between

parenthesis will become clear below):

pmiss,calo
x(y) = pmiss,e

x(y) + pmiss,γ
x(y) + pmiss,τ

x(y) + pmiss,jets
x(y)

pmiss,softjets
x(y) + (pmiss,calo,µ

x(y) ) + pmiss,CellOut
x(y) .

(6.13)

Each of the terms in the previous equation is computed from the negative
sum of calibrated cell energies inside the corresponding object, according to
the following expression:

pmiss,term
x =

Nterm
cell∑
i=1

pi sin θi cosφi

pmiss,term
y =

Nterm
cell∑
i=1

pi sin θi sinφi

(6.14)

where pi, θi and φi are the energy, the polar angle and the azimutal angle
respectively, and all the summations are performed on cells in the range
|η| < 4.5.

The different terms in Equation 6.13 are described in the following:

• pmiss,e
x(y) is reconstructed from cells in clusters associated to electrons

passing the “medium” identification criteria with pT > 10 GeV.

• pmiss,γ
x(y) is also reconstructed from cells in clusters, associated with pho-

tons passing the “tight” identification criteria [86] with pT > 10 GeV
at the EM scale.

• pmiss,τ
x(y) is reconstructed from cluster cells associated to LCW calibrated

τ -jets reconstructed with the “tight” identification criteria [87], with
pT > 10 GeV.
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• pmiss,jets
x(y) is computed from cells in clusters associated to LCW cali-

brated jets with pT > 20 GeV, reconstructed with the anti-kt algo-
rithm, and with the jet energy scale factor applied.

• pmiss,softjets
x(y) is reconstructed from cells in clusters associated to LCW

calibrated jets reconstructed with the anti-kt algorithm (withR = 0.6),
with 7 GeV < pT < 20 GeV.

• pmiss,calo,µ
x(y) is the contribution originating from energy lost by muons

in the calorimeter. Its calibration will be discussed below.

• pmiss,CellOut
x(y) is calculated from the cells in topoclusters with the LCW

calibration and from reconstructed tracks with pT > 400 MeV which
are not included in the reconstructed objects. The tracks are added to
recover the contribution from low-pT particles which do not reach the
calorimeter or do not have enough energy to seed a topocluster. They
are also used to improve the determination of the momentum in the
topoclusters, since the calibration and resolution of the low pT tracks
is better compared to that of the topoclusters.

On the other hand, the ~pmiss
T muon term (see Equation 6.11) from the

momentum of muon tracks reconstructed with |η| < 2.7:

pmiss,µ
x(y) = −

∑
muons

px(y)
µ, (6.15)

where the summation effects all the selected muons. In the central region,
|η| < 2.5, combined muons (reconstructed muons in the MS with a matched
track in the ID, see Section 6.2) are considered. Instead, since the region
2.5 < |η| < 2.7 lays outside the fiducial volume of the ID, there is no matched
track requirement and the MS pT alone is used.

The muon term is calculated differently for isolated and non-isolated
muons, where non-isolated muons are defined to be those within a distance
∆R < 0.3 of a reconstructed jet in the event. For isolated muons, the pT

is determined from the combined measurement in the ID and MS, account-
ing for the energy that the muon deposits in the calorimeter. Therefore,
pmiss,calo,µ
x(y) is not added to the calorimeter contribution (this is the reason

why it appears in between parenthesis in Equation 6.13). Instead, for non-

isolated muons, the term pmiss,calo,µ
x(y) has to be considered.

The systematic uncertainty on each individual term of the Emiss
T can be

evaluated from the propagation of the uncertainties of the reconstructed ob-
jects that are used to build it. Only the contribution to the Emiss

T scale and
resolution uncertainties coming from the “soft terms” (softjets and CellOut
terms) needs to be estimated with dedicated studies [84]. The overall sys-
tematic uncertainty on the Emiss

T scale is then calculated by combining the
uncertainties on each term.
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As it will be discussed in Section 7.2, a slightly modified definition of the
Emiss

T is used3 in the analysis presented in this Thesis. The τ -lepton term,

pmiss,τ
x(y) , is omitted because in the analysis presented, τ -leptons are not identi-

fied as such, but considered as jets. Furthermore, the muon terms, pmiss,calo,µ
x(y)

and pmiss,µ
x(y) , are also omitted. The reason for not considering them is related

to the precise estimation of the most important irreducible background in
the analysis, Z(→ νν̄)+jets, which will be explained in Chapter 7.

3The Emiss
T collection in the analysis presented is called “MET Egamma10NoTau”.



Chapter 7

The monojet analysis

The monojet analysis is described in detail in this chapter. The data and the
Monte Carlo simulated samples used for the analysis are presented, together
with the definition of the different physics objects and the event selection
criteria. The statistical treatment of the data and the estimation of the
different Standard Model (SM) background processes are discussed. The
observations are then compared to the SM predictions in the different signal
regions.

7.1 Data sample

The data sample considered in the analysis presented in this Thesis was
collected with the ATLAS detector in proton-proton collisions at a center
of mass energy of 8 TeV between April 4, 2012 and December 6, 2012. A
total integrated luminosity of 20.3 ± 0.6 fb−1 was recorded after requiring
tracking detectors, calorimeters, muon chambers and magnets to be fully
operational during the data taking. Events are selected using the lowest
unprescaled Emiss

T trigger logic called EF xe80 tclcw, that selects events
with Emiss

T above 80 GeV, as computed at the final stage of the three-level
trigger system of ATLAS discussed in Section 5.2.4. The details of the
implementation of the Emiss

T trigger can be found in Ref. [88].

7.2 Object definition

Jets and Emiss
T are used to define the signal selections whereas leptons are

used to both veto the electroweak backgrounds and to define the different
control samples.

93



94 CHAPTER 7. THE MONOJET ANALYSIS

7.2.1 Jets

Jets are reconstructed from energy deposits in the calorimeters using the
anti-kt jet algorithm with the jet radius parameter R = 0.4 (see Section
6.3). The transverse momentum of the jets is corrected for detector effects
with the LCW calibration. Jets with corrected pT > 20 GeV and |η| < 2.8
are considered in the analysis. In order to remove jets originating from
pileup collisions, central jets (|η| < 2.4) with pT < 50 GeV are required to
have a jet vertex fraction (JVF) above 0.5.

7.2.2 Electrons

Electrons are required to have pT > 20 GeV and |η| < 2.47, and need to
fulfill the medium shower shape and track selection criteria (see Section
6.1). The same pT threshold is used to veto electrons in the signal selections
and to select them in the control samples (see Section 7.3), which minimizes
the impact of the reconstruction, identification and efficiency systematic
uncertainties. The threshold of 20 GeV used in this definition combined to
the definition of the electron control sample, brings the background of jets
misidentified as electrons to negligible levels, and therefore no isolation is
required.

Overlaps between identified electrons and jets in the final state are re-
solved. Jets are discarded if their separation ∆R from an identified electron
is less than 0.2. The electrons separated by ∆R between 0.2 and 0.4 from
any remaining jet are removed.

7.2.3 Muons

Muons are reconstructed by combining information from the muon spec-
trometer and inner tracking detectors (see Section 6.2). The muon candi-
dates for the analysis presented are required to have pT > 10 GeV, |η| < 2.4,
and ∆R > 0.4 with respect to any jet candidate with pT > 30 GeV. The use
of this pT threshold increases the precision for selecting real muons from W
boson decays, and avoids the bias in the muon selection due to the presence
of low pT jets with large pileup contributions. Finally, an isolation condition
is applied to the muons, that requires the sum of the pT of the tracks not
associated with the muon in a cone of radius ∆R = 0.2 around the muon
direction, to be less than 1.8 GeV.

7.2.4 Missing transverse energy

The missing transverse energy is described in detail in Section 6.4. It is
reconstructed using all energy deposits in the calorimeter up to a pseudo-
rapidity |η| < 4.9, and without including information from identified muons
in the final state.
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7.3 Event selection

The different signal regions defined in this analysis have a common preselec-
tion criteria, that suppresses large contribution of SM processes with leptons
in the final state and non-collision background contributions:

• Events are required to have a reconstructed primary vertex consistent
with the beam spot envelope and it is required to have at least five iso-
lated tracks with pT > 400 MeV. If two or more vertices are consistent
with these requirements, the one with the largest sum p2

T is chosen as
primary vertex. This requirement removes beam-related backgrounds
and cosmic rays.

• Events are initially requested to have Emiss
T > 150 GeV in order to

ensure the trigger to be fully efficient.

• At least one jet with pT > 150 GeV and |η| < 2.8 is required in the
final state, in order to select monojet-like configurations.

• Different quality cuts are applied to remove events recorded during a
LAr noise burst or during a failure in the electronics of any subsystem.
Also events not correctly processed are vetoed from the selection.

• Events containing any jet with pT > 20 GeV and |η| < 4.5 with charged
fraction 1, electromagnetic fraction2 or sampling fraction3 inconsistent
with the requirement that they originate from a pp collision (fch <
0.02, fem < 0.1 and fmax > 0.8 respectively), are vetoed.

• Events with one or more reconstructed isolated muons with pT >
10 GeV or electrons with pT > 20 GeV are vetoed.

A maximum of three jets with pT > 30 GeV and |η| < 2.8 in the
event are allowed. An additional requirement on the azimutal separation
of ∆φ(jet, Emiss

T ) > 0.4 between the missing transverse momentum direction
and that of each of the selected jets is imposed. The latest suppresses the
multijet background contribution where the large Emiss

T originates from a jet
energy mismeasurement.

1The charged fraction is defined as fch =
∑
ptrack,jetT /pjetT , where

∑
ptrack,jetT is the scalar

sum of the transverse momenta of the tracks associated to the primary vertex within a
cone of radius 0.4 around the jet axis, and pjetT is the transverse momentum as determined
from the calorimetric measurements.

2The electromagnetic fraction is defined as fem = ELAr/(ELAr +ETileCal), where ELAr

is the energy deposited in the electromagnetic calorimeter and ETileCal is the energy
deposited in the hadronic calorimeter.

3fmax denotes the maximum fraction of the jet energy collected by a single calorimeter
layer.
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Three separate signal regions (denoted by M1, M2 and M3) are defined
with increasing lower thresholds on the leading jet pT and Emiss

T . The de-
finition of these signal regions come as a result of an optimization on the
stop pair production with t̃1 → c + χ̃0

1 model, performed across the stop-
neutralino mass plane with increasing t̃1 and χ̃0

1 masses.

For the M1 selection, the events are required to have Emiss
T > 220 GeV

and leading jet pT > 280 GeV. M2 (M3) selection must have Emiss
T >

340 GeV (Emiss
T > 450 GeV) and leading jet pT > 340 GeV (pT > 450 GeV).

Three extra generic signal regions (M4, M5 and M6) are defined to in-
crease the sensitivity to a broad variety of models leading to final states
with larger Emiss

T . Signal region M4 requires the events to have leading
jet pT > 450 GeV and Emiss

T > 340 GeV, while region M5 (M6) are re-
quired to have leading jet pT > 550 GeV and Emiss

T > 550 GeV (leading jet
pT > 600 GeV and Emiss

T > 600 GeV). Table 7.1 summarizes the six signal
region selections.

Selection criteria
Preselection

Primary vertex
Emiss

T > 150 GeV
At least one jet with pT > 150 GeV and |η| < 2.8
Jet quality requirements
Lepton vetoes

Monojet-like selection
At most a total of three jets with pT > 30 GeV and |η| < 2.8
∆φ(jet, Emiss

T ) > 0.4
Signal region M1 M2 M3 M4 M5 M6
Minimum leading jet pT [GeV] 280 340 450 450 550 600
Minimum Emiss

T [GeV] 220 340 450 340 550 600

Table 7.1: Event selection criteria applied for the signal regions M1 to M6.

7.4 Monte Carlo simulated samples

The analysis uses MC samples to estimate each Standard Model process.
The MC events are passed through a detailed simulation of the detector
based on Geant4 [89]. Different in-time and out-of-time pileup conditions
as a function of the instantaneous luminosity are also taken into account by
overlaying simulated minimum-bias events generated with Pythia-8 onto
the hard scattering process and re-weighting them with the distribution of
the observed mean number of interactions per bunch crossing.

In the following, details are given for the SM background MC simulated
samples.
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7.4.1 W+jets and Z+jets

A set of simulated W+jets and Z+jets events are generated using Sherpa,
including LO matrix elements for up to 5 partons in the final state and using
massive b/c-quarks, CT10 parton distribution functions4 and its own model
of hadronization. Similar samples have been generated with the Alpgen
generator, to study the modeling uncertainties. The MC samples are initially
normalized to next-to-next-to-leading-order (NNLO) cross sections in per-
turbative QCD (pQCD) with the DYNNLO [90] program using MSTW2008
NNLO PDF sets.

7.4.2 Top

The production of top quark pairs (tt̄) is simulated using the Powheg MC
generator. A top quark mass of 172.5 GeV, the CTEQ6L1 parton distri-
bution functions and the Peruggia 2011C Tune [91] have been used for the
generation and the underlying event simulation. The tt̄ samples are normali-
zed to NNLO+NNLL (next-to-next-to-leading-logarithm pQCD accuracy),
determined by Top++2.0. Similar Alpgen and MC@NLO samples are used
to assess the tt̄ modeling uncertainties.

Single top samples are generated with Powheg for the s- and Wt-
channels, while AcerMC [92] is used for the t-channel. An approximate
NLO+NNLL pQCD prediction is used for the Wt process. Samples genera-
ted with the MC@NLO generator are then used to estimate the systematic
uncertainties.

7.4.3 Diboson

Diboson samples (WW , WZ and ZZ production) are generated with Sherpa,
using massive c/b-quarks, with CT10 PDF and are normalized to NLO pre-
dictions. Similar samples generated with Herwig are used to compute the
modeling uncertainties.

7.5 Background estimation

The expected SM background is dominated by Z(→ νν̄)+jets (irreducible),
W (→ `ν)+jets and tt̄ production, and includes small contributions from
Z/γ∗(→ `+`−)+jets, single top, diboson and multijet processes.

The W/Z+jets backgrounds are estimated using MC event samples nor-
malized using data in control regions. The simulated W/Z+jets events are
re-weighted to data as a function of the generated pT of the vector boson,
which is found to improve the agreement between data and simulation. The
weights are extracted from the comparison of the reconstructed boson pT

4Next-to-next-to-leading order (NNLO) PDFs from the CTEQ/TEA group.
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distribution in data and Sherpa MC simulation in a W+jets control sample
where the jet and Emiss

T preselection requirements from Table 7.1 have been
applied. As detailed in Appendix A, these weights are defined in several
bins in the boson pT and applied to the truth boson pT distribution of the
simulated samples. Due to the limited number of data events at large boson
pT, an inclusive last bin with boson pT > 400 GeV is used. The uncertainties
of the re-weighting procedure are taken into account in the final result.

The top-quark background contribution is very small and is determined
using MC simulated samples. The simulated tt̄ events are re-weighted based
on the measurement in the data (as described in Ref. [93]), indicating that
the differential cross section as a function of the pT of the tt̄ system is
softer than that predicted by the MC simulation. The diboson background
contribution is also very small and fully determined using MC simulated
samples.

The multijet background with large Emiss
T originates mainly from the mis-

reconstruction of the energy of a jet in the calorimeter, and to a lesser extent
from the presence of neutrinos in the decays from heavy-flavor hadrons. In
this analysis the multijet background is estimated from data using the jet
smearing method, which is described detail in Appendix B. The jet smear-
ing method relies on the assumption that the Emiss

T of multijet events is
dominated by fluctuations in the jet response in the detector that can be
measured in the data. The contribution of multijet processes is then nor-
malized in regions defined with exactly the same requirements as the signal
regions (Table 7.1), but with the cut on the angular separation between the
transverse momentum of the jets and the missing transverse energy, reverted
(∆φ(jet, Emiss

T ) < 0.4).

The cleanup cuts applied to the data sample in Section 7.3 are expected
to maintain the non-collision contributions at a percent level. The shape of
the timing distribution for non-collision background events is reconstructed
from a control data sample with relaxed jet cleanup cuts, and then extrapo-
lated to the signal regions. This extrapolation led to no events in the control
samples after cuts, which is an indication that the level of non-collision back-
ground is negligible in the analysis.

7.5.1 Definition of the W/Z+jets control regions

Control regions in data are defined for each signal selection, orthogonal to
them, with identified electrons or muons in the final state and with the
same requirements on the jet pT, subleading jet vetoes and Emiss

T . They
are used to determine the W/Z+jets electroweak background contributions
from data.

A W (→ µν)+jets control sample is defined using events with a muon
with pT > 10 GeV and W transverse mass, mT, in the range 30 GeV < mT <
100 GeV to further enhance the W (→ µν)+jets process. The transverse
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mass is defined by the lepton (`) and neutrino (ν) transverse momenta and
their φ-directions as

mT =
√

2p`Tp
ν
T(1− cos (φ` − φν) (7.1)

where the (x, y) components of the neutrino momentum are taken to be
the same as the corresponding ~pmiss

T components. Similarly, a Z/γ∗(→
µ+µ−)+jets control sample is defined using events with exactly two muons
with invariant mass range 66 GeV < mµµ < 116 GeV, i.e. around the peak
of the Z boson resonance. Finally, a W (→ eν)+jets dominated control sam-
ple is also defined for each signal selection with an electron candidate with
pT > 20 GeV. Figure 7.1 shows the Emiss

T and the leading jet pT distri-
butions for the three control regions described above for the selection cuts
M1.

Monte Carlo-based normalization factors, determined from the Sherpa
simulation and including the boson pT re-weighting explained above, are
defined for each of the signal selections to estimate the different electroweak
background contributions in the signal regions. As an illustrative example,
the contribution from the dominant Z(→ νν̄)+jets background process to a

given signal region, N
Z(→νν)
signal , would be determined using the W (→ µν)+jets

control sample in data, according to:

N
Z(→νν̄)
signal = N

MC(Z(→νν̄))
signal ×

(
Ndata
W (→µν),control −N

non-W
W (→µν),control

)
NMC
W (→µν),control

, (7.2)

where N
MC(Z(→νν̄))
signal is the background predicted by the MC simulation in

the signal region, and Ndata
W (→µν),control, N

MC
W (→µν),control, and Nnon-W

W (→µν),control

denote, in the control region, the number of W (→ µν)+jets candidates in
data and MC simulation, and the non-W (→ µν) background contribution,
respectively. The latest term refers mainly to top-quark and diboson pro-
cesses, but also includes contributions from other W/Z+jets processes. The
normalization factor for this particular example (e.g. the last factor from
the previous expression), is defined as the ratio of the number of observed
W (→ µν)+jets events over the total number of W (→ µν)+jets simulated
events, both in the control region.

7.6 Fit of the background processes to the data

The use of control samples to constrain the dominant background contri-
bution from Z(→ νν̄)+jets and W+jets, reduces significantly the otherwise
relatively large theoretical and experimental systematic uncertainties, of the
order of 20%–30%, associated with purely MC-based background predictions
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Figure 7.1: Emiss
T and leading jet pT distributions in the three control region

for the selection cuts of region M1 compared to the background predictions.
The error bands in the ratios include the statistical and experimental un-
certainties on the background predictions.

in the signal regions. For each selection and in order to both normalize and
constrain the corresponding background estimates in the different signal re-
gions, and to determine the final uncertainty in the total background, the
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likelihood shown in Equation 4.9,

L(~µ, ~α) =
∏

c∈regions

[νc(~µ, ~α)]nc

nc!
e−νc(~µ,~α),

∏
p∈params

Pp(αp), (7.3)

is simultaneously fitted to the W (→ µν)+jets, Z/γ∗ (→ µ+ µ−)+jets and
W (→ eν)+jets control samples, taking into account the cross contamination
between the different background sources in the control samples.

7.6.1 Normalization factors

The likelihood includes unconstrained normalization factors that can adjust
the relative contributions of the main processes (~µ in Equation 7.3). In
particular, three normalization factors are considered, determined from the
W (→ µν)+jets, Z/γ∗ (→ µ+ µ−)+jets and W (→ eν)+jets control regions,
denoted as mu Wmn, mu Zmm and mu Ele. The mu Wmn factor is used to con-
strain the normalization of the W (→ µν)+jets and the Z(→ νν̄)+jets pro-
cesses. The mu Zmm factor sets the normalization of the Z/γ∗ (→ µ+ µ−)+jets
process. Finally, the mu Ele factor determines the normalization of theW (→
eν)+jets, W (→ τν)+jets, Z/γ∗ (→ e+ e−)+jets and Z/γ∗(→ τ+τ−)+jets
processes. Table 7.2 shows a summary of the normalization factors used to
normalize each background process.

Process Normalization factor
W (→ eν)+jets mu Ele

W (→ µν)+jets mu Wmn

W (→ τν)+jets mu Ele

Z(→ νν̄)+jets mu Wmn

Z/γ∗ (→ e+ e−)+jets mu Ele

Z/γ∗ (→ µ+ µ−)+jets mu Zmm

Z/γ∗(→ τ+τ−)+jets mu Ele

Top –
Dibosons –
Multijet –

Table 7.2: Summary of the normalization factors used to normalize the
different background processes in the signal region.

The choice for the normalization factor mu Wmn instead of mu Zmm, to
estimate the Z(→ νν̄)+jets contribution, is motivated by the statistical
power of the W (→ µν) control sample in data, about seven times larger
than the Z/γ∗ (→ µ+ µ−)+jets control sample. Appendix C provides
Monte Carlo studies, both at particle and at detector level, that confirm the
validity of the use of mu Wmn to normalize the Z(→ νν̄)+jets process.
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7.6.2 Systematic uncertainties

The likelihood from Eq. 7.3 also includes nuisance parameters, ~α, that
parametrize the contributions of the processes as a function of variations
in fractions of sigma, with respect to their nominal prediction, for each sys-
tematic uncertainty. These nuisance parameters are normally distributed,
with mean 0, indicating that they are centered in the value corresponding to
the nominal prediction, and standard deviation 1, in units of potential sys-
tematic variations. In the global fit, each nuisance parameter is initialized at
such values, and the fit is then allowed to profile the different systematic un-
certainties in order to find the configuration that maximizes the likelihood.
Values for the nuisance parameters largely differing from 0 would indicate a
large mismodeling, and that the fit tries to accommodate to the data with
an anomalously large variation of systematic uncertainties.

The systematic uncertainties considered in this analysis are summarized
and related to their corresponding nuisance parameters in Table 7.3. A
description of each systematic source is detailed below. For each uncertainty,
the impact on the total background yield before the fit5 is also discussed.
These values are included as inputs in the global analysis fit. The systematic
uncertainties are assumed to be correlated through the different background
processes, and control and signal regions, unless the contrary is stated.

Jet Energy Scale: The uncertainty on the absolute jet energy scale (JES)
is one of the main uncertainties. In the analysis it is parametrized by a
single nuisance parameter, although is the result of combining 18 systematic
sources6, from the different steps of the jet energy scale calibration. The
effect of this uncertainty on the total MC prediction, before it is profiled in
the global fit. Before the fit it is approximately 7% in both the signal and
control regions.

Jet Energy Resolution: The effect of the jet energy resolution (JER)
in the total background yield is measured in each of the signal regions, and
found to be less than 1%.

Jet Vertex Fraction: The effect of a possible mismodeling in the JVF
distribution is investigated by studying the impact in the background yields
when the requirement is varied from 0.5 to 0.47 and 0.53. An effect below
1% in the total background yield is found in all the signal regions.

Pile up: The MC generated events need to be re-weighted in order to
correctly describe the pileup conditions in the collisions. This weights are

5Therefore, the effect in the background contribution corresponding to αsyst = ±1
6The performance of the fit has also been checked when 18 nuisance parameters are

considered, and has lead to identical results.
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Parameter definition
Free parameters Definition
mu Ele Normalization factor
mu Wmn Normalization factor
mu Zmm Normalization factor

Nuisance parameters Definition
alpha JES Uncertainty on the jet energy scale.
alpha JER Uncertainty on the Jet energy resolution.
alpha JvfUnc Uncertainty due to the jet vertex fraction cut.
alpha Pileup Uncertainty on the pileup reweighing.

alpha SCALEST
Uncertainty on the cell out energy scale of the missing transverse
energy.

alpha RESOST
Uncertainty on the cell out energy resolution of the missing
transverse energy.

alpha EEFF Uncertainty on the identification efficiency of the electrons.
alpha EGZEE Uncertainty on the energy scale of the electrons (Z scale).
alpha EGMAT Uncertainty on the energy scale of the electrons (material).
alpha EGLOW Uncertainty on the energy scale of the electrons (low momentum).
alpha EGPS Uncertainty on the energy scale of the electrons (presampler).
alpha EGRES Uncertainty on the energy resolution of the electrons.
alpha MEFF Uncertainty on the identification efficiency of the muons.
alpha MSCALE Uncertainty on the energy scale of the muons.

alpha MMS
Uncertainty on the energy resolution of the muons (muon
spectrometer).

alpha MID Uncertainty on the energy resolution of the muons (inner detector)
alpha ktfac Uncertainty on the factorization scale of the W/Z+jets.
alpha qfac Uncertainty on the matching scale of the W/Z+jets.
alpha pdfUnc Uncertainty on the PDFs of the W/Z+jets processes.

alpha bosonPtReweight
Uncertainty on the re-weighting of the W/Z+jets Sherpa samples,
based on the truth boson pT .

alpha WZtransfer

Uncertainty on the Z(→ νν̄)+jets estimation to cover for the
differences on the MC modeling and EWK NLO corrections
between W and Z processes.

alpha ttbarGen Uncertainty on the MC generator of the ttbar sample.
alpha ttbarXsec Uncertainty on the cross-section of the ttbar sample.
alpha ttbarRad Uncertainty on the ISR/FSR of the ttbar sample.
alpha ttbarRen Uncertainty on the renormalization scale of the ttbar sample.
alpha ttbarFac Uncertainty on the factorization scale of the ttbar sample.
alpha ttbarPs Uncertainty on the parton shower modelling of the ttbar sample.
alpha singleTGen Uncertainty on the MC generator of the single top sample.
alpha singleTXsecS Uncertainty on the s-channel cross-section of the single top sample.
alpha singleTXsecT Uncertainty on the t-channel cross-section of the single top sample.
alpha singleTXsecW Uncertainty on the Wt cross-section of the single top sample.
alpha singleTRad Uncertainty on the ISR/FSR of the single top sample.
alpha singleTInt Uncertainty on the interference with ttbar of the single top sample.

alpha singleTPs
Uncertainty on the parton shower modelling for the Wt channel
of the single top sample.

alpha dibRen Uncertainty on the renormalization scale of the diboson sample.
alpha dibMatch Uncertainty on the matching scale of the diboson sample.
alpha dibFac Uncertainty on the factorization scale of the diboson sample.
alpha dibXsec Uncertainty on the cross-section of the diboson sample.

alpha qcdNorm
Uncertainty on the normalization of the multi jet background
estimation.

alpha Luminosity Uncertainty on the measurement of the luminosity in ATLAS.

Table 7.3: List of all nuisance parameters used in the analysis and their
definition in terms of normalization factors and sources of systematic uncer-
tainty.
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extracted from the comparison of the number of interactions per bunch
crossing distribution in both data and MC simulation. Variations on these
weights lead to negligible effects in the total background prediction.

Emiss
T cell-out: The resolution and scale uncertainties of the CellOut term

of the Emiss
T are also considered, and each of them is parametrized by a

single nuisance parameter. The effect of these uncertainties to the total
background in the different signal regions is less than 1%.

Leptons: The uncertainty on the electron identification varies the total
background yield in the signal regions by less than 1%, and is parametrized
by a single nuisance parameter. The effect of the electron energy resolution,
also parametrized by one nuisance parameter, leads to a negligible effect.
The uncertainty on the electron energy scale accounts for: the variations
coming from the Z scale uncertainty; the modeling of the interaction of the
electrons with the calorimeter; the presampler scale uncertainty; and the
scale uncertainty for low-pT electrons. This is included in the fit via four
separated nuisance parameters, which altogether introduce less than a 0.5%
variation in the total background yield.

The uncertainty on the muon identification translates into a 1% varia-
tion on the total background in all the signal regions, and is parametrized
by one nuisance parameter. The uncertainty on the muon energy resolu-
tion accounts for the resolution effects coming from the Inner Detector and
the Muon Spectrometer. This uncertainty, parametrized with two different
nuisance parameters, has a negligible effect on the total background contri-
bution. Finally, the uncertainty on the muon energy scale, affects the total
background prediction in the signal regions by approximately 0.5%, and is
introduced in the global fit via one nuisance parameter.

Theoretical uncertainties on the W/Z+jets processes: Uncertainties
on the factorization, renormalization, and parton-shower matching scales
and PDFs of the W/Z+jets processes, are parametrized, each of them, by
a different nuisance parameter. Combined, they produce a variation bet-
ween 20% and 25% in the total background yields, in the different signal
selections. An additional nuisance parameter is devoted to parametrize the
uncertainty of the re-weighting of the boson pT, and affects the total back-
ground prediction by a 2%. Finally, systematic uncertainties to account for
the validity of the use of the W (→ µν)+jets process to extract the normali-
zation for Z(→ νν̄)+jets and higher-order electroweak corrections affecting
differently the W+jets and the Z+jets processes, are also considered. These
two effects are parametrized together by a single nuisance parameter, and
modify the total background yield between 2% and 4% in the different signal
regions. More details on the estimation of this uncertainty can be found in
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Appendix C.

Theoretical uncertainties on the top-quark-related processes: Un-
certainties on the absolute tt̄ and single top cross sections; uncertainties on
the MC generators and the modeling of parton showers employed; variations
in the set of parameters that govern the parton showers and the amount of
initial- and final-state soft gluon radiation; and uncertainties due to the
choice of renormalization and factorization scales and PDFs are considered.
The effect of these systematic uncertainties on the total background predic-
tion, varies between 1.6% and 1.0% for the different signal selections, and
are represented by 13 different nuisance parameters in the fit.

Theoretical uncertainties on the diboson: These uncertainties are
estimated in a similar way as for the top-quark-related processes, and trans-
late to an effect on the total background between 0.7% and 2.3%. In the fit,
these uncertainties are parametrized by 4 nuisance parameters.

Multijet uncertainty: The systematic uncertainty on the multijet is
computed by comparing the predictions when using different response func-
tions. A 100% variation in the multijet prediction is observed, leading to a
1% uncertainty on the total background for the M1 selection.

Luminosity: The uncertainty on the determination of the total integrated
luminosity introduces an 2.8% variation in the total background yield. This
systematic uncertainty is parametrized with a single nuisance parameter in
the fit.

Statistical uncertainty in the MC simulations: In order to avoid
fluctuations in the global fit, the statistical uncertainties on the Monte Carlo
simulations are only considered if they are larger than 5%. This limitation
has a negligible impact on the results, but contributes to a more robust
performance of the fit.

Trigger efficiency: All the systematic effects related to the trigger effi-
ciency have a negligible impact on the analysis.

7.7 Estimation of the background contributions

The data and background predictions for the M1 to M6 selections in the
W (→ eν)+jets, W (→ µν)+jets and Z/γ∗ (→ µ+ µ−)+jets control regions
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are presented in Tables 7.4, 7.5 and 7.6, respectively. In each of the kine-
matic selections, the MC predicted yields before and after the global fit are
shown. The normalization factors for the background processes in the diffe-
rent selections are extracted from these tables, and are shown in Table 7.7.
The uncertainties on the normalization factors include both the statistical
and systematic components. The fitted values for the nuisance parameters
as well as the correlations among the normalization factors and the nuisance
parameters in the global fit, are presented in Appendix D, for all the analysis
selections.

The normalizations are compatible with 1 within uncertainties in all the
selections, except in M5 and M6. In these regions, the boson pT distributions
can not be effectively corrected, since a single weight is used for those events
with boson pT > 400 GeV. Therefore, the boson pT re-weighting does not
modify the shape of this distribution, but only introduces a variation in the
normalization of the W/Z+jets samples, that needs to be compensated by
the normalization factors from the fit.

The main kinematic distributions of the reconstructed leptons for the
selection M1 are shown in Figures 7.2, 7.3 and 7.4. Figures 7.5, 7.6 and
7.7 show the measured jet and Emiss

T distributions for the W (→ eν)+jets,
W (→ µν)+jets and Z/γ∗ (→ µ+ µ−)+jets control regions respectively.

All the distributions show a reasonable agreement between data and
MC in the control regions, thus pointing to a good modeling of the main
SM background processes.
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Figure 7.2: The measured kinematic distributions of the identified muons
in the W (→ µν)+jets control region for the selection cuts of region M1
compared to the background predictions. The latter include the global nor-
malization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Control Region W (→ eν) M1 M2 M3
Observed events (20.3 fb−1) 9271 1835 417
SM prediction (post-fit) 9270± 110 1840± 45 420± 20
W (→ eν) 6580± 130 1260± 43 270± 17
W (→ µν) 39± 5 10± 2 2.2± 0.4
W (→ τν)+jets 1640± 40 350± 13 84± 6
Z/γ∗ (→ e+ e−) 0.04+0.07

−0.04 0.03+0.05
−0.03 −

Z/γ∗ (→ µ+ µ−) 3.6± 0.5 1.2± 0.2 0.7± 0.1
Z/γ∗(→ τ+τ−) 116± 3 17± 1 4.7± 0.4
Z(→ νν̄)+jets 17± 3 4.6± 0.7 1.2± 0.2
tt̄, single top 600± 80 120± 20 31± 5
Dibosons 280± 90 80± 30 22± 8
SM prediction (pre-fit) 9354 1873 416
Fit input W (→ eν) 6644 1287 271
Fit input W (→ µν) 41 11 2.4
Fit input W (→ τν)+jets 1650 352 83
Fit input Z/γ∗ (→ e+ e−) 0.04 0.04 −
Fit input Z/γ∗ (→ µ+ µ−) 3.7 1.2 0.7
Fit input Z/γ∗(→ τ+τ−) 117 17 4.6
Fit input Z(→ νν̄)+jets 18 4.9 1.3
Fit input tt̄, single top 600 120 31
Fit input dibosons 280 80 22

Control Region W (→ eν) M4 M5 M6
Observed events (20.3 fb−1) 934 120 61
SM prediction (post-fit) 934± 31 120± 11 61± 8
W (→ eν) 625± 29 72± 8 34± 6
W (→ µν) 4.6± 0.7 0.8± 0.2 0.4± 0.2
W (→ τν)+jets 168± 8 25± 3 11± 2
Z/γ∗ (→ e+ e−) 0.03+0.05

−0.03 − −
Z/γ∗ (→ µ+ µ−) 1.1± 0.2 0.5± 0.1 0.4± 0.1
Z/γ∗(→ τ+τ−) 10.4± 0.6 2.3± 0.4 1.5± 0.5
Z(→ νν̄)+jets 2.2± 0.4 0.4± 0.1 0.28± 0.06
tt̄, single top 79± 11 11± 2 8± 2
Dibosons 44± 17 9± 3 5± 2
SM prediction (pre-fit) 947 126 74
Fit input W (→ eν) 634 75 43
Fit input W (→ µν) 4.7 1.0 0.5
Fit input W (→ τν)+jets 171 26 14
Fit input Z/γ∗ (→ e+ e−) 0.04 − −
Fit input Z/γ∗ (→ µ+ µ−) 1.0 0.6 0.6
Fit input Z/γ∗(→ τ+τ−) 10.6 2.4 1.9
Fit input Z(→ νν̄)+jets 2.3 0.5 0.37
Fit input tt̄, single top 79 11 8
Fit input dibosons 44 9 5

Table 7.4: Data and SM background predictions in the W (→ eν)+jets con-
trol regions M1 to M6. For the SM predictions both statistical and sys-
tematic uncertainties are included. Note that in each case the individual
uncertainties can be correlated, and do not necessarily add up quadratically
to the total background uncertainty.
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Control Region W (→ µν) M1 M2 M3
Observed events (20.3 fb−1) 14786 4285 946
SM prediction (post-fit) 14780± 150 4280± 70 950± 30
W (→ eν) 0.4± 0.2 − −
W (→ µν) 12110± 200 3500± 90 750± 37
W (→ τν)+jets 1130± 30 330± 15 79± 6
Z/γ∗ (→ e+ e−) − − −
Z/γ∗ (→ µ+ µ−) 290± 20 71± 4 13± 1
Z/γ∗(→ τ+τ−) 43± 3 8.5± 0.6 1.8± 0.3
Z(→ νν̄)+jets 4.2± 0.4 0.8± 0.1 0.08± 0.02
tt̄, single top 880± 90 240± 35 65± 10
Dibosons 330± 110 130± 53 40± 17
SM prediction (pre-fit) 15531 4513 1023
Fit input W (→ eν) 0.4 − −
Fit input W (→ µν) 12839 3725 824
Fit input W (→ τν)+jets 1142 342 79
Fit input Z/γ∗ (→ e+ e−) − − −
Fit input Z/γ∗ (→ µ+ µ−) 291 67 13
Fit input Z/γ∗(→ τ+τ−) 44 8.7 1.8
Fit input Z(→ νν̄)+jets 4.5 0.8 0.10
Fit input tt̄, single top 880 240 65
Fit input dibosons 330 130 40

Control Region W (→ µν) M4 M5 M6
Observed events (20.3 fb−1) 1271 267 147
SM prediction (post-fit) 1271± 36 267± 16 147± 12
W (→ eν) − − −
W (→ µν) 1004± 43 201± 18 109± 13
W (→ τν)+jets 99± 5 23± 3 11± 2
Z/γ∗ (→ e+ e−) − − −
Z/γ∗ (→ µ+ µ−) 21± 2 2.4± 0.5 1.4± 0.4
Z/γ∗(→ τ+τ−) 2.6± 0.3 0.6± 0.1 0.4± 0.1
Z(→ νν̄)+jets 0.14± 0.02 0.05± 0.01 0.03± 0.01
tt̄, single top 98± 15 25± 4 15± 2
Dibosons 47± 21 14± 6 10± 5
SM prediction (pre-fit) 1310 316 185
Fit input W (→ eν) − − −
Fit input W (→ µν) 1043 249 144
Fit input W (→ τν)+jets 100 25 14
Fit input Z/γ∗ (→ e+ e−) − − −
Fit input Z/γ∗ (→ µ+ µ−) 19 3.5 2.0
Fit input Z/γ∗(→ τ+τ−) 2.6 0.6 0.4
Fit input Z(→ νν̄)+jets 0.15 0.06 0.04
Fit input tt̄, single top 98 25 15
Fit input dibosons 47 14 10

Table 7.5: Data and SM background predictions in the W (→ µν)+jets
control regions M1 to M6. For the SM predictions both statistical and
systematic uncertainties are included. Note that in each case the individual
uncertainties can be correlated, and do not necessarily add up quadratically
to the total background uncertainty.
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Control Region Z/γ∗ (→ µ+ µ−) M1 M2 M3
Observed events (20.3 fb−1) 2100 650 131
SM prediction (post-fit) 2100± 50 650± 26 130± 12
W (→ eν) − − −
W (→ µν) 2.4± 0.2 0.8± 0.2 0.3± 0.1
W (→ τν)+jets 0.6± 0.1 0.28± 0.03 0.02± 0.01
Z/γ∗ (→ e+ e−) − − −
Z/γ∗ (→ µ+ µ−) 2010± 50 620± 27 120± 12
Z/γ∗(→ τ+τ−) 2.9± 0.3 1.0± 0.1 0.28± 0.03
Z(→ νν̄)+jets − − −
tt̄, single top 32± 9 8± 2 1± 1
Dibosons 58± 21 21± 7 5± 3
SM prediction (pre-fit) 2140 621 132
Fit input W (→ eν) − − −
Fit input W (→ µν) 2.5 0.8 0.3
Fit input W (→ τν)+jets 0.6 0.3 0.02
Fit input Z/γ∗ (→ e+ e−) − − −
Fit input Z/γ∗ (→ µ+ µ−) 2044 590 125
Fit input Z/γ∗(→ τ+τ−) 3.0 1.0 0.3
Fit input Z(→ νν̄)+jets − − −
Fit input tt̄, single top 32 8 1
Fit input dibosons 58 21 5

Control Region Z/γ∗ (→ µ+ µ−) M4 M5 M6
Observed events (20.3 fb−1) 186 27 15
SM prediction (post-fit) 186± 14 27± 5 15± 4
W (→ eν) − − −
W (→ µν) 0.31± 0.08 0.13± 0.02 0.05± 0.01
W (→ τν)+jets 0.02± 0.00 0.02± 0.01 −
Z/γ∗ (→ e+ e−) − − −
Z/γ∗ (→ µ+ µ−) 176± 14 25± 5 14± 4
Z/γ∗(→ τ+τ−) 0.28± 0.03 0.10± 0.03 0.05± 0.01
Z(→ νν̄)+jets − − −
tt̄, single top 3± 2 0.2± 0.2 0.2± 0.2
Dibosons 7± 3 1.1± 0.6 0.7± 0.3
SM prediction (pre-fit) 173 38 22
Fit input W (→ eν) − − −
Fit input W (→ µν) 0.33 0.16 0.07
Fit input W (→ τν)+jets 0.02 0.02 0.00
Fit input Z/γ∗ (→ e+ e−) − − −
Fit input Z/γ∗ (→ µ+ µ−) 163 37 21
Fit input Z/γ∗(→ τ+τ−) 0.28 0.11 0.06
Fit input Z(→ νν̄)+jets − 0.00 0.00
Fit input tt̄, single top 3 0.2 0.2
Fit input dibosons 7 1.1 0.7

Table 7.6: Data and SM background predictions in the
Z/γ∗ (→ µ+ µ−)+jets control regions M1 to M6. For the SM pre-
dictions both statistical and systematic uncertainties are included. Note
that in each case the individual uncertainties can be correlated, and do not
necessarily add up quadratically to the total background uncertainty.
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Normalization factors
Selection mu Ele mu Wmn mu Zmm

M1 0.99± 0.21 0.94± 0.20 0.98± 0.20
M2 0.98± 0.22 0.94± 0.19 1.05± 0.21
M3 1.01± 0.24 0.91± 0.19 0.99± 0.22
M4 0.98± 0.22 0.96± 0.21 1.08± 0.24
M5 0.95± 0.25 0.81± 0.19 0.69± 0.20
M6 0.79± 0.24 0.76± 0.18 0.68± 0.23

Table 7.7: Results on the normalization factors (including statistical and
systematic uncertainties) for the different monojet selections.
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Figure 7.3: The measured kinematic distributions of the identified electrons
in the W (→ eν)+jets control region for the selection cuts of region M1
compared to the background predictions. The latter include the global nor-
malization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure 7.4: The measured kinematic distributions of the identified muons
in the Z/γ∗ (→ µ+ µ−)+jets control region for the selection cuts of region
M1 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure 7.5: The measured kinematic distributions of the reconstructed jets
and Emiss

T in the W (→ µν) control region for the selection cuts of region
M1 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure 7.6: The measured kinematic distributions of the reconstructed jets
and Emiss

T in the W (→ eν)+jets control region for the selection cuts of region
M1 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure 7.7: The measured kinematic distributions of the reconstructed jets
and Emiss

T in the Z/γ∗ (→ µ+ µ−) control region for the selection cuts
of region M1 compared to the background predictions. The latter include
the global normalization factors extracted from the fit. The error bands
in the ratios include the statistical and experimental uncertainties on the
background predictions.
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7.8 Results

The agreement between the data and the MC simulations for the different
distributions in the control regions of each selection shown in the previous
section ensures the good modeling and control on the prediction of the main
electroweak background processes in the signal regions.

As already mentioned, the global fit of the likelihood to the data in the
different control regions, will translate into a reduction of the systematic
effects. Figures 7.8 and 7.9 summarize the systematic uncertainties for the
signal regions M1 to M6 after the global fit. Absolute jet and Emiss

T energy
scale and resolution systematic effects translate into an uncertainty on the
total background that varies between 1.1% and 1.4% for M1-M4 and bet-
ween 2.4% and 2.1% for M5 and M6 selections. Uncertainties related to jet
quality requirements and pileup description and corrections to the jet pT and
Emiss

T introduce a 0.2% to 0.4% uncertainty on the background predictions.
Uncertainties on the simulated lepton identification and reconstruction ef-
ficiencies, energy/momentum scale and resolution translate into a 0.9% to
1.2% for the different signal regions.

Variations on the renormalization/factorization and parton-shower mat-
ching scales and PDFs in the SherpaW/Z+jets background samples trans-
late into a 0.4% to 1% uncertainty in the total background, while the effect of
the boson pT re-weighting procedure for the simulated W and Z pT distribu-
tions introduces less than a 0.2% effect on the total background estimates.
The model uncertainties related to potential differences between W+jets
and Z+jets final states, affecting the normalization of the main irreducible
background, Z(→ νν̄)+jets are found to vary between about 2% for M1 and
3% for M2 to M6. Theoretical uncertainties on the predicted background
yields for top-quark-related processes is found to introduce an uncertainty
on the total background between 1.0% and 1.6%. Uncertainties on the dibo-
son affects the total background, between 0.7% and 1.3% for M1-M4, 1.7%
for M5 and 2.3% for M6 selection. The uncertainty on the multijet estima-
tion leads to a 1% uncertainty on the total background in M1, while it is
negligible for the other selections.

Finally, the statistical uncertainties in the control regions in both data
and MC are included in the analysis via the uncertainties quoted in the
mu Ele, mu Wmn and mu Zmm normalization factors. They lead to an ad-
ditional uncertainty on the final background estimate that varies between
1.2% and 1.4% for M1-M4 selections, but is of the order of 4% for M5 and
M6. The total uncertainty on the SM predictions varies between 2.9% and
9.8% in the different signal regions, and is summarized in Table 7.8.

The background composition of the control and signal regions for each
selection, after the global fit, is shown in Figure 7.10. The first three
bins for each selection refer to the W (→ µν)+jets, W (→ eν)+jets and
Z/γ∗ (→ µ+ µ−)+jets control samples respectively (Tables 7.4 to 7.6).
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Figure 7.8: Breakdown of the sources of systematic uncertainties on back-
ground estimates in the M1 to M3 signal regions. The first bin (in red) refers
to the percentage of total systematic uncertainty with respect to the total
background prediction. The individual uncertainties can be correlated, and
therefore they do not necessarily add up quadratically to the total back-
ground uncertainty.

Control samples are dominated by the background process from which they
receive the name. By construction, the agreement between the data and
the MC simulation in the control samples is perfect, since these regions are
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Figure 7.9: Breakdown of the sources of systematic uncertainties on back-
ground estimates in the M4 to M6 signal regions. The first bin (in red) refers
to the percentage of total systematic uncertainty with respect to the total
background prediction. The individual uncertainties can be correlated, and
therefore they do not necessarily add up quadratically to the total back-
ground uncertainty.

used to constrain the backgrounds. The fourth bin refers to the signal re-
gion, where the irreducible Z(→ νν̄)+jets process dominates, accounting for
more than 50% of the total background. The relative contribution of this
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Selection Total systematic uncertainty
M1 2.9%
M2 3.2%
M3 4.6%
M4 4.6%
M5 7.4%
M6 9.8%

Table 7.8: Summary of the total systematic uncertainties on the SM predic-
tions for the selections M1 to M6.

process in the different selections increases, as the leading jet pT and Emiss
T

requirements tighten. The second most important process in the signal re-
gions is the W (→ τν)+jets, due to the hadronically decaying τ -leptons.
Further contributions come from W (→ eν)+jets and W (→ µν)+jets pro-
cesses, which pass the signal region requirements when the leptons are not
reconstructed or are misreconstructed as jets.

Table 7.9 shows the data and the expected background predictions for
signal regions M1 to M6. Good agreement between the observed data and
the simulation is observed between selections M1 to M5. The selection M6
seems to show an excess of events with respect to the background estimation.
The compatibility between the data and the simulation under the hypothesis
of having only background can be tested by computing the observed p-value,
pb, as described in detail in Chapter 4. Table 7.10 shows the p-values for the
different signal selections. The p-values for the regions M1 to M5 point to
a good agreement between the data and the MC simulation, as previously
discussed. In the signal region M6, the data and the MC simulation agree
within 2σ. This is studied in detail in Appendix E, and is finally attributed
to a statistical fluctuation in both the data and the MC events.
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Figure 7.10: Background composition of the different control and signal
regions for each of the kinematic selections after fits have been performed.
The error bands in the ratios include the total statistical and systematic
uncertainties on the total background expectation. From top to bottom,
left to right: M1-M6 selections.
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Signal Region M1 M2 M3
Observed events (20.3 fb−1) 33054 8606 1776
SM prediction (post-fit) 33450± 960 8620± 270 1770± 81
W (→ eν) 3300± 140 700± 43 130± 12
W (→ µν) 3000± 100 700± 29 133± 8
W (→ τν)+jets 7800± 290 1690± 74 320± 24
Z/γ∗ (→ e+ e−) − − −
Z/γ∗ (→ µ+ µ−) 170± 27 53± 9 13± 3
Z/γ∗(→ τ+τ−) 95± 6 17± 1 1.8± 0.3
Z(→ νν̄)+jets 17400± 720 5100± 240 1090± 72
tt̄, single top 780± 73 150± 19 27± 4
Dibosons 650± 99 220± 40 60± 14
Multijets 300± 300 30± 30 4± 4

Signal Region M4 M5 M6
Observed events (20.3 fb−1) 2441 520 309
SM prediction (post-fit) 2435± 113 485± 36 256± 25
W (→ eν) 183± 13 33± 5 15± 3
W (→ µν) 197± 11 36± 4 20± 2
W (→ τν)+jets 445± 26 84± 11 40± 8
Z/γ∗ (→ e+ e−) − − −
Z/γ∗ (→ µ+ µ−) 17± 3 3± 1 2± 1
Z/γ∗(→ τ+τ−) 2.7± 0.5 0.6± 0.1 0.3± 0.1
Z(→ νν̄)+jets 1446± 99 298± 31 162± 22
tt̄, single top 58± 8 8± 2 6± 1
Dibosons 81± 19 22± 5 12± 3
Multijets 7± 7 0.7± 0.7 0.4± 0.4

Table 7.9: Data and SM background predictions in the signal regions M1
to M6. For the SM predictions both statistical and systematic uncertainties
are included. Note that in each case the individual uncertainties can be cor-
related, and do not necessarily add up quadratically to the total background
uncertainty.



122 CHAPTER 7. THE MONOJET ANALYSIS

Signal channel pb

M1
asymp 0.51

toy 0.51

M2
asymp 0.52

toy 0.52

M3
asymp 0.51

toy 0.51

M4
asymp 0.48

toy 0.48

M5
asymp 0.21

toy 0.21

M6
asymp 0.04

toy 0.04

Table 7.10: p-values under the background-only hypothesis for the regions
M1-M6, derived from pseudo-experiments (toy) and from an asymptotic
approximation.
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Figures 7.11 and 7.12 show the Emiss
T and the leading jet pT distribu-

tions in the signal regions M1 to M6, respectively. Values for the Emiss
T and

leading jet pT up to 1.5 TeV are explored7. Figure 7.13 shows the pseu-
dorapidity distribution of the leading jet in all the signal regions, and the
distributions of the ratio between the Emiss

T and the leading jet pT are shown
in Figure 7.14. For illustration purposes, two different SUSY scenarios are
included, for stop pair production in the t̃1 → c + χ̃0

1 decay channel with
stop masses of 200 GeV and neutralino masses of 125 GeV and 195 GeV.

The Standard Model predictions in all these distributions agree with
the data, both in normalization and shape. The predictions in the signal
region M6, despite of the global 2σ-level shift in the normalization, also show
good agreement in the shape, which points to a statistical fluctuation, as
mentioned above. Other kinematic distributions of the reconstructed jets in
the selections M1 to M6 are collected in Appendix F.

7No events are found with larger values of Emiss
T or leading jet pT.



124 CHAPTER 7. THE MONOJET ANALYSIS

400 600 800 1000 1200 1400

 
[
E

v
e
n
t
s
/
G

e
V

]
m

is
s

T
d
N

/
d
E

­2

10

­1

10

1

10

2

10

3

10

4

10 Signal Region M1

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt
multijets

) = (200, 195) GeV
0

χ
∼, t

~
m(

) = (200, 125) GeV
0

χ
∼, t

~
m(

ATLAS

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
miss

T
E

400 600 800 1000 1200 1400

D
a
t
a
 
/
 
S

M

0.5

1

1.5

400 600 800 1000 1200 1400

 
[
E

v
e
n
t
s
/
G

e
V

]
m

is
s

T
d
N

/
d
E

­2

10

­1

10

1

10

2

10

3

10

4

10 Signal Region M2

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt
multijets

) = (200, 195) GeV
0

χ
∼, t

~
m(

) = (200, 125) GeV
0

χ
∼, t

~
m(

ATLAS

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
miss

T
E

400 600 800 1000 1200 1400

D
a
t
a
 
/
 
S

M

0.5

1

1.5

600 800 1000 1200 1400

 
[
E

v
e
n
t
s
/
G

e
V

]
m

is
s

T
d
N

/
d
E

­2

10

­1

10

1

10

2

10

3

10

4

10 Signal Region M3

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt
multijets

) = (200, 195) GeV
0

χ
∼, t

~
m(

) = (200, 125) GeV
0

χ
∼, t

~
m(

ATLAS

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
miss

T
E

600 800 1000 1200 1400

D
a
t
a
 
/
 
S

M

0.5

1

1.5

400 600 800 1000 1200 1400

 
[
E

v
e
n
t
s
/
G

e
V

]
m

is
s

T
d
N

/
d
E

­2

10

­1

10

1

10

2

10

3

10

4

10 Signal Region M4

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt
multijets

) = (200, 195) GeV
0

χ
∼, t

~
m(

) = (200, 125) GeV
0

χ
∼, t

~
m(

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
miss

T
E

400 600 800 1000 1200 1400

D
a
t
a
 
/
 
S

M

0.5

1

1.5

600 700 800 900 1000 1100 1200 1300 1400 1500

 
[
E

v
e
n
t
s
/
G

e
V

]
m

is
s

T
d
N

/
d
E

­2

10

­1

10

1

10

2

10

3

10

4

10 Signal Region M5

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt
multijets

) = (200, 195) GeV
0

χ
∼, t

~
m(

) = (200, 125) GeV
0

χ
∼, t

~
m(

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
miss

T
E

600 700 800 900 1000 1100 1200 1300 1400 1500

D
a
t
a
 
/
 
S

M

0.5

1

1.5

600 700 800 900 1000 1100 1200 1300 1400 1500

 
[
E

v
e
n
t
s
/
G

e
V

]
m

is
s

T
d
N

/
d
E

­2

10

­1

10

1

10

2

10

3

10

4

10 Signal Region M6

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt
multijets

) = (200, 195) GeV
0

χ
∼, t

~
m(

) = (200, 125) GeV
0

χ
∼, t

~
m(

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
miss

T
E

600 700 800 900 1000 1100 1200 1300 1400 1500

D
a
t
a
 
/
 
S

M

0.5

1

1.5

Figure 7.11: The measured distributions of the reconstructed Emiss
T in the

signal regions for the selection cuts of regions M1 to M6 compared to the
background predictions. The latter include the global normalization factors
extracted from the fit. The error bands in the ratios include the statistical
and experimental uncertainties on the background predictions. For illustra-
tion purposes, the distribution of two different SUSY scenarios for stop pair
production are included.
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Figure 7.12: The measured distributions of the reconstructed pT of the lead-
ing jet in the signal regions for the selection cuts of regions M1 to M6 com-
pared to the background predictions. The latter include the global norma-
lization factors extracted from the fit. The error bands in the ratios include
the statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure 7.13: The measured distributions of the reconstructed η of the leading
jet in the signal regions for the selection cuts of regions M1 to M6 compared
to the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure 7.14: The measured distributions of the reconstructed ratio between
Emiss

T and the leading jet pT in the signal regions for the selection cuts
of regions M1 to M6 compared to the background predictions. The latter
include the global normalization factors extracted from the fit. The error
bands in the ratios include the statistical and experimental uncertainties on
the background predictions. For illustration purposes, the distribution of
two different SUSY scenarios for stop pair production are included.
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Chapter 8

Interpretations: 3rd
generation squarks

In this chapter, the model independent upper limits on the visible cross
section are presented for the monojet analysis. The monojet results are
then interpreted in terms of searches for new physics in different models
with stops or sbottoms in the final state.

8.1 Model independent upper limits

The agreement between the data and the Standard Model predictions for
the different selections is interpreted in terms of model independent 95%
confidence level (CL) upper limits on the visible cross section. The visible
cross section, σvis, is defined as:

σvis = A× ε× σ = N/L, (8.1)

where σ is the production cross section, A is the acceptance of the selection
(without considering detector effects), ε is the experimental efficiency to
select the signal events, N are the expected events for the process and L is
the integrated luminosity.

Values of σ × A× ε in the range between 96 fb and 5.2 fb are excluded
at 95% CL. The limits are derived with pseudo-experiments and with the
asymptotic approximation (see Chapter 4), leading to similar results with
both approaches, as shown in Table 8.1.

8.2 Notes on the computation of the limits

For the models that will be studied in this chapter, the signal regions M1-M3
are considered (see Section 7.3), and the one providing the best expected
CLs (best exclusion) is used for the results that are reported.
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Signal channel 〈A× ε× σ〉95
obs [fb] S95

obs S95
obs CLb

M1
asymp 95.42 1934.8 1953.6847.2

291.7 0.49
toy 96.23 1951.2 1962.0839.8

319.3 0.49

M2
asymp 28.67 581.4 596.9200.4

122.7 0.48
toy 28.36 575.0 590.6205.0

117.2 0.48

M3
asymp 9.63 195.3 193.968.8

54.1 0.49
toy 9.63 195.3 193.768.7

53.2 0.49

M4
asymp 13.16 266.8 262.489.5

68.5 0.52
toy 13.22 268.0 264.490.6

70.1 0.52

M5
asymp 5.45 110.5 84.233.0

23.3 0.79
toy 5.45 110.5 84.233.0

23.3 0.79

M6
asymp 5.22 105.8 61.721.7

16.3 0.96
toy 5.22 105.8 61.921.2

16.1 0.96

Table 8.1: Observed and expected 95% CL limits on the visible cross section,
defined as cross sections times acceptance time efficiency for the different
signal selections.

The computation of the limits for these models is based on the profile
likelihood method discussed in Section 4.2. A simultaneous fit of the MC
expectations to the data in the signal and control regions is performed in-
cluding statistical and systematic uncertainties. Uncertainties on the signal
acceptance times efficiency, the background predictions and the luminosity
are considered, and correlations between systematic uncertainties on signal
and background predictions are taken into account. The fit accounts for
any potential contamination of signal events in the control regions which a
priory has been estimated to be very small.

A statistical test is performed and the CLs value is computed for each
signal model. Those signal models with a CLs < 0.05 are considered ex-
cluded. Once the CLs values are known for all the signal models generated,
a linear interpolation between them in the parameter space is performed, so
that a continuous exclusion plane can be generated.

8.3 Signal samples simulation

The stop pair production with t̃1 → c + χ̃0
1 is simulated using Madgraph

with one additional jet from the matrix element and Pythia-6 for the sho-
wering. CTEQ6L1 PDFs and AUET2B tune are used for the parton dis-
tribution functions and the simulation of the underlying event, respectively.
Cross sections are calculated to NLO in the strong coupling constant, adding
the resummation of soft gluon emission at NLO+NLL accuracy. The renor-
malization and factorization scales are set to the mass of the stop. The
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samples are produced with stop masses between 100 GeV and 400 GeV and
neutralino masses between 70 GeV and 390 GeV. The difference between
the t̃1 and the χ̃

0
1 masses, ∆m, varies between 2 GeV and 82 GeV, in a max-

imum step size of 30 GeV. Cases in which ∆m < 2 GeV have not been
considered, since in this regime the stop can become long-lived, leading to
different signatures, as for example, the one studied in Ref. [94].

The stop pair production with t̃1 → b + ff ′ + χ̃0
1 is simulated with the

same prescriptions as the t̃1 → c + χ̃0
1 MC simulation. For this process,

samples with stop mass ranges between 110 GeV and 300 GeV and ∆m that
varies between 10 GeV and 80 GeV are produced.

Samples with asymmetric decay are generated with BR(t̃1 → c+ χ̃0
1) =

0.5 and BR(t̃1 → b+ff ′+χ̃
0
1) = 0.5 for stops with masses 110 GeV, 200 GeV,

250 GeV and 300 GeV, and with ∆m equal to 10 GeV and 80 GeV. These
samples, combined with the t̃1 → c + χ̃0

1 and t̃1 → b + ff ′ + χ̃0
1 exclusive

decays, allow to simulate different branching fraction scenarios.

Finally, the sbottom pair production with b̃1 → b+ χ̃0
1 is simulated simi-

larly, with sbottom masses between 100 GeV and 350 GeV, and neutralino
masses between 1 GeV and ∆m = 10 GeV.

8.4 Systematic uncertainties on the signal

A complete study on systematic uncertainties, including both experimental
and theoretical uncertainties, have been performed for each of the models
studied. Similar systematic effects have been found for all the models. Here,
the uncertainties for the stop pair production model with t̃1 → c + χ̃0

1 are
presented.

The experimental uncertainties account for effects related to the estima-
tion of the jet and Emiss

T reconstruction, energy scale and resolution, pileup
and jet vertex fraction mismodeling, and the luminosity. These uncertainties
introduce variations in the signal yield of the order of 3% to 7% depending
on the third generation squark and neutralino mass configuration, and the
signal selection under consideration.

The theoretical uncertainties account for effects related to the modeling
of the processes. These uncertainties can affect either the acceptance or the
cross section of the model. The theoretical uncertainties on the acceptance
are parametrized with nuisance parameters in the fit, in a similar way as
the experimental uncertainties are modeled. Instead, a different procedure is
followed to account for the theoretical uncertainties on the cross section. In
this case, the fit is performed three times, for the nominal and for the ±1σ
variations on this uncertainty. The theoretical uncertainties affecting the
acceptance and the cross section are listed in Tables 8.2 and 8.3 respectively,
and include:
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Scale variations: The uncertainties on the factorization and renormali-
zation scales are the dominant theoretical uncertainties and affect mainly
the cross section. They are computed by varying both scales by factors two
and one-half. These uncertainties introduce variations between 13% and
15% on the cross section depending on the stop mass. The effect of these
uncertainties on the acceptance is found to be between 1% and 6% depen-
ding on the stop and neutralino mass configuration and the selection under
consideration.

ISR/FSR: The uncertainty on the modeling of the initial- and final-state
radiation (ISR/FSR) is evaluated by varying the parameters that regulate
the parton shower in a range that is consistent with the experimental data.
Altogether, these uncertainties introduce a variation between 3% and 6% on
the cross sections. The uncertainty on the ISR also introduces variations on
the acceptance up to 8% for configurations in which the masses of the stop
and the neutralino are similar, whereas its effect is negligible for configura-
tions in which this mass difference is large. The FSR uncertainty introduces
effects on the acceptance between 1% and 9% depending on the stop and
neutralino mass configurations and the signal region under study.

PS to ME matching scale: The impact in the signal yields from the
variation of the parton shower to matrix element matching is also considered.
The parameters regulating this matching in the MC generator are varied by
a factor of two up and down. The effect of this uncertainty on the cross
section can be up to 5%. This systematic uncertainty also introduces an
effect up to 10% on the signal acceptance, as the leading jet pT and the
Emiss

T requirements tighten.

PDF: The uncertainty due to PDFs are evaluated using the Hessian method
described in Ref. [95] with the PDF error sets associated with CTEQ6L1.
This uncertainty affects the cross section of the model up to 8%, while its
effect is negligible in the acceptance.

The Emiss
T distributions for the nominal samples and the samples with

renormalization/factorization scale variations in the signal region M1 are
shown in Figure 8.1. Figures 8.2 (8.3) show the impact of ISR (FSR) vari-
ations in the missing transverse energy. Finally, Figure 8.4 shows the Emiss

T

distribution for the nominal sample and the samples with the matching scale
variations.



8.4. SYSTEMATIC UNCERTAINTIES ON THE SIGNAL 133

 [GeV]
miss
TE

200 300 400 500 600 700 800 900 1000

­1
10

1

10

2
10

3
10

Scale up

Scale down

nominal

 [GeV]
miss
TE

200 400 600 800 1000 1200

1

10

2
10

3
10

4
10 Scale up

Scale down

nominal

 [GeV]
miss
TE

200 300 400 500 600 700 800 900 1000

­1
10

1

10

2
10

Scale up

Scale down

nominal

 [GeV]
miss
TE

200 400 600 800 1000 1200 1400

­1
10

1

10

2
10

3
10

Scale up

Scale down

nominal

Figure 8.1: Impact of the renormalization/factorization scale uncertainties
on the missing transverse energy for a signal with a scalar stop mass of mt̃

= 100 GeV and LSP mass of mχ̃0
1

= 70 GeV (top left), mt̃ = 100 GeV and

mχ̃0
1

= 95 GeV (top right), mt̃ = 200 GeV and mχ̃0
1

= 125 GeV (bottom left)

and mt̃ = 200 GeV and mχ̃0
1

= 195 GeV (bottom right). All plots are shown
for signal region M1.
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Stop mass [GeV] cross section [pb] Uncertainty [%]

100 560.15496 16.16
125 197.27047 15.79
150 80.337867 15.66
170 42.682289 15.37
200 18.541757 14.99
225 9.9200506 15.05
250 5.5819606 14.84
275 3.2820286 14.83
300 1.9985039 14.79
350 0.8084170 14.47
400 0.3573548 14.41

Table 8.3: Cross section and the corresponding theoretical uncertainty from
the combination of renormalization/factorization scale, αs, and PDF uncer-
tainties.
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Figure 8.2: Impact of the ISR uncertainty on the missing transverse energy
for a signal with a scalar stop mass of mt̃ = 100 GeV and LSP mass of mχ̃0

1

= 70 GeV (top left), mt̃ = 100 GeV and mχ̃0
1

= 95 GeV (top right), mt̃ =

200 GeV and mχ̃0
1

= 125 GeV (bottom left) and mt̃ = 200 GeV and mχ̃0
1

=

195 GeV (bottom right). All plots are shown for signal region M1.
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Figure 8.3: Impact of the FSR uncertainty on the missing transverse energy
for a signal with a scalar stop mass of mt̃ = 100 GeV and LSP mass of mχ̃0

1

= 70 GeV (top left), mt̃ = 100 GeV and mχ̃0
1

= 95 GeV (top right), mt̃ =

200 GeV and mχ̃0
1

= 125 GeV (bottom left) and mt̃ = 200 GeV and mχ̃0
1

=

195 GeV (bottom right). All plots are shown for signal region M1.
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Figure 8.4: Impact of the matrix element to parton shower matching scale
uncertainty on the missing transverse energy for a signal with a scalar stop
mass of mt̃ = 100 GeV and LSP mass of mχ̃0

1
= 70 GeV (top left), mt̃ =

100 GeV and mχ̃0
1

= 95 GeV (top right), mt̃ = 200 GeV and mχ̃0
1

= 125 GeV

(bottom left) and mt̃ = 200 GeV and mχ̃0
1

= 195 GeV (bottom right). All
plots are shown for signal region M1.
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8.5 Direct stop pair production

The results of the monojet analysis are translated into exclusion limits on
the pair production of top squarks as a function of the stop mass for different
neutralino masses.

8.5.1 Stop decaying to a charm quark and a neutralino

In this model, each top squark produced is assumed to decay in a charm-
quark and a neutralino, t̃1 → c+ χ̃0

1, with a branching fraction of 100%. A
Feynman diagram for this process is shown in Figure 3.5 (left). This final
state is characterized by the presence of two jets from the hadronization of
the charm quarks, and missing transverse energy from the two undetected
LSPs. However, given the relatively small difference between the stop and
the neutralino masses, ∆m, both the transverse momenta of the two charm
jets and the Emiss

T are low, making it very difficult to extract the signal
from the large multijet background. Instead, the presence of initial-state
radiation jets is required to boost the squark-pair, leading to larger Emiss

T .

The monojet analysis is expected to be sensitive in the very low ∆m
region of the phase space, where the charm jets are not boosted enough
to be detected. Figure 8.5 shows the fiducial cross section, σ × A × ε, as
a function of the mass of the stop for different ∆m configurations in each
selection. For illustration, the model independent limits from Table 8.1
are included. The stop and neutralino mass configurations excluded by the
monojet analysis can already be approximately inferred from this figure.

The 95% CL limits on this model are computed with the CLs method
described in Section 8.2, which properly accounts for the correlations on the
systematic uncertainties among the different signal and background pro-
cesses. Observed and expected limits are computed separately in the dif-
ferent signal regions, and the one with best expected limit is adopted as
the nominal result. The signal region that gives the best expected limit for
each stop and neutralino mass is shown in Figure 8.6 (top). The selection
M1 drives the exclusion limits for low stop masses, while M2 and M3 en-
hance the sensitivity for very low ∆m as the stop mass increases. Figure 8.6
(bottom) shows the exclusion plane at 95% CL for the stop pair production

with t̃1 → c + χ̃0
1 as a function of the mt̃ and mχ̃0

1
. The 95% CL observed

limits corresponding to the ±1σ variations on the SUSY theoretical cross
sections are also added. In the region of phase space where the stop and the
neutralino masses are almost degenerated, stop masses up to 260 GeV are
excluded. The sensitivity of the analysis reduces as the ∆m increases, as
a consequence of the maximum jet multiplicity requirement in the monojet
selection. Large ∆m scenarios can be excluded if the mass of the stop is
smaller than 170 GeV. These results significantly extend the previous ex-
clusion limits from LEP [96] and CDF [97] in this channel, as shown in the
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Figure 8.5: Observed and expected 95% CL model independent limits on
the visible cross section for the regions M1-M6 compared to the t̃1 → c+ χ̃0

1

predictions as a function of the stop mass for different ∆m.

figure.

The monojet analysis results can be combined with the results of a de-
dicated analysis optimized for moderate ∆m > 20 GeV. In this regime, the
charm jets receive a large enough boost to be detected. For this reason, in
addition to the requirements on the presence of an initial-state radiation, the
identification of jets containing the decay products of charm hadrons is used.
This analysis is referred as “charm-tagged”, and is detailed in Ref. [98]. In
this region of the phase space, the charm-tagged C1 and C2 selections (see
Appendix G) give the best expected limits, as Figure 8.7 (top) indicates.
The combination of both analyses leads to the exclusion limits shown in
Figure 8.7 (bottom). The charm-tagged analysis complements the mono-
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Figure 8.6: Exclusion plane at 95% CL as a function of stop and neu-
tralino masses. The observed (red line) and expected (blue line) upper limits
from this analysis are compared to previous results from Tevatron experi-
ments [97], and from LEP experiments [96] at CERN with squark mixing
angle θ = 0◦. The dotted lines around the observed limit indicate the range
of observed limits corresponding to ±1σ variations on the NLO SUSY cross
section predictions. The shaded area around the expected limit indicates
the expected ±1σ ranges of limits in the absence of a signal. A band for
mt̃1
− mχ̃0

1
< 2 GeV indicates the region in the phase space for which the

stop can become long-lived [98].

jet analysis and increases the exclusion region for moderate and large ∆m.
After the combination, masses for the stop up to 240 GeV are excluded at
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95% CL for arbitrary neutralino masses, within the kinematic boundaries.
For neutralino masses of about 200 GeV, stop masses below 270 GeV are
excluded at 95% CL.

8.5.2 Stop decaying to a b-quark, two fermions and a neu-
tralino

The monojet results are also interpreted in terms of exclusion limits on the
stop pair production, with each stop decaying into a bottom quark, two
fermions (either leptons or quarks) and a neutralino, t̃1 → b+ff ′+ χ̃0

1, with
100% branching fraction. The Feynman diagram for this process are shown
in Figure 3.5 (center). The exclusion limits are computed with the same
CLs approach used above, with the region giving the best expected CLs
taken as the nominal. The selections M1 to M3 are combined, as indicated
in Figure 8.8 (top)

Figure 8.8 (bottom) presents the 95% CL limits as a function of the stop
and neutralino masses. Stop masses up to 255 GeV can be excluded. This
result is similar to the exclusion found for the t̃1 → c + χ̃0

1 decay, since in
a mass-degenerated scenario the decay products of the squarks are too soft
to be indentified in the final state, and the signal selection only relies on
the presence of an ISR jet. For large ∆m, the bottom jets and the fermions
receive a larger boost, which allows them to be detected. The increase in
the fermion multiplicity decreases the sensitivity of the monojet analysis to
this final state, due to the jet multiplicity requirement and the lepton veto
in the selection.

8.5.3 Mixed scenarios

The exclusion limits shown in Figures 8.6 and 8.8 are produced assuming a
100% branching ratio to t̃1 → c + χ̃0

1 and t̃1 → b + ff ′ + χ̃0
1, respectively.

In the following, the monojet analysis is interpreted in terms of stop pair
production, considering the stops decays t̃1 → c+ χ̃0

1 or t̃1 → b+ ff ′ + χ̃0
1,

with different branching ratios, and assuming that BR(t̃1 → c + χ̃0
1) +

BR(t̃1 → b + ff ′ + χ̃0
1) = 1. For this purpose, new samples are generated,

following the prescriptions detailed in Section 7.4, and assuming each stop
to decay in a different final state. The expected number of events for a
model with a BR(t̃1 → c + χ̃0

1) = α can be computed with the following
expression:

Nα = α2N
t̃1 t̃1 → cχ̃

0
1 cχ̃

0
1

+ 2α(1− α)N
t̃1 t̃1 → cχ̃

0
1 bff ′χ̃

0
1

+ (1− α)2N
t̃1 t̃1 → bff ′χ̃

0
1 bff ′χ̃

0
1
,

(8.2)

where N
t̃1 t̃1 → cχ̃

0
1 cχ̃

0
1
, N

t̃1 t̃1 → cχ̃
0
1 bff ′χ̃

0
1
, and N

t̃1 t̃1 → bff ′χ̃
0
1 bff ′χ̃

0
1

are the num-

ber of events from the stop pair production assuming BR(t̃1 → c+ χ̃0
1) = 1,
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Figure 8.7: Exclusion plane at 95% CL as a function of stop and neutralino
masses for the monojet and charm-tagged approaches (see Appendix G),
combined. The observed (red line) and expected (blue line) upper limits
from this analysis are compared to previous results from Tevatron experi-
ments [97], and from LEP experiments [96] at CERN with squark mixing
angle θ = 0◦. The dotted lines around the observed limit indicate the range
of observed limits corresponding to ±1σ variations on the NLO SUSY cross
section predictions. The shaded area around the expected limit indicates
the expected ±1σ ranges of limits in the absence of a signal. A band for
mt̃1
− mχ̃0

1
< 2 GeV indicates the region in the phase space for which the

stop can become long-lived [98].
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Figure 8.8: Exclusion plane at 95% CL as a function of stop and neutralino
masses for the decay channel t̃1 → b+ff ′+χ̃

0
1 (BR=100%). The dotted lines

around the observed limit indicate the range of observed limits corresponding
to ±1σ variations on the NLO SUSY cross section predictions. The shaded
area around the expected limit indicates the expected ±1σ ranges of limits
in the absence of a signal. A band for mt̃1

− mχ̃0
1
< 2 GeV indicates the

region in the phase space for which the stop can become long-lived [98].

BR(t̃1 → b+ff ′+ χ̃0
1) = 1, and BR(t̃1 → c+ χ̃0

1) = BR(t̃1 → b+ff ′+ χ̃0
1) =

0.5, respectively.

Figure 8.9 shows the 95% CL upper cross section limits as a function of
the stop mass and the branching fractions (red lines) for two different ∆m
configurations. These upper limits can be compared to the nominal t̃1 pair
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Figure 8.9: 95% CL upper cross section limits as a function of the stop mass
(in red) compared to the t̃1 pair nominal cross section (in blue). ∆m =
10 GeV and ∆m = 80 GeV models are considered in the top and bottom
figures respectively.

production cross section (blue line).

When ∆m = 10 GeV, the available phase space for the products of the
stop decay is reduced, and thus the selection relies only on the production
of an ISR jet. The exclusion is independent on the branching ratio, when
the stop and the neutralino are almost degenerated in mass. Instead, when
∆m = 80 GeV the Standard Model decay products of each stop are boosted
enough to be reconstructed. The t̃1 → b+ff ′+ χ̃0

1 decay of the stop is more
affected by the jet multiplicity requirement and the lepton vetoes, than the
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t̃1 → c + χ̃0
1. For this reason, less stringent limits on the mass of the stop

can be set, as the branching ratio to t̃1 → b+ ff ′ + χ̃0
1 increases.

8.6 Direct sbottom pair production

In the case of bottom squark pair production, it is assumed a SUSY parti-
cle mass hierarchy such that the sbottom decays exclusively into a bottom
quark and a neutralino, b̃1 → b + χ̃0

1. Figure 3.5 (right) shows a Feynman
diagram for this decay. The expected signal for the direct sbottom pair is
characterized by the presence of two energetic jets from the hadronization
of the bottom quarks and large Emiss

T from the two LSPs in the final state.

The monojet results are interpreted in terms of this search, b̃1 → b+ χ̃0
1, in

compressed scenarios. The sbottom and the neutralino masses are almost
degenerated, leading to two soft b-jets and an energetic ISR in the final state.

Signal regions M1 to M3 are used, and for each mass point the one with
best expected CLs is chosen, as shown in Figure 8.10 (top). Figure 8.10

(bottom) shows the exclusion limits at 95% CL for the b̃1 → b+ χ̃0
1 model,

as a function of the sbottom and neutralino masses. The fact that the ex-
clusion for very low or very high ∆m is better than for medium ∆m has to
do with the acceptance, with the negotiation between mass and momentum
investment for the neutralino, and the phase space available for extra radia-
tion. The cross section is independent of the ∆m for fixed sbottom masses,
so the CLs values for the different mass configurations depend exclusively
on acceptance and efficiency. For all neutralino masses, the sbottoms are
boosted by an initial-state radiation. Scenarios with small ∆m (large neu-
tralino mass), are characterized by soft b-jets (hardly ever identified) and
little extra ISR/FSR. As the mass of the neutralino decreases (medium ∆m),
the two b-jets are reconstructed and there is more phase space available for
extra jet radiations. Therefore, more events fail the jet veto selection and
the sensitivity of the monojet analysis to this region of the phase space
decreases. For large ∆m configurations (low neutralino masses), the loss of
sensitivity due to extra jet radiation is compensated by the increase in Emiss

T

due to the highly boosted neutralinos.
Sbottom masses below 180 GeV can be excluded for arbitrary neutralino

masses. In the case of sbottom and neutralino degenerated in mass, this
analysis excludes sbottom masses up to 255 GeV, thus expanding the ex-
clusion limits set by other searches [99, 100, 101]. For very low neutralino
masses, the analysis also excludes sbottom masses up to 255 GeV.
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Figure 8.10: Exclusion plane at 95% CL as a function of sbottom and neu-
tralino masses for the decay channel b̃1 → b+ χ̃0

1 (BR=100%). The observed
(red line) and expected (blue line) upper limits from this analysis are com-
pared to previous results from CDF [99], D0 [100], and ATLAS [101]. For
the latter, the area below the dashed-dotted line is excluded. The dotted
lines around the observed limit indicate the range of observed limits corres-
ponding to ±1σ variations on the NLO SUSY cross section predictions. The
shaded area around the expected limit indicates the expected ±1σ ranges of
limits in the absence of a signal. A band for mb̃1

−mχ̃0
1
< 2 GeV indicates

the region in the phase space for which the sbottom can become long-lived.
[98].



Chapter 9

Interpretations: inclusive
squarks or gluinos

This chapter presents the interpretation of the monojet analysis in terms
of models involving the direct production of inclusive squarks, or gluinos.
Only the signal regions M1 to M3 are considered, and the one giving the
best expected exclusion is used for the results.

9.1 Inclusive squark pair production

This section presents the interpretation of the analysis in terms of pair pro-
duction of degenerated light-flavour squarks, with each squark decaying into
a light quark and a neutralino (see Figure 3.7 left). The MC samples for
this model have been simulated with Madgraph and Pythia, using the
PDF set CTEQ6L1. The renormalization and factorization scales are set to
the mass of the mean mass of the participating particles, Q = (mq̃ +mg̃)/2.
The AUET2B tune has been used for the simulation of the underlying event,
while the MLM matching scheme is used with up to one additional jet in
the Madgraph matrix element. More detailed information on these sam-
ples can be found in Ref. [102]. Different mass points have been generated
for this process, in a grid with squark masses ranging between 87 GeV and
1225 GeV, and neutralino masses between 0 GeV and those corresponding to
a ∆m = mq̃−mχ̃0

1
equal to 10 GeV. The signal cross sections are calculated

to NLO in the strong coupling constant, adding the resummation of soft
gluon emission at next-to-leading-logarithmic pQCD accuracy (NLO+NLL).

Experimental and theoretical systematic uncertainties for the different
mass configurations have been computed, as explained in Section 8.4. Fi-
gure 9.1 shows the impact of the scale variations on the signal acceptance for
different squark masses as a function of ∆m. The uncertainties on the fac-
torization and renormalization scale can be modeled as shown in Ref. [102].
The validity of this parametrization, shown in the figure by the dashed
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Figure 9.1: The red points show the impact of (left) renormaliza-
tion/factorization µ, (center) Q(αs) and (right) matching scales used in
Madgraph+Pythia on the number of expected events N for a simplified
model with q̃ pair production (q̃→ q+χ̃

0
1). The relative effect ∆N/N after

proper normalization to the same total cross section is shown as a function of
∆m = mq̃−mχ̃0

1
. The dashed lines show the parameterization used to com-

pute the uncertainties on the signal acceptance [102]. The points in black
and green show similar measurements in the monojet M1 signal region done
with Madgraph samples for the low ∆m points used in the monojet-like
analysis.

blue line, has been carefully checked for the monojet analysis, and is finally
adopted. In the case of the matching scale uncertainty, a flat 10% is consid-
ered, based on the studies from Fig. 9.1 (right). Altogether, the systematic
uncertainty on the acceptance for the signal is parametrized as:

(
∆N

N

)
signal

= 0.15× e−∆m/250 ⊕ 0.20× e−∆m/250 ⊕ 0.1. (9.1)

9.1.1 Exclusion Limits at 95% CL

The exclusion limits at 95% CL for the first- and second-generation squark
pair production are shown in Figure 9.2, as a function of the squark and
neutralino masses. The shape of the exclusion is related to the acceptance
of the monojet analysis for each mass configuration, and follows the same
arguments as for the sbottom pair production with b̃1 → b + χ̃0

1, shown in
Section 8.6.

Squark masses up to 320 GeV are excluded at 95% CL for arbitrary
neutralino masses. For very compressed scenarios, the monojet analysis
excludes squark masses up to 440 GeV, thus extending the exclusion limits
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Figure 9.2: Exclusion plane at 95% CL as a function of the squark and
neutralino masses for the q̃ → q + χ̃0

1 process. The dotted lines around the
observed limit indicate the range of observed limits corresponding to the
±1σ variations on the cross section predictions. The shaded area around the
expected limit indicates the expected ±1σ ranges of limits in the absence
of a signal. The upper limits from this analysis are also compared to the
previous results from ATLAS [102], shown in the figure with a dot-dashed
red line.

of the analysis in Ref. [102] and shown in the figure. Masses up to 660 GeV
are also excluded for neutralino masses below 20 GeV.

9.2 Gluino pair production

Similarly, the results have been interpreted in terms of final states involving
the production of pairs of gluinos. Two different decay modes of the gluino
have been considered. First, the gluino is assumed to decay with 100%
branching fraction into a bottom quark and a virtual sbottom, which then
decays into another bottom quark plus a neutralino, g̃ → bb̄ + χ̃0

1. In the
second decay mode under consideration, the gluino decays exclusively to a
gluon and a neutralino, g̃ → g+ χ̃0

1, via a loop in which the interchange of a
quark is involved. The Feynman diagrams for both processes are shown in
the middle and right panes of Figure 3.7. The calculation of experimental
and theoretical uncertainties follows the procedure explained in Section 8.4.
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9.2.1 Gluino decaying to two b-quarks and a neutralino

Samples for gluino pair production with g̃ → bb̄ + χ̃0
1 have been simulated

using Madgraph with one additional jet from matrix element and Pythia-
6 for the showering, following the same prescriptions as for the q̃ → q + χ̃0

1

simulated samples. A grid of points with the gluino mass between 200 GeV
to 1600 GeV and neutralino masses between 1 GeV and values corresponding
to a ∆m = 25 GeV has been produced.

The 95% CL exclusion limits as a function of the gluino and neutralino
masses are shown in Figure 9.3. The monojet analysis allows to expand the
excluded parameter space in Ref. [103] towards compressed gluino and neu-
tralino mass configurations. Gluino masses up to 580 GeV can be excluded
for low ∆m = mg̃ −mχ̃0

1
values. As the difference between the gluino and

neutralino masses increases, the bottom quarks from the gluino decays are
more boosted and therefore the b-jets can be reconstructed. Therefore, the
analysis looses sensitivity to these configurations due to the jet veto require-
ment in the selections. Gluino masses up to 420 GeV are excluded for very
low neutralino masses.
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Figure 9.3: Exclusion plane at 95% CL as a function of the gluino and
neutralino masses for the g̃ → bb̄+ χ̃0

1 process. The dotted lines around the
observed limit indicate the range of observed limits corresponding to the
±1σ variations on the cross section predictions. The shaded area around the
expected limit indicates the expected ±1σ ranges of limits in the absence
of a signal. The upper limits from this analysis are also compared to the
previous results from ATLAS [103], shown in the figure with a dot-dashed
red line.
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9.2.2 Gluino decaying to a gluon and a neutralino

Finally, a second grid for gluino pair production with g̃ → g + χ̃0
1 has been

produced with the same prescriptions as the g̃ → bb̄ + χ̃0
1 samples. The

production consists of several samples with gluino masses between 150 GeV
and 1500 GeV, and neutralino masses between 0 GeV and values correspon-
ding to ∆m = 50 GeV. Figure 9.4 shows the 95% CL exclusion plane as a
function of the gluino and neutralino masses. Gluinos with masses up to
600 GeV are excluded at 95% CL for the very compressed scenario. For
massless neutralinos, gluino masses up to 850 GeV can be excluded.
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Figure 9.4: Exclusion plane at 95% CL as a function of the gluino and
neutralino masses for the g̃ → g + χ̃0

1 process. The dotted lines around the
observed limit indicate the range of observed limits corresponding to the
±1σ variations on the cross section predictions. The shaded area around the
expected limit indicates the expected ±1σ ranges of limits in the absence of
a signal.
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Chapter 10

Interpretations: Dark Matter
related

This chapter presents interpretations of the monojet analysis in terms of
models involving the direct production of potential Dark Matter candidates.
This includes models based on effective theories, simplified models involving
the pair production of Weakly Interacting Massive Particles, or the produc-
tion of gravitinos in Gauge Mediated SUSY breaking scenarios. Sensitivity
studies of the monojet analysis to models involving the direct production of
charginos or neutralinos are also collected in Appendix H.

10.1 WIMPs pair production

In this section, the results of the monojet analysis are converted into limits
on the pair production of WIMPs. Samples for several models based on
an effective theory (D5, D8 and D9, see Table 3.5) corresponding to the
process pp → χχ̄ + X have been generated. They are implemented using
LO matrix elements in Madgraph. The WIMP pair production plus one
or two additional partons from ISR/FSR is considered. For each operator,
a sample is generated requiring at least one parton with pT > 80 GeV,
and another sample is generated with at least one parton with a minimum
pT of 300 GeV. The latter samples are needed to populate those signal
regions with Emiss

T requirements larger than 350 GeV. Only initial states of
the four lightest quarks are considered, assuming equal coupling strengths
for all quark flavors to the WIMPs. The generated events are interfaced to
Pythia for the parton showering and hadronization. The MLM prescription
is used for matching the matrix element calculations to the parton shower
evolution. The PDF set CTEQ6L1 is used for the event simulation, and the
renormalization and factorization scales are set to the geometric average of
m2
χ+p2

T for the two WIMPs, being mχ is the mass of the WIMP. Events with
WIMP masses between 10 GeV and 1.3 TeV are simulated for the different
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effective operators considered.

To study the transition between the effective field theory and a physical
renormalizable model for Dirac fermion WIMPs coupling to SM particles
via a new mediator particle Z ′, a simplified model is generated with Mad-
graph. For each WIMP mass, mediator particle masses Mmed between
50 GeV and 13 TeV are considered, for two different mediator particle width
each (Γmed = Mmed/3 and Γmed = Mmed/8π).

For each effective model, the limits are extracted from the signal region
M3, since it has the best expected sensitivity. This is translated into corres-
ponding 90% CL limits1 on the suppression scale M∗ as a function of mχ.
To derive the lower limits in M∗, the CLs approach described in Section 8.2
is used.

The systematic uncertainties for these models are computed as described
in Chapter 8. Experimental uncertainties on jets and Emiss

T scale and resolu-
tion, lepton efficiency, and luminosity translate into a 5% to 3% uncertainty
on the signal yields for D5 and D8 models for a WIMP masses between
50 GeV and 1.3 TeV. For the model D9, the experimental uncertainty varies
from 1.5% to 4% for the same WIMP mass range. The theoretical uncertain-
ties include: the uncertainty on the renormalization, factorization scales; the
uncertainty on the matrix element to parton shower matching scales; the un-
certainty on the modeling of the ISF/FSR and the uncertainty on the PDFs.
These uncertainties translate to an effect between 3% to 8% in the signal
yield, depending on the operator and the WIMP mass.

The 90% CL limits on M∗ for the operators D5 (vector), D8 (axial-
vector) and D9 (tensor) are reported in Table 10.1 and shown in Figure 10.1,
down to WIMP masses of 10 GeV. These limits are extrapolated even further
to smaller mχ values, since for such low-mass WIMPs there is a negligible
change in the fiducial cross section and kinematic distributions.

The effective theories used are based on the assumption that a new
mediator particle couples SM particles to pairs of WIMPs, and that the
mass of the mediator is much larger than the scale of the interaction. If this
is the case, the mediator cannot be produced directly in the collisions, and
therefore it can be integrated out by the effective formalism. However, this
assumption is not always correct at the LHC, where the momentum transfer
can reach the TeV energies. For a given operator, one possible validity
criterion would be that the momentum transferred in the hard interaction,
Qtr is below the mediator mass, Mmed, defined as Mmed =

√
gqgχM

∗, where
gq and gχ are the couplings of the mediator to the SM particles and the
WIMPs, respectively. Figure 10.1 also shows the 90% CL upper limit on M∗

when this “truncation” criteria (Q < Mmed) is imposed, assuming
√
gqgχ =

1. The truncated limits fulfill the respective validity criteria wherever the

1The limits are extracted at 90% CL instead of 95% CL, in order for them to be
compared to direct dark matter search experiments.
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Figure 10.1: Expected and observed 90% CL limits on M∗ as a function
of the WIMP mass mχ for an integrated luminosity of 20.3 fb−1for the
D5 (vector), D8 (axial-vector) and D9 (tensor) operators in the M3 signal
region. The Expected and observed limits are shown as dashed blue and
solid black lines, respectively. The ±1σ error band in yellow around the
expected limit is due to the acceptance uncertainties (both experimental
and theoretical). The rising green lines are the M∗ values at which WIMPs
of the given mass result in the relic density as measured by WMAP [51],
assuming annihilation in the early universe proceeded exclusively via the
given operator. The thermal relic line for D8 has a bump feature at the top
quark mass where the annihilation channel to top quarks opens. The purple
dot-dashed line is the 95% CL observed limit on M∗ imposing a validity
criterion with a coupling strength of 1.

lines are drawn in the figure. For D5 (D9) for example, the criterion is
fulfilled for WIMP masses up to 100 GeV (200 GeV). No attempt is made
to consider different couplings than

√
gqgχ = 1 in these effective models.

The limits on M∗ for the truncated effective models are also quoted in
Table 10.2. The thermal relic lines are also included from Ref. [59] to this
figure, corresponding to a coupling, set by M∗, of WIMPs to quarks such
that WIMPs have the correct relic abundance as measured by the WMAP
satelite [51], in the absense of any other interaction, apart from the one
considered.

A way to avoid the validity issues of the effective theories is to use a
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Figure 10.2: Observed 90% CL limits on the product of the coupling con-
stants,

√
gqgχ, as a function of the mediator mass, Mmed, assuming a Z ′-like

simplified model and a DM mass of 50 GeV and 400 GeV. The width of the
mediator is varied between Mmed/3 and Mmed/8π.

simplified model to parametrize the interaction between the quarks and the
WIMPs, via a vector mediator particle (like a Z ′ boson) of a given mass,
Mmed, and width, Γmed. With this approach, the product of the coupling
constants of the Z ′ can be constrained. Figure 10.2 shows the 90% CL limits
on
√
gqgχ as a function of Mmed for different values of the WIMP mass and

the width of the mediator. Couplings above 1 and 1.5 are excluded for
WIMP masses between 25 GeV and 400 GeV, respectively, for mediator
masses between 25 GeV and around 1 TeV. For higher mediator masses,
the limits on the couplings have higher values. In particular, for mediator
masses around 10 TeV, the couplings enter the non-perturbative regime and
the theory is not anymore valid, for any WIMP mass and mediator width
configuration.

These limits can be translated into 90% CL limits on M∗ as a function of
Mmed. Figure 10.3 demonstrates how for a given mediator particle mass and
two values of the width, the real value of the mass suppression scale would
compare to the M∗ derived assuming a contact interaction (shown as dashed
line in the figure). This contact interaction regime is reached by values of
the Mmed larger than 5 TeV. In the 700 GeV < Mmed < 5 TeV the mediator
would be produced resonantly, and therefore the actual M∗ value is higher
than in the contact interaction regime. For lower mediator masses, the limit
on M∗ is very low, since the WIMP would be heavier than the mediator,
and the WIMP pair production via this mediator would be kinematically
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Figure 10.3: Observed limits on M∗ as a function of the mediator mass,
Mmed, assuming a Z ′-like simplified model and a DM mass of 50 GeV
and 400 GeV. The width of the mediator is varied between Mmed/3 and
Mmed/8π. The corresponding limits of the effective model D5 are shown as
dashed lines. Contour lines indicating a range of values of the product of
the coupling constants,

√
gqgχ, are also shown.

suppressed. In this region, the contact interaction limits would be optimistic
and overestimate the actual M∗ values.

In the effective operator approach, the bounds on M∗ for a given mχ

can be converted to bounds on WIMP-nucleon scattering cross section, σχN ,
probed by direct DM experiments, using the transformation equations 3.67:

σD5
χN = 1.38× 10−37 cm2 ×

( µχ
1 GeV

)2
(

300 GeV

M∗

)4

σD8
χN = 4.70× 10−40 cm2 ×

( µχ
1 GeV

)2
(

300 GeV

M∗

)4

σD9
χN = 4.70× 10−40 cm2 ×

( µχ
1 GeV

)2
(

300 GeV

M∗

)4

.

(10.1)

These bounds describe the scattering of WIMPs from nucleons at a very
low momentum transfer, of the order of the keV. Depending on the type of
interaction, contributions to spin-dependent and spin-independent WIMP-
nucleon interactions are expected. The 90% CL lower limits on the WIMP-
nucleon scattering cross section are shown in Figure 10.4. Under the assump-
tion made by the effective approach, these limits are relevant in the low DM
mass region, and remain important in the full mχ range covered. Cross
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sections above 2.7 × 10−40 cm2 (7.0 × 10−38 cm2) are excluded for WIMP
masses of 1 GeV (1.3 TeV), respectively. The spin-dependent limits in this
figure are based on D8 and D9, where for D8 the limits have been calculated
with the D5 acceptances, since they are identical, together with the D8 pro-
duction cross section. Both limits are significantly stronger than those from
direct-detection experiments. For D8, cross sections above 1.0 × 10−41 cm2

(1.2 × 10−38 cm2) are excluded at 90% CL for WIMP masses of 1 GeV
(1.3 TeV), respectively, while for D9, cross sections above 1.1 × 10−42 cm2

(9.8×10−40 cm2) are excluded in the same WIMP mass range. The limits on
the non-truncated and truncated σχN are also shown in Tables 10.3 and 10.4,
respectively.

10.2 Gravitino production in GMSB

In Gauge Mediated SUSY breaking scenarios, the gravitino mass gives direct
access to the scale of the SUSY breaking, and can potentially contribute
to the total amount of Dark Matter in the Universe. In this section, the
monojet results are interpreted in the context of gravitino production in
association with a squark or a gluino in the final state. Figure 3.3 shows
some of the Feynman diagrams for this process. A simplified SUSY model
is used for which the squark or the gluino decays to a gravitino, and a quark
or a gluon in the final state (see Figure 3.2), thus leading to a monojet
signature.

Monte Carlo samples corresponding to gravitino production in associ-
ation with a gluino or a squark in the final state, pp → q̃G̃ + X and
pp → g̃G̃ + X are generated at LO using Madgraph, interfaced with
Pythia for the showering. The ATLAS detector simulation is provided by
the ATLAS fast simulation, while the PDF set used is CTEQ6L1. The renor-
malization and factorization scales are set to the average of the mass of the
final state particles involved in the hard interaction (mG̃+mq̃,g̃)/2 ' mq̃,g̃)/2.
A grid with different mass configurations has been generated with mq̃,g̃

from 50 GeV to 2.6 TeV and mq̃/mg̃ = 0.25, 0.5, 1, 2, 4, and a gravitino mass
mG̃ = 5×10−4 eV. Both experimental and theoretical systematic uncertain-
ties for the different mass configurations are computed as for the previous
models discussed in Section 8.4. Experimental uncertainties result into a
4.6% to 2.9% effect on the signal yield in M3, and a 16% to 3% effect in M6
for squark and gluino masses of 200 GeV and 2.4 TeV, respectively. The the-
oretical uncertainties on the acceptance introduce a variation in the signal
yield of about 15%, while the theoretical uncertainties on the cross section
contribute altogether to a 24% to 55% on the signal yield for different squark
and gluino masses.
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10.2.1 Exclusion Limits at 95% CL

In this case, the 95% CL limits on the visible cross section of the monojet
analysis shown in Table 8.1 are used to extract the limits on the gravitino
mass as a function of the masses of the squark or the gluinos. The best
sensitivity to the gravitino production is obtained for the selections M3,
M5 and M6, and depends on the squark and gluino mass configuration.
Figure 10.5 shows, for the signal region M5, the fiducial cross section as a
function of the squark and gluino mass, for different gravitino masses. For
comparison, the model independent limits from Table 8.1 are shown. The
intersection between the model independent limit and the signal fiducial
cross section determines the exclusion in terms of the parameters of the
model. The following limits are calculated:

• Observed: intersection between the observed model independent limit
and the signal visible cross section.

• Observed −1σsignal
total : intersection between the observed model indepen-

dent limit and the signal visible cross section −1σ of the total uncer-
tainty on the signal. The total uncertainty is computed by summing
in quadrature the experimental uncertainties and both the theoretical
uncertainties on the acceptance and on the cross section.

• Observed −1σsignal
exp : intersection between the observed limit and the

signal visible cross section −1σ of the experimental uncertainty on the
signal together with the effects of the modeling uncertainty on the
signal acceptance (no cross section uncertainty is considered in this
case).

• Expected: intersection between the expected model independent limit
and the signal visible cross section.

• Expected ±1σ or ±2σ: intersection between the signal visible cross
section and the expected limit with ±1σ or ±2σ experimental uncer-
tainty on the Standard Model background.

This approach does not take into account the correlations between the
signal and the background uncertainties. The CLs computation for each
of the mass configurations in the grid would require a huge computational
power, thus making the analysis very time consuming. Tests performed for
several cases showed that the exclusions using the model independent limits
or using the CLs method return compatible, almost identical, results.

Figure 10.6 shows the 95% CL limits on the gravitino mass, mG̃, for
equal squark and gluino masses. Gravitino masses below 3.5 × 10−4 eV,
3×104 eV and 2×10−4 eV are excluded at 95% CL for squark/gluino masses
of 500 GeV, 1 TeV and 1.5 TeV. For very high squark/gluino masses the
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narrow-width approximation (NWA) employed is violated since the partial
width for the gluino and squark to decay into a gravitino and a parton
becomes more than 25% of its mass. In this case, other decay channels for
the gluino and squarks should be considered, leading to a different final state.
Figures 10.7 and 10.8 show the limits on the gravitino mass, for mg̃ = 2×mq̃

and mg̃ = 4 ×mq̃; and mg̃ = mq̃/2 and mg̃ = mq̃/4, respectively. In this
case, lower bounds on gravitino mass in the range between 5 × 10−4 and
5× 10−5 are set depending on the squark and gluino masses.

The limits on the gravitino mass shown in Figures 10.6 to 10.8 can be
translated into 95% CL upper limits on the breaking scale of SUSY,

√
〈F 〉.

These limits are shown in Figures 10.9 to 10.11, for the different squark
and gluino mass configurations. Values of the

√
〈F 〉 below 1 TeV can be

excluded for squark/gluino masses of 1 TeV.
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mχ [GeV] M∗ [GeV] D5 (vector) M∗ [GeV] D9 (tensor)

1 600 -
10 650 1600
25 650 -
50 600 1650
100 550 1550
200 - 1450

Table 10.2: 90% CL Observed limit on M∗ for D5 and D9 models, with
truncation of the events with

√
ŝ > M∗.
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mχ [GeV] σχN(D5) σχN(D9)

1 2.02×10−39 -
10 4.61×10−39 4.27×10−42

25 5.12×10−39 -
50 7.31×10−39 4.36×10−42

100 1.06×10−38 5.70×10−42

200 - 7.51×10−42

Table 10.4: The 90% CL Observed limit on WIMP-nucleon cross section,
σχ−N , for D5 and D9 models, with truncation of the events with

√
ŝ > M∗.
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Figure 10.4: The 90% CL lower limits on spin-independent (top) and spin-
dependent (bottom) WIMP-nucleon scattering cross section for different
masses of χ in M3 signal region. Results from direct detection experiments
for the spin-independent [56, 104, 55, 105, 106, 107, 54, 58, 108] and spin-
dependent [109, 110, 111, 112, 113] cross section, and the CMS (untruncated)
limits [114] are also shown for comparison.
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Figure 10.5: Fiducial cross section, σ×A×ε, for the G̃+ q̃/g̃ production as a
function of the squark/gluino mass for degenerate squark and gluinos in the
signal region M5. Different values of the gravitino mass are considered and
the predictions are compared to the model independent limits (see Table
8.1).
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Figure 10.6: Observed (solid line) and expected (dashed line) 95% CL lower
limits on the gravitino mass as a function of the squark mass for equal squark
and neutralino masses. The dotted line indicates the impact on the observed
limit of the ±1σ LO theoretical uncertainty. The shaded bands around the
expected line indicate the expected ±1σ and ±2σ ranges of limits. The
region above the black dotted line defines the validity of the narrow-width
approximation (NWA) for which the decay width is smaller than 25% of the
squark/gluino mass.
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Figure 10.7: Observed (solid line) and expected (dashed line) 95% CL lower
limits on the gravitino mass as a function of the squark mass for mg̃ = 2×mq̃

(top) and mg̃ = 4 × mq̃ (bottom). The dotted line indicates the impact
on the observed limit of the ±1σ LO theoretical uncertainty. The shaded
bands around the expected line indicate the expected ±1σ and ±2σ ranges
of limits. The region above the black dotted line defines the validity of the
narrow-width approximation (NWA) for which the decay width is smaller
than 25% of the squark/gluino mass.
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Figure 10.8: Observed (solid line) and expected (dashed line) 95% CL lower
limits on the gravitino mass as a function of the squark mass for mg̃ =
1/2×mq̃ (top) and mg̃ = 1/4×mq̃ (bottom). The dotted line indicates the
impact on the observed limit of the ±1σ LO theoretical uncertainty. The
shaded bands around the expected line indicate the expected ±1σ and ±2σ
ranges of limits. The region above the black dotted line defines the validity
of the narrow-width approximation (NWA) for which the decay width is
smaller than 25% of the squark/gluino mass.
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Figure 10.9: Observed (solid line) and expected (dashed line) 95% CL lower
limits on the SUSY breaking scale F as a function of the squark mass for
equal squark and neutralino masses. The dotted line indicates the impact
on the observed limit of the ±1σ LO theoretical uncertainty. The shaded
bands around the expected line indicate the expected ±1σ and ±2σ ranges
of limits. The region above the black dotted line defines the validity of the
narrow-width approximation (NWA) for which the decay width is smaller
than 25% of the squark/gluino mass.
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Figure 10.10: Observed (solid line) and expected (dashed line) 95% CL lower
limits on the SUSY breaking scale F as a function of the squark mass for
mg̃ = 2×mq̃ (top) and mg̃ = 4×mq̃ (bottom). The dotted line indicates the
impact on the observed limit of the ±1σ LO theoretical uncertainty. The
shaded bands around the expected line indicate the expected ±1σ and ±2σ
ranges of limits. The region above the black dotted line defines the validity
of the narrow-width approximation (NWA) for which the decay width is
smaller than 25% of the squark/gluino mass.



172 CHAPTER 10. INTERPRETATIONS: DARK MATTER RELATED

 [GeV]
g~

m
0 200 400 600 800 1000 1200 1400

 [
G

e
V

]
〉

F〈

210

310

q
~ = m

g
~m×95% CL M3+M5+M6, 2

Observed limit

 limit
signal

total
σObserved ­1

 limit
signal

exp
σObserved ­1

Expected limit

exp
σ 1±

exp
σ 2±

NWA limit

­1
 Ldt=20.3 fb∫
 = 8 TeVs

R. Caminal − PhD Thesis 

 [GeV]
g~

m
0 100 200 300 400 500 600 700

 [
G

e
V

]
〉

F〈

210

310

q
~ = m

g
~m×95% CL M3+M5+M6, 4

Observed limit

 limit
signal

total
σObserved ­1

 limit
signal

exp
σObserved ­1

Expected limit

exp
σ 1±

exp
σ 2±

NWA limit

­1
 Ldt=20.3 fb∫
 = 8 TeVs

R. Caminal − PhD Thesis 

Figure 10.11: Observed (solid line) and expected (dashed line) 95% CL lower
limits on the SUSY breaking scale F as a function of the squark mass for
mg̃ = 1/2×mq̃ (top) and mg̃ = 1/4×mq̃ (bottom). The dotted line indicates
the impact on the observed limit of the ±1σ LO theoretical uncertainty. The
shaded bands around the expected line indicate the expected ±1σ and ±2σ
ranges of limits. The region above the black dotted line defines the validity
of the narrow-width approximation (NWA) for which the decay width is
smaller than 25% of the squark/gluino mass.



Chapter 11

Interpretations: ADD Large
Extra Dimensions

This chapter presents the results of the monojet analysis interpreted in the
context of the LED ADD scenario discussed in Section 3.3. This model
postulates the presence of n extra spacial dimensions of size R, with only
the graviton field being able to propagate through them. This results in a
reduction of the gravitational strength, with MD, the fundamental Planck
scale in 4 + n dimensions, close to the electroweak scale for large enough R,
and thus solving the hierarchy problem. The agreement between the data
and the MC background simulation for the selections M1 to M6 is translated
into 95% CL limits on the parameters of this model.

11.1 ADD LED signal samples and systematic un-
certainties on the signal

Monte Carlo samples for different n and MD parameter configurations of the
ADD LED model, are generated using ExoGraviton i1 and the CTEQ6.6

PDFs set. The renormalization and factorization scales are set to
√
m2
G/2 + p2

T,

where mG is the graviton mass and pT denotes the transverse momentum
of the recoiling parton [115].

Different sources of systematic uncertainties on the ADD signals are
considered, as detailed in Section 8.4 for the case of third generation SUSY
searches. Experimental uncertainties include: uncertainties on the jet and
Emiss

T energy scales and resolutions; uncertainties on the simulated lepton
identification, energy scales and resolutions; and the uncertainty on the total
integrated luminosity. The uncertainty on the PDFs; the uncertainty on the
factorization, renormalization and matching scales; and the uncertainty on

1ExoGraviton i is a dedicated module of Pythia8
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the initial- and final-state gluon radiation constitute the theoretical uncer-
tainties, that affect both the acceptance and the cross section of the model.
The theoretical uncertainties on the acceptance introduce a 10% effect on
the total signal yield, inspired by the previous studies found in Ref. [115].
This reference also provides a computation for the theoretical uncertainty on
the cross section, which is also adopted for this analysis. This uncertainty
results into a 36% to 62% in all the signal regions for n increasing from 2
to 6.

11.2 Exclusion Limits on MD and n

The interpretation of the LED ADD model follows the same strategy as
the light gravitino production in GMSB scenarios explained in Section 10.2.
The exclusion in terms of the number of extra dimensions, n, and the fun-
damental Planck scale, MD is computed from the intersection between the
model independent limit on visible cross section (in Table 8.1) and the ADD
LED signal fiducial cross section for the different parameter configurations.
The uncertaities on the backgrounds and the signal are considered as inde-
pendent in this simplified approach, and therefore no correlation between
them is taken into account. As an illustration, Figure 11.1 shows the fiducial
cross section as a function of MD for n = 2, 4, 6 in the signal region M5.
The band around the signal represents the total uncertainty (experimental,
modeling effect on acceptance and on cross section all together).

The best sensitivity for this model is obtained for the signal regions M3,
M5 and M6, depending on n and MD. The limits on MD parameter versus
n of the ADD model at leading order (LO) are reported in Table 11.1 and
shown in Figure 11.2. The green and yellow bands represent the ±1σ and
±2σ experimental uncertainty on the SM background yield respectively. The
limits on MD have been significantly improved with respect to the previous
analysis in ATLAS [115], performed with 10 fb−1.

The next-to-leading order cross section (NLO) for ADD signal is ob-
tained by applying the scale factors extracted from Ref. [114]. These scale
factors have values of 1.5 for n = 2, 3 and 1.4 for n = 4, 5, 6. As dis-
cussed in Ref. [116], the analysis partially probes the phase space region
with

√
ŝ > MD, where

√
ŝ is the center-of-mass energy of the interaction.

This challenges the validity of the lower bounds on MD, since they depend
on the unknown ultraviolet behavior of the effective theory. For this reason,
the 95% CL limits are re-computed after suppressing all the events with√
ŝ > MD. Figure 11.3 shows the variation of the visible cross section for

different ADD models as a function of MD, after suppressing the events with
ŝ > M2

D for signal region M5. The limits on MD as a function of the number
of extra dimensions are reported on Table 11.2 and shown in Figure 11.4.
This figure also shows that the limits are not affected by the truncation
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Figure 11.1: Fiducial cross section, σ × A× ε, as a function of MD param-
eter for n = 2, n = 4 and n = 6 (LO signal cross sections) compared to
the observed and expected model independent limits in the signal region
M5. The colored band on the signal curves represent the total uncertainty
(experimental and modeling uncertainties on acceptance and cross section).

Limits on MD [TeV]

n extra-
95% CL observed limit

95% CL expected limit
dimensions +2σ +1σ Nominal −1σ −2σ

2 5.25 -0.77 -0.42 5.33 +0.45 +0.88
3 4.01 -0.47 -0.24 4.12 +0.28 +0.55
4 3.53 -0.35 -0.18 3.65 +0.19 +0.40
5 3.34 -0.28 -0.14 3.34 +0.16 +0.31
6 3.07 -0.24 -0.12 3.21 +0.12 +0.26

Table 11.1: The 95% CL observed and expected limits on MD as a function
of the number of extra-dimensions n combining the most sensitive signal
regions and considering LO signal cross sections. The impact of the ±1σ
theoretical uncertainty on the observed limits and the expected ±1σ range
of limits in the absence of a signal are also given.

of the events with ŝ > M2
D, and compares the results obtained from this

analysis to the latest CMS results in Ref. [114].
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Figure 11.2: The 95% CL lower limits on the MD parameter of the ADD
model for a number of extra dimensions n, considering LO signal cross sec-
tions.
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Figure 11.3: Fiducial cross section, σ×A×ε, as a function of MD parameter
for n = 2, n = 4 and n = 6 (NLO signal cross sections, removing events with
ŝ > M2

D) compared to the observed and expected model independent limits
in M5. The colored band on the signal curves represent the total uncertainty
(experimental and modeling uncertainties on acceptance and cross section).
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Limits on MD [TeV]

n extra-
95% CL observed limit

95% CL expected limit
dimensions +2σ +1σ Nominal −1σ −2σ

2 5.81 -0.86 -0.47 5.90 +0.49 +0.97
3 4.40 -0.52 -0.27 4.47 +0.30 +0.59
4 3.77 -0.37 -0.19 3.85 +0.21 +0.43
5 3.45 -0.32 -0.16 3.49 +0.17 +0.34
6 3.23 -0.27 -0.13 3.30 +0.15 +0.30

Table 11.2: The 95% CL observed and expected limits on MD as a function
of the number of extra dimensions n. The events for which ŝ > M2

S are
removed and NLO pQCD cross sections are considered. The impact of the
±1σ theoretical uncertainty on the observed lim its and the expected ±1σ
range of limits in the absence of a signal are also given.
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Figure 11.4: The 95% CL lower limits on the MD parameter of the ADD
model for a number of extra dimensions n, considering NLO signal cross
sections and removing events with ŝ > M2

D.
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Chapter 12

Conclusions

This thesis presents results on the search for new phenomena using 20.3 fb−1

of proton-proton collision data at
√
s = 8 TeV, recorded with the ATLAS

experiment at the LHC. Events with a very energetic jet, large missing trans-
verse energy, a maximum of three reconstructed jets, and no reconstructed
leptons are selected, leading to a monojet-like final state. Six signal regions
with thresholds on the leading jet pT and Emiss

T ranging between 280 GeV
and 600 GeV have been defined, in order to have sensitivity to a wide variety
of models.

The Standard Model processes contributing to the monojet signal regions
are dominated by the irreducible Z(→ νν̄)+jets, that accounts for more than
50% of the total background. The second most important background is the
W (→ τν)+jets, which passes the signal region selection requirements when
the τ -leptons decay hadronically. Contributions from W (→ `ν)+jets and
Z/γ∗(→ `+`−)+jets processes are also important, when the leptons are not
reconstructed or are misreconstructed as jets. The use of control regions,
allows to extract the normalizations of the different W/Z+jets processes,
and to significantly reduce the total systematic uncertainty, from 20% to
30%, to values between 3% and 10%, for the different signal regions. Other
minor backgrounds like the top and diboson contributions add up to about
6% of the total background and are estimated directly from MC simulations.
The multijet and non-collision background contributions, negligible in most
of the signal regions, are estimated with dedicated data-driven methods.

Good agreement is found between the data and the Standard Model
background estimations. The results are interpreted in terms of model inde-
pendent 95% confidence level (CL) upper limits on the visible cross section.
Values in the range between 96 fb and 5.2 fb are excluded for the different
selections.

Exclusion limits at 95% CL are set for models involving the direct pair
production of third generation squarks in very compressed scenarios. In
particular, the pair production of stops with t̃1 → c + χ̃0

1 and/or t̃1 →
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b+ff ′+χ̃
0
1, and the pair production of sbottoms with b̃1 → b+χ̃

0
1 are studied,

leading to the exclusion of stop and sbottom masses below 260 GeV for very
compressed scenarios. Limits for direct production of first- and second-
generation squarks or gluinos are also extracted in compressed scenarios,
leading to exclusions for squarks and gluinos of 440 GeV and 600 GeV,
respectively. These limits extend the previous results from other dedicated
searches.

The results of this analysis are also interpreted in terms of models in
which Dark Matter (DM) candidates are directly produced. Models in-
volving Weakly Interacting Massive Particles (WIMPs), light gravitinos in
Gauge Mediated Supersymmetric (GMSB) scenarios, or the direct produc-
tion of electroweakinos, are studied.

For the pair production of WIMPs, an effective lagrangian is used to
describe several types of interactions between WIMPs and SM particles,
parametrized with different operators. Exclusions on the WIMP-nucleon
cross section are derived and compared to direct dark matter search ex-
periments. The ATLAS results give a unique access to WIMP masses
mχ < 10 GeV, where the direct detection suffers from kinematic suppres-
sion. Simplified WIMP pair production models with the interaction among
the SM particles and the WIMPs carried by a Z ′ mediator are also consid-
ered. For these models, limits on the mediator mass and the couplings of
the model, are extracted.

The monojet results have also been interpreted in terms of associated
production of gravitinos with a squark or gluino, for different configurations
of the squark and gluino masses, mq̃ and mg̃. In the case of mq̃ = mg̃ =
1 TeV, gravitino masses below 4×10−4 eV can be excluded at 95% CL. This
exclusion is then used to infer a lower bound on the scale of the Supersym-
metry breaking of

√
〈F 〉 ∼ 1 TeV at 95% CL, significantly extending the

previous limits from other experiments.
In the case of the direct production of charginos and neutralinos, pp →

χ̃0
2 + χ̃±1 , pp → χ̃±1 + χ̃∓1 , and pp → q̃ + χ̃0

1, the monojet analysis does not
have enough sensitivity to exclude any parameter configuration involving
χ̃0

2, χ̃
±
1 , or q̃ masses larger than 100 GeV, respectively.

Finally, the monojet results are interpreted in terms of the ADD model
of large extra dimensions. The fundamental Plank scale in 4+n dimensions,
MD, is constrained, and values of MD below 5.8 TeV for n = 2 and lower
than 3.2 TeV for n = 6 are excluded at 95% CL, thus challenging the validity
of a model that aims to solve the hierarchy problem.

In 2015, the LHC will resume the data-taking and provide pp collisions
at 13/14 TeV, opening for a new energy frontier. In this new energy regime,
the search for new phenomena in monojet final states will continue to play
a central role in the ATLAS physics program.



Appendix A

Re-weighting of the W/Z
boson pT

The comparison of the boson pT distribution in the control regions, in data
and simulation, indicates that the Monte Carlo overestimates the tail of the
measured distribution. This is attributed to an inadequate modeling of the
true boson pT that recoils the rest of the hadronic final state. Therefore, a re-
weighting procedure is applied to correct the generated boson pT distribution
in the MC.

Weights are determined separately for W (→ eν)+jets, W (→ µν)+jets
and Z/γ∗ (→ µ+ µ−)+jets control regions, and found to be compatible.
Nonetheless, the weights obtained from the W (→ µν)+jets control region
are adopted due to its higher statistical power. These weights are shown in
Figure A.1. The statistics in the region pboson

T > 400 GeV is limited, and a
single weight is therefore employed to correct the modeling of the boson pT

in these events.
Figure A.2 shows the impact of the pT re-weighting in the boson pT and

the Emiss
T distributions for the signal region M1. The distributions in this

figure do not include the multijet contribution and only show the statistical
uncertainties, but they remain sufficient to validate the re-weighting. As
expected, the shape of the distribution is adjusted to that of the data.

181



182 APPENDIX A. RE-WEIGHTING OF THE W/Z BOSON PT

 [GeV]vector boson

T
p

0 200 400 600 800 1000 1200 1400
0.8

0.85

0.9

0.95

1

1.05

1.1

 weights
T

Boson p

) control regionνµ→W(

Figure A.1: Weights applied to the generated boson pT in the W/Z+jets
MC samples.
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Figure A.2: Distributions for the boson pT (top) and the Emiss
T (bottom)

in the signal region M1. The distributions on the left do not include the
boson pT re-weighting, whereas the distributions on the right do so. Only
the statistical uncertainties are shown in the distributions.



Appendix B

Jet smearing method

The large Emiss
T in the multijet background originates mainly from the mis-

reconstruction of the energy of the jets in the calorimeter, and to a lesser ex-
tent, due to the presence of neutrinos in the decays of heavy flavor hadrons.
The multijet processes represent a small contribution to the total back-
ground in the selection M1, and are almost negligible in the other selections.

The method to estimate the multijet processes relies on the assumption
that the Emiss

T of these events has its origin in the fluctuations in the response
of the calorimeter. This method, also known as the jet smearing method,
proceeds in four steps, detailed in the following:

1. Seed sample A sample of multijet events is selected with a lower
cut on the leading jet pT of 100 GeV. In order to select well-balanced
events, a cut on the significance of the missing transverse energy,

Emiss
T /

√∑
ET < 1.0, (B.1)

is required. This seed sample is then used in steps 3 and 4.

2. Response function Two jet response functions, one for jets with b-
veto and another for b-tagged jets1, are extracted from the simulation
to estimate the fluctuations in the measured jet transverse momenta
and the contributions from neutrinos from heavy flavor decays. They
are estimated by comparing the generator level to reconstructed jet
transverse momenta distribution. This is the only part where the
MC simulation is used. The two response functions are shown in Fi-
gure B.1.

3. Adjusted response function The response function from step 2 is
used to smear the seed events from step 1. In the analysis, a total
of 500 smeared events are produced from each seed event. Further

1The MV1 b-tagger is used.
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Figure B.1: Response functions for b-tag jets and b-veto jets

corrections as a function of the φ-direction of the jet are also applied
to the smeared jets.

4. Extrapolation to SR The seed events from step 1 are now smeared
with the adjusted response function from step 3 to estimate the dis-
tributions of relevant variables in the control and signal regions. After
the seed events are smeared, the multijet contribution needs to be nor-
malized in a dedicated control region. The multijet control regions are
defined with exactly the same cuts as the different signal regions M1-
M6 (see Table 7.1), but reverting the ∆φ(jet,pT

miss) cut to be below
0.4. The contribution from the other backgrounds (W/Z+jets, single
top and tt̄, dibosons) are subtracted using MC simulations, normalized
with the normalization factors from the global fit (see Section 7.6),
when appropriate. As an example, the relevant distributions of the
smeared events for the region M1 are shown in Figure B.2.

The normalization factors and the estimation of the multijet background
for the signal regions M1 to M6 are shown in Table B.1. This table also shows
the fraction of multijet events in the total background prediction.

Finally, in order to determine the systematic uncertainty on the multijet
prediction, the multijet yields calculated with different response functions,
are compared. Variations in the multijet yield of the order of 100% have
been observed. For this reason, a 100% systematic uncertainty is assigned
to the estimated number of events.
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Appendix C

Studies on the Z(→ νν̄)+jets
background

The main irreducible background in the analysis, Z(→ νν̄)+jets, is normali-
zed with the same factor (see Section 7.6) as the W (→ µν)+jets background.
This irreducible background could also have been normalized using the same
normalization as the Z/γ∗ (→ µ+ µ−)+jets process. This appendix presents
additional studies with the aim to:

• Confirm the validity of the approach adopted, in which the irreducible
Z(→ νν̄)+jets and W (→ µν)+jets processes are normalized with the
same normalization factor.

• Establish to which extentW (→ µν)+jets and/or Z/γ∗ (→ µ+ µ−)+jets
processes can be used to determine the Z(→ νν̄)+jets normalization
in terms of their shape.

• Consider the impact of higher order electroweak corrections, affecting
differently the W+jets and the Z+jets processes.

Figure C.1 compares the shape of different particle level and reconstruc-
ted quantities in the MC simulations between for W (→ µν)+jets, Z/γ∗(→
µ+µ−)+jets, and Z(→ νν̄)+jets processes. In this figure, the selection cri-
teria for the region M1 are applied, except for those requirements on the
leptons. This study has also been done separately for the other signal re-
gions. The ratio of W (→ µν)+jets to Z(→ νν̄)+jets is rather flat in all
distributions and contained within a ±3% band. This is also valid for the
Z/γ∗ (→ µ+ µ−)+jets process although in this case, statistical uncertainties
are large.

The requirements in the pT of the muons, the transverse mass, and the
invariant mass, that are used in the definition of the control regions to
reconstruct the W and Z bosons, respectively, could affect the W+jets to
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Figure C.1: Comparison of different quantities with the M1 kinematic se-
lection between W (→ µν)+jets, Z/γ∗ (→ µ+ µ−)+jets and Z(→ νν̄)+jets
MC simulations. Comparisons are performed using inclusive W and Z pro-
duction (no fiducial cuts in the Z invariant mass or the W transverse mass).
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Z(→ νν̄)+jets ratio. For this reason, Figure C.2 compares, for the M1 selec-
tion, the shape of different particle level and reconstructed quantities in the
MC simulated Z(→ νν̄)+jets, W (→ µν)+jets, and Z/γ∗ (→ µ+ µ−)+jets
processes, after the requirements on the leptons are applied respectively to
the W (→ µν)+jets and Z/γ∗ (→ µ+ µ−)+jets control samples. This re-
duces the size of the samples and, in some cases, it further improves the simi-
larities in shape with the Z(→ νν̄)+jets process. Altogether, the shape dif-
ference between W (→ µν)+jets, Z/γ∗ (→ µ+ µ−)+jets and Z(→ νν̄)+jets
is still contained within a 3% uncertainty band. As shown in the Figures, the
fact that the Z/γ∗ (→ µ+ µ−)+jets control region has less events than the
W (→ µν)+jets control region, supports the use of W (→ µν)+jets control
region to constrain the irreducible Z(→ νν̄)+jets background contribution.

As a further cross check, an additional study is performed comparing
different distributions for the W (→ µν)+jets and the Z(→ νν̄)+jets sam-
ples, when now the neutrinos are treated as muons. To do that, the W (→
µν)+jets (Z(→ νν̄)+jets) events are required to have muons (neutrinos)
with pµT > 10 GeV and |ηµ| < 2.4 (pνT > 10 GeV and |ην | < 2.4), at the parti-
cle level. The result for this study is shown in Figure C.3, and also concludes
that the shape difference between W (→ µν)+jets and the Z(→ νν̄)+jets is
still within a 3% band. These studies motivate the addition of a 3% uncer-
tainty on the estimation of the Z(→ νν̄)+jets background process.

Finally, Figure C.4 compares the Z(→ νν̄)+jets background prediction
when it is normalized with the normalization factors extracted mainly from
the W (→ µν)+jets and Z/γ∗ (→ µ+ µ−)+jets, for the signal regions M1
to M4. The results are compatible within statistical uncertainties.

The effect of higher order electroweak corrections affecting differently the
W and the Z production needs to be considered, as discussed in Ref. [117].
In order to properly account for this effect, the authors of the reference have
been contacted and have provided the electroweak corrections in the Z/W
ratio for the selections M1 to M6. The computed numbers are presented in
Table C.1. In the analysis, no attempt is made to correct the Z(→ νν̄)+jets
estimation for this effect. Instead, the difference is adopted as an additional
systematic uncertainty, as shown in the Table. This uncertainty varies from
2% to 5% as the leading jet pT and the Emiss

T requirements tighten, which
is added in quadrature to the 3% uncertainty described above.
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Figure C.2: Comparison of different quantities with the M1 kinematic se-
lection between W (→ µν)+jets, Z/γ∗ (→ µ+ µ−)+jets and Z(→ νν̄)+jets
MC simulations. Comparisons are performed after the W and Z bosons
in the W (→ µν) and Z/γ∗ (→ µ+ µ−) control regions, respectively, are
reconstructed in the MC simulated samples.
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Figure C.3: Comparison of different quantities in signal region M1 between
W (→ µν)+jets and Z(→ νν̄)+jets MC simulations. Comparisons are per-
formed after applying a muon (pseudo muon) selection in the W (→ µν)+jets
(Z(→ νν̄)+jets) sample.
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Figure C.4: Comparison of the Z(→ νν̄)+jets contribution when is norma-
lized with the same factor as the W (→ µν)+jets or Z/γ∗(→ µ+µ−)+jets
processes. Only statistical uncertainties are presented.
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EWK corrections at high pT
SR EWK correction syst. uncert.

M1
(
1.4+2.0
−1.8

)
% 2%

M2
(
1.5+2.3
−2.6

)
% 2%

M3
(
2.6+2.3
−3.5

)
% 3%

M4
(
3.6+2.3
−3.5

)
% 4%

M5
(
3.7+2.9
−4.6

)
% 4%

M6
(
5.1+3.6
−5.5

)
% 5%

Table C.1: Electroweak higher-order corrections on the W/Z ratio and the
associated systematic uncertainty applied to the Z(→ νν̄)+jets background
contribution.
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Appendix D

Study of the parameters of
the fit

This appendix collects further details on the fit performed in the analysis
shown in Chapter 7, which allows to estimate the normalization factors and
the systematic uncertainties of the different background processes.

The correlation between the parameters of the fit for the signal selection
M1 is shown in Figure D.1. The three normalization factors used in the
analysis (mu Ele, mu Wmn and mu Zmm) are highly correlated among them-
selves, as a consequence of the cross contamination between the background
processes in the different control regions. Correlation between the normali-
zation factors and some systematic sources are also significant, for example
in the case of the alpha ktfac or the alpha qfac nuisance parameters, for
which their systematic effects are compensated by the normalization factors,
computed in the control regions. Finally, nuisance parameters for the sys-
tematic uncertainties are practically uncorrelated among themselves. The fit
parameters in the other signal selections show similar correlation patterns.

The nuisance parameters for the selection M1 are shown in Table D.1.
After the fit, all of them lay below 0.001. The fact that these parameters
have changed by less than 0.1% with respect to the value to which they were
initialized is an indication that there is no need for a significant profile of
the systematic uncertainties to accommodate the data. The central values
of the nuisance parameters for all selections are shown in Figures D.2 and
D.3.
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Parameter initial value and error fitted value and error

alpha JvfUnc 0.00± 1.00 0.0000± 0.9893
alpha MEFF 0.00± 1.00 0.0001± 0.9932
alpha JES 0.00± 1.00 0.0014± 0.9769
alpha MMS 0.00± 1.00 −0.0000± 0.9905
alpha RESOST 0.00± 1.00 0.0000± 0.9933
alpha MSCALE 0.00± 1.00 0.0000± 0.9934
alpha JER 0.00± 1.00 0.0000± 0.9931
alpha pdfUnc 0.00± 1.00 0.0012± 0.9864
alpha bosonPtReweight 0.00± 1.00 0.0002± 0.9928
alpha singleTGen 0.00± 1.00 −0.0000± 0.9932
alpha Pileup 0.00± 1.00 0.0000± 0.9932
alpha MID 0.00± 1.00 −0.0000± 0.9935
alpha dibRen 0.00± 1.00 −0.0000± 0.9919
alpha EGRES 0.00± 1.00 −0.0000± 0.9929
alpha singleTXsecS 0.00± 1.00 −0.0001± 0.9933
alpha qcdNorm 0.00± 1.00 0.0000± 1.0000
alpha EEFF 0.00± 1.00 0.0000± 0.9931
alpha ttbarRad 0.00± 1.00 0.0001± 0.9933
alpha qfac 0.00± 1.00 0.0037± 1.1267
alpha singleTRad 0.00± 1.00 0.0000± 0.9933
alpha ktfac 0.00± 1.00 −0.0017± 1.0252
alpha singleTInt 0.00± 1.00 0.0000± 0.9932
alpha ttbarFac 0.00± 1.00 −0.0000± 0.9933
alpha Luminosity 0.00± 1.00 0.0009± 0.9890
alpha WZtransfer 0.00± 1.00 0.0000± 1.0000
alpha singleTXsecW 0.00± 1.00 −0.0000± 0.9933
alpha singleTPs 0.00± 1.00 0.0000± 0.9933
alpha dibXsec 0.00± 1.00 0.0000± 0.9932
alpha ttbarRen 0.00± 1.00 −0.0000± 0.9933
alpha EGLOW 0.00± 1.00 0.0000± 0.9933
alpha dibMatch 0.00± 1.00 0.0001± 0.9909
alpha dibFac 0.00± 1.00 −0.0000± 0.9923
alpha EGPS 0.00± 1.00 −0.0000± 0.9932
alpha SCALEST 0.00± 1.00 −0.0001± 0.9935
alpha EGMAT 0.00± 1.00 0.0000± 0.9929
alpha EGZEE 0.00± 1.00 −0.0000± 0.9936
alpha ttbarPs 0.00± 1.00 −0.0000± 0.9933
alpha ttbarGen 0.00± 1.00 −0.0000± 0.9928
alpha ttbarXsec 0.00± 1.00 −0.0000± 0.9929

Table D.1: Nuisance parameters for the analysis involving signal region M1,
before (left) and after (right) the background-only fit.
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Figure D.1: Correlations among the different nuisance parameters and nor-
malization factors after performing the fits with the background-only setup
in the M1 signal selection.
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Figure D.2: Values for the nuisance parameters after the global fits with the
background-only setup in the M1 to M3 signal selections. The points do not
include uncertainties.
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Figure D.3: Values for the nuisance parameters after the global fits with the
background-only setup in the M4 to M6 signal selections. The points do not
include uncertainties
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Appendix E

Notes on the data in the M6
signal region

Section 7.8 shows a two sigma-level discrepancy between the data and the
SM prediction in the signal region M6. In order to study whether this
excess is due to a mismodeling in the Standard Model backgrounds, several
distributions are studied in the different control regions. Figure E.1 shows,
in the W (→ µν)+jets control region, the module and the azimutal angle φ
of the Emiss

T , the pT and the η of the leading jet, the pT of the second leading
jet and the ratio between the Emiss

T and the leading jet pT. In Figure E.2,
the muon pT, η, φ and the transverse mass are shown. Similar distributions
are presented for the W (→ eν)+jets and Z/γ∗ (→ µ+ µ−)+jets control
regions in Figures E.3 and E.4, E.5 and E.6, respectively.

After a careful check of the distributions for the different variables in
the control regions, no mismodeling has been observed. The distributions
in the signal region (Figures 7.11 to 7.14, F.12 and F.13) lead to the same
conclusions.

Table 7.7 points to a downwards fluctuation in the normalization fac-
tor mu Ele, with respect to M5. This is the factor used to normalize
W (→ τν)+jets, the second largest background in the monojet analysis.
Figure E.7 shows the normalization factors mu Ele, mu Wmn and mu Zmm for
different Emiss

T and leading jet pT thresholds. A light downwards fluctu-
ation in mu Ele, consistent within statistical uncertainties, is observed for
thresholds around 600 GeV, which corresponds to the definition of the signal
region M6.

This study concludes that the downward statistical fluctuation observed
in the normalization factor, probably combined to an upwards statistical
fluctuation of the data in the signal region M6, is the reason for the two
sigma-level excess observed, that only new data can resolve.
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Figure E.1: The measured kinematic distributions of the reconstructed jets
and Emiss

T in the W (→ µν) control region for the selection cuts of region
M6 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure E.2: The measured kinematic distributions of the identified muons
in the W (→ µν)+jets control region for the selection cuts of region M6
compared to the background predictions. The latter include the global nor-
malization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure E.3: The measured kinematic distributions of the reconstructed jets
and Emiss

T in the W (→ eν)+jets control region for the selection cuts of region
M6 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.



205

0 100 200 300 400 500 600 700 800 900 1000

 [
E

v
e
n
ts

/G
e
V

]
T

d
N

/d
p

­210

­110

1

10

210

3
10

410 ) Control Region A10ν e→W(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, ­1Ldt = 20.3 fb

 electron [GeV]
T

p
0 100 200 300 400 500 600 700 800 900 1000

D
a
ta

 /
 S

M

0.5

1

1.5
­5 ­4 ­3 ­2 ­1 0 1 2 3 4 5

E
v
e
n
t
s

5

10

15

20

25

30

) Control Region A10ν e→W(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 electronη

­5 ­4 ­3 ­2 ­1 0 1 2 3 4 5

D
a
t
a
 
/
 
S

M

0.5

1

1.5

­3 ­2 ­1 0 1 2 3

E
v
e
n
t
s

­1

10

1

10

2

10

3

10

4

10

5

10

6

10

7

10

8

10 ) Control Region A10ν e→W(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 electronφ

­3 ­2 ­1 0 1 2 3

D
a
t
a
 
/
 
S

M

0.5

1

1.5

0 50 100 150 200 250 300 350 400 450 500

E
v
e
n
t
s
 
/
 
2
0
 
G

e
V

5

10

15

20

25

) Control Region A10ν e→W(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]
T

m

0 50 100 150 200 250 300 350 400 450 500

D
a
t
a
 
/
 
S

M

0.5

1

1.5

Figure E.4: The measured kinematic distributions of the identified elec-
trons in the W (→ eν)+jets control region for the selection cuts of region
M6 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Figure E.5: The measured kinematic distributions of the reconstructed jets
and Emiss

T in the Z/γ∗ (→ µ+ µ−)+jets control region for the selection cuts
of region M6 compared to the background predictions. The latter include
the global normalization factors extracted from the fit. The error bands
in the ratios include the statistical and experimental uncertainties on the
background predictions.



207

0 100 200 300 400 500 600 700 800 900 1000

 [
E

v
e
n
ts

/G
e
V

]
T

d
N

/d
p

­210

­110

1

10

210

3
10

410 ) Control Region A10µµ →Z(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, ­1Ldt = 20.3 fb

 muon 1 [GeV]
T

p
0 100 200 300 400 500 600 700 800 900 1000

D
a
ta

 /
 S

M

0.5

1

1.5
0 100 200 300 400 500 600 700 800

 [
E

v
e
n
ts

/G
e
V

]
T

d
N

/d
p

­210

­110

1

10

210

3
10

410 ) Control Region A10µµ →Z(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, ­1Ldt = 20.3 fb

 muon 2 [GeV]
T

p
0 100 200 300 400 500 600 700 800

D
a
ta

 /
 S

M

0.5

1

1.5

0 100 200 300 400 500 600 700 800 900 1000

 [
E

v
e
n
ts

/G
e
V

]
T

d
N

/d
p

­210

­110

1

10

210

3
10

410 ) Control Region A10µµ →Z(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, ­1Ldt = 20.3 fb

 Z [GeV]
T

p
0 100 200 300 400 500 600 700 800 900 1000

D
a
ta

 /
 S

M

0.5

1

1.5
0 20 40 60 80 100 120 140 160 180 200

E
v
e
n
t
s
 
/
 
1
0
 
G

e
V

2

4

6

8

10

12
) Control Region A10µµ →Z(

Data 2012

Standard Model

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

 [GeV]µµm

0 20 40 60 80 100 120 140 160 180 200

D
a
t
a
 
/
 
S

M

0.5

1

1.5

Figure E.6: The measured kinematic distributions of the identified muons
in the Z/γ∗ (→ µ+ µ−) control region for the selection cuts of region
M6 compared to the background predictions. The latter include the global
normalization factors extracted from the fit. The error bands in the ratios
include the statistical and experimental uncertainties on the background
predictions.
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Appendix F

Additional jet distributions
in the signal regions

This appendix collects the most relevant distributions for jets in the final
state, in the signal regions M1 to M6. The distributions for the leading jet
and Emiss

T φ, the ∆Φ between the leading jet and the Emiss
T , the leading

jet charged fraction, the second leading jet pT, the jet multiplicity, and the
second leading jet η and φ are shown.

­3 ­2 ­1 0 1 2 3

E
v
e
n
ts

­110

1

10

210

3
10

410

5
10

6
10

710

8
10

9
10

10
10 Signal Region M1

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

multijets

) = (200, 195) GeV
0

χ∼, t
~

m(

) = (200, 125) GeV
0

χ∼, t
~

m(

R. Caminal − PhD Thesis

∫  = 8 TeVs, ­1Ldt = 20.3 fb

 jet 1φ

­3 ­2 ­1 0 1 2 3

D
a
ta

 /
 S

M

0.5

1

1.5
­3 ­2 ­1 0 1 2 3

E
v
e
n
t
s

­1

10

1

10

2

10

3

10

4

10

5

10

6

10

7

10

8

10

9

10

10

10 Signal Region M1

Data 2012

Standard Model

) + jetsνν →Z(

) + jetsν l→W(

 ll) + jets→Z(

dibosons

 (+X) + single toptt

multijets

) = (200, 195) GeV
0

χ∼, t
~

m(

) = (200, 125) GeV
0

χ∼, t
~

m(

R. Caminal − PhD Thesis

∫  = 8 TeVs, 
­1

Ldt = 20.3 fb

miss

T

 Eφ

­3 ­2 ­1 0 1 2 3

D
a
t
a
 
/
 
S

M

0.5

1

1.5

Figure F.1: The measured azimutal angle, φ, of the leading jet (left) and the
Emiss

T (right), for the selection cuts M1, compared to the background predic-
tions. The latter include the global normalization factors extracted from the
fit. The error bands in the ratios include the statistical and experimental
uncertainties on the background predictions. For illustration purposes, the
distribution of two different SUSY scenarios for stop pair production are
included.
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Figure F.2: The measured azimutal angle difference between the leading
jet and the Emiss

T (left) and the charged fraction of the leading jet (right)
in the signal regions for the selection cuts of region M1, compared to the
background predictions. The latter include the global normalization factors
extracted from the fit. The error bands in the ratios include the statistical
and experimental uncertainties on the background predictions. For illustra-
tion purposes, the distribution of two different SUSY scenarios for stop pair
production are included.
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Figure F.3: The measured pT of the second leading jet (top left), the jet
multiplicity (top right), and the pseudo-rapidity (bottom left) and azimutal
angle (bottom right) of the second leading jet in the signal regions for the
selection cuts of region M1, compared to the background predictions. The
latter include the global normalization factors extracted from the fit. The er-
ror bands in the ratios include the statistical and experimental uncertainties
on the background predictions. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production are included.
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Figure F.4: The measured azimutal angle, φ, of the leading jet (top left)
and the missing transverse energy (top right), the azimutal angle difference
between the leading jet and the Emiss

T (bottom left) and the charge fraction
of the leading jet (bottom right) for the selection cuts M2, compared to
the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure F.5: The measured pT of the second leading jet (top left), the jet
multiplicity (top right), and the pseudo-rapidity (bottom left) and azimutal
angle (bottom right) of the second leading jet in the signal regions for the
selection cuts of region M2, compared to the background predictions. The
latter include the global normalization factors extracted from the fit. The er-
ror bands in the ratios include the statistical and experimental uncertainties
on the background predictions. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production are included.
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Figure F.6: The measured azimutal angle, φ, of the leading jet (top left)
and the missing transverse energy (top right), the azimutal angle difference
between the leading jet and the Emiss

T (bottom left) and the charge fraction
of the leading jet (bottom right) for the selection cuts M3, compared to
the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure F.7: The measured pT of the second leading jet (top left), the jet
multiplicity (top right), and the pseudo-rapidity (bottom left) and azimutal
angle (bottom right) of the second leading jet in the signal regions for the
selection cuts of region M3, compared to the background predictions. The
latter include the global normalization factors extracted from the fit. The er-
ror bands in the ratios include the statistical and experimental uncertainties
on the background predictions. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production are included.
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Figure F.8: The measured azimutal angle, φ, of the leading jet (top left)
and the missing transverse energy (top right), the azimutal angle difference
between the leading jet and the Emiss

T (bottom left) and the charge fraction
of the leading jet (bottom right) for the selection cuts M4, compared to
the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure F.9: The measured pT of the second leading jet (top left), the jet
multiplicity (top right), and the pseudo-rapidity (bottom left) and azimutal
angle (bottom right) of the second leading jet in the signal regions for the
selection cuts of region M4, compared to the background predictions. The
latter include the global normalization factors extracted from the fit. The er-
ror bands in the ratios include the statistical and experimental uncertainties
on the background predictions. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production are included.
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Figure F.10: The measured azimutal angle, φ, of the leading jet (top left)
and the missing transverse energy (top right), the azimutal angle difference
between the leading jet and the Emiss

T (bottom left) and the charge fraction
of the leading jet (bottom right) for the selection cuts M5, compared to
the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure F.11: The measured pT of the second leading jet (top left), the jet
multiplicity (top right), and the pseudo-rapidity (bottom left) and azimutal
angle (bottom right) of the second leading jet in the signal regions for the
selection cuts of region M5, compared to the background predictions. The
latter include the global normalization factors extracted from the fit. The er-
ror bands in the ratios include the statistical and experimental uncertainties
on the background predictions. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production are included.
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Figure F.12: The measured azimutal angle, φ, of the leading jet (top left)
and the missing transverse energy (top right), the azimutal angle difference
between the leading jet and the Emiss

T (bottom left) and the charge fraction
of the leading jet (bottom right) for the selection cuts M6, compared to
the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.
For illustration purposes, the distribution of two different SUSY scenarios
for stop pair production are included.
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Figure F.13: The measured pT of the second leading jet (top left), the jet
multiplicity (top right), and the pseudo-rapidity (bottom left) and azimutal
angle (bottom right) of the second leading jet in the signal regions for the
selection cuts of region M6, compared to the background predictions. The
latter include the global normalization factors extracted from the fit. The er-
ror bands in the ratios include the statistical and experimental uncertainties
on the background predictions. For illustration purposes, the distribution
of two different SUSY scenarios for stop pair production are included.
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Appendix G

The charm-tagged analysis

This appendix reports the main results of the charm-tagged analysis, based
on 20.3 fb−1 of pp collisions at 8 TeV. This analysis has been published in
Phys. Rev. D. 90, 052008 (2014) [98], together with some of the interpreta-
tions of the monojet analysis. The charm-tagged analysis is presented here
for completeness, although it is not strictly part of this Thesis. This analy-
sis is interpreted in terms of stop pair production with each t̃1 decaying as
t̃1 → c+ χ̃0

1, and complements the exclusion limits of the monojet analysis.
Events are selected with the preselection criteria described in Section 7.3,

with at least four reconstructed jets with pT > 30 GeV and |η| < 2.5. The
kinematics of the charm jets from the stop decays depend mainly on the
∆m = mt̃1

− mχ̃0
1
. As ∆m decreases, the pT of the charm jets become

softer and it is more likely that other jets from initial state radiation have
a higher transverse momentum than the charm jets. As a consequence, the
stop signal is expected to have relatively large jet multiplicities and a jet
coming from the hadronization of a charm quark (c-tagged) can be found
among any of the subleading jets.

Jets are c-tagged via a dedicated algorithm using multivariate tech-
niques. It combines information from the impact parameters of displaced
tracks and topological properties of secondary and tertiary decay vertices
reconstructed within the jet. The algorithm provides three probabilities:
one targeted for light-flavor quarks and gluon jets (Pu), one for charm jets
(Pc) and one for b-quark jets (Pb). From these three probabilities, anti-b
and anti-u discriminators are calculated:

anti-b ≡ log

(
Pc
Pb

)
anti-u ≡ log

(
Pc
Pu

)
.

(G.1)

These discriminators are then used for the selected jets in the final state.
Figure G.1 shows the distributions of the anti-b and anti-light discriminators

223
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for the first- and third-leading jets (ordered in decreasing jet pT), respec-
tively. The data are compared to MC simulations for the different SM
processes, separated by jet flavor, and the multijet processes are estimated
following the method described in Appendix B. They include the signal pre-
selection defined in Table 7.1 without applying the tagging requirements.
Good agreement is observed between data and MC simulations. Two op-
erating points specific to c-tagging are used. The medium operating point
(log (Pc/Pb) > −0.9, log (Pc/Pu) > 0.95) has a c-tagging efficiency of ≈ 20%,
and a rejection factor of ≈ 8 for b-jets, ≈ 200 for light-jets and ≈ 10 for
τ -jets. The loose operating point is (log (Pc/Pb) > −0.9) has a c-tagging ef-
ficiency of ≈ 95%, with a factor 2.5 rejection of b-jets, but with no significant
rejection to light or τ jets.
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Figure G.1: Distribution of the discriminator against b-jets, log (Pc/Pb),
for the first-leading jet and against light-jets, log (Pc/Pu), for the third-
leading jet. The data are compared to MC simulations for the different SM
processes, separated by jet flavor and include the same signal preselection
defined in Table 7.1 without applying the tagging requirements, which are
indicated by the arrows. The bottom panels show the ratio between data
and MC predictions. The error bands in the ratios include the statistical
and experimental uncertainties in the predictions. For illustration purposes,
the distribution of two different SUSY scenarios for stop pair production are
included. In the SUSY signal, the first-leading jet mostly originates from
ISR and the third-leading jet is expected to contain a large fraction of c-jets.

A veto against b-jets is applied to the selected jets in the event by using
a loose c-tag requirement. In addition, at least one of the three subleading
jets is required to be c-tagged using the medium criteria. The leading jet is
required to have pT > 290 GeV and two separate signal regions, C1 and C2,
are defined with Emiss

T > 250 GeV and Emiss
T > 350 GeV, respectively. The

tighter requirements on Emiss
T for C2 targets models with larger stop and

neutralino masses. Table G.1 summarizes the C1 and C2 signal region cuts.
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Selection criteria
Preselection

Primary vertex
Emiss

T > 150 GeV
At least one jet with pT > 150 GeV and |η| < 2.8
Jet quality requirements
Lepton vetoes

c-tagged selection
At least a total of four jets with pT > 30 GeV and |η| < 2.5
∆φ(jet,pT

miss) > 0.4
All four jets must pass loose tag requirements (b-jet vetoes)
At least one medium charm tag in the three subleading jets

Signal region C1 C2
Minimum leading jet pT [GeV] 290 290
Minimum Emiss

T [GeV] 250 350

Table G.1: Event selection criteria applied for the signal regions of the
charm-tagged analysis.

The expected SM background for this analysis is dominated by Z(→
νν̄)+jets, tt̄ and W (→ `ν)+jets production, including smaller contributions
from Z/γ∗(→ `+`−), single-top, diboson (WW , WZ, ZZ) and multijet
processes.

The W/Z + jets processes are estimated in control regions, defined
with close cuts as those from the monojet approach, with differences mo-
tivated by the background composition and the contribution from heavy-
flavor jets. A tighter cut of 81 GeV < mµµ < 101 GeV is used to define the
Z/γ∗ (→ µ+ µ−) + jets control sample, to further reject tt̄ contamination.
This region is complemented with Z/γ∗ (→ e+ e−)+jets control sample,
with the same requirements in the invariant mass, with the calorimeter clus-
ters associated to electrons removed from the Emiss

T . As in the monojet case,
control samples for W (→ eν)+jets and W (→ µν)+jets are also defined. Due
to the reduction in the statistics as a consequence of the application of the
c-tagging, the Emiss

T and leading jet pT requirements are lowered to 150 GeV.

The tt̄ process is estimated with a dedicated control region selecting two
opposite-charge leptons (ee, µµ or eµ configurations), the same selection
criteria for jet multiplicity and c-tagging as in the signal region, and relaxed
Emiss

T > 150 GeV and leading jet pT > 150 GeV.

A simultaneous likelihood fit to the W (→ eν)+jets, W (→ µν)+jets,
Z/γ∗(→ `+`−)+jets and tt̄ control samples is performed following the tech-
niques described in Section 7.6. After the fit, the W/Z+jets backgrounds
receive a multiplicative correction between 0.8 and 0.9 while the tt̄ is nor-
malized with a scale factor of 1.1.

The data and the expected background predictions for the signal regions
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Figure G.2: The measured Emiss
T and leading jet pT distributions in theW (→

eν)+jets, W (→ µν)+jets and Z/γ∗(→ `+`−)+jets control regions compared
to the background predictions. The latter include the global normalization
factors extracted from the fit. The error bands in the ratios include the
statistical and experimental uncertainties on the background predictions.

C1 and C2 are summarized in Table G.2. Good agreement is observed
between data and MC predictions. These predictions are determined with
a total uncertainty of 10% and 14%, respectively. Figure G.4 shows the
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Figure G.3: The measured Emiss
T and leading jet pT distributions in the tt̄

control region compared to the background predictions. The latter include
the global normalization factors extracted from the fit. The error bands
in the ratios include the statistical and experimental uncertainties on the
background predictions.

measured leading jet pT and Emiss
T distributions compared to the background

predictions. For illustration purposes, the distribution of two different SUSY
scenarios for stop pair production in the t̃1 → c + χ̃0

1 decay channel with
stop masses of 200 GeV and neutralino masses of 125 GeV and 195 GeV are
included.

These results are translated to exclusion limits on the pair production
of top squarks with t̃1 → c+ χ̃0

1 (BR=100%) as a function of the stop mass
for different neutralino masses. Expected and observed exclusion limits are
extracted following the CLs technique described in Chapter 4, for which
a simultaneous fit to the signal and control regions is performed including
statistical and systematic uncertainties.

Figure G.5 shows the 95% CL exclusion limits for the (best expected)
combination of the signal regions C1 and C2. The 95% CL observed limits
corresponding to the ±1σ variations on the SUSY theoretical cross sections
are also added. The charm-tagged analysis excludes the masses of the stop
up to 270 GeV when ∆m is large. The sensitivity of the analysis reduces
when the ∆m decreases, due to the c-tagging requirements in the selec-
tion. For compressed mass configurations, the charm jets are too soft to be
identified and therefore, only stop masses up to 180 GeV can be excluded.
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Signal Region C1 C2
Observed events (20.3 fb−1) 208 71
SM prediction 210± 21 75± 11
W (→ eν) 11± 2 3.0± 0.7
W (→ µν) 8± 2 3.0± 0.7
W (→ τν)+jets 42± 9 14± 3
Z/γ∗ (→ e+ e−) − −
Z/γ∗ (→ µ+ µ−) 0.07± 0.01 0.04± 0.01
Z/γ∗(→ τ+τ−) 0.7± 0.1 0.15± 0.03
Z(→ νν̄)+jets 62± 9 27± 3
tt̄, single top 63± 13 18± 4
Dibosons 21± 13 10± 9
Higgs 0.16± 0.03 0.07± 0.01
Multijets 2± 2 0.1± 0.1

Table G.2: Data and background predictions in the signal regions C1 and
C2. For the SM predictions both statistical and systematic uncertainties are
included. Note that in each case the individual uncertainties can be corre-
lated, and do not necessarily add up quadratically to the total background
uncertainty.
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Figure G.4: (top) Measured Emiss
T and leading jet pT distributions for the C1

selection before the cut in the variable shown (as indicated by the vertical
arrows) is applied. In the case of the Emiss

T distribution, the cuts corres-
ponding to C1 and C2 selections are both indicated. (bottom) Measured
leading jet pT and jet multiplicity for the C2 selection. The data are com-
pared to the SM predictions. For illustration purposes, the distribution of
two different SUSY scenarios are included. The error bands in the ratios
include both the statistical and systematic uncertainties on the background
predictions.
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Figure G.5: Exclusion plane at 95% CL as a function of stop and neu-
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from this analysis are compared to previous results from Tevatron experi-
ments [97], and from LEP experiments [96] at CERN with squark mixing
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1
< 2 GeV indicates the region in the phase space for which the

stop can become long-lived [98].



Appendix H

Sensitivity studies:

production of χ̃
±

and χ̃0

In this appendix, sensitivity studies are carried out for models involving
squark-neutralino, chargino-neutralino, and neutralino-neutralino direct pro-
ductions. Monte Carlo samples for these models have been produced using
Madgraph, interfaced with Pythia to model the parton showering and
hadronization. The monojet analysis is expected to have low sensitivity to
these models, and for this reason, the reconstruction of the physics objects is
done with Delphes [118]. Delphes provides a very simple parametrization
of the ATLAS detector acceptances, efficiencies and resolution, but does not
model the trigger efficiency, the charged fraction and the electromagnetic
fraction in the calorimeter. Altogether, this results into an about 10% to
20% difference between the signal acceptance predicted by Delphes and
the ATLAS simulation.

The sensitivity studies, closely follow the strategy used in Chapter 10.2
for the light gravitino production in GMSB scenarios. The ratio σ(SUSY)/
σ(obs) is computed, where σ(SUSY ) is the expected fiducial cross sec-
tion for the signal model, and σ(obs) are the observed model indepen-
dent limits of the monojet analysis, listed in Table 8.1. Models for which
σ(SUSY )/σ(obs) > 1 are excluded at 95% CL.

H.1 Squark-neutralino production

The study of the associated production of a scalar quark and a neutralino,
pp→ q̃+χ̃

0
1 (see Figure 3.8 left), provides information on the coupling to the

χ̃0
1 as a DM candidate. Samples with squark mass ranges between 100 GeV

and 1000 GeV have been generated for neutralino masses between 0 GeV
and those values corresponding to a ∆m = mq̃ −mχ̃0

1
= 3 GeV. Since the

squark, q̃, decays into a quark, q, and a neutralino, χ̃
0
1, the squark-neutralino

231
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production leads to a final state with an energetic jet and Emiss
T .

Figure H.1 shows the signal region with the best sensitivity (higher
σ(SUSY )/σ(obs) ratio) for the different parameter configurations of this
model. Regions M1, M2, M3 and M4 are found to be optimal for different
values of mq̃ and mχ̃0

1
.
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Figure H.1: Ratio between the expected fiducial cross section for each
squark-neutralino model, σ(SUSY ), and the observed model independent
limit, σ(obs), in the mq̃-mχ̃0

1
plane. The numbers in the boxes correspond

to the index of the signal region with the best sensitivity.

The σ(SUSY )/σ(obs) for the signal region providing the best sensitivity
is shown in Figure H.2 as a function of mq̃, for ∆m values of 100 GeV and
500 GeV. The best sensitivity is obtained for mq̃ = 500 GeV and very small
mχ̃0

1
. For this configuration of parameters, an energetic jet from the decay

of the squark is produced in association to high pT neutralinos.
The cross section of the signal is between one and four orders of magni-

tude smaller than the minimum visible cross section needed to provide any
exclusion, in all the parameter space. Therefore, the possibility of setting
limits in this region of the phase space with an early monojet analysis at
13 TeV is practically excluded.

H.2 Chargino-chargino and neutralino-chargino pro-
duction

Exclusion limits at the 95% CL on the direct production of charginos and
neutralinos decaying to different final states have been computed by several
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Figure H.2: Ratio σ(SUSY )/σ(obs) as a function of mq̃ for ∆m =
100, 500 GeV. For each mass point the best signal region giving the best
ratio is used.

analyses in ATLAS [119], and are summarized in Figure H.3. In compressed
scenarios where mχ̃0

2
≤ mχ̃0

1
+ mZ and/or mχ̃±1

≤ mχ̃0
1

+ mW± , the gauge

bosons are off-shell and produce soft leptons or jets that may not be re-
constructed. After requiring that the system is balanced by an initial-state
radiation jet, these models lead to monojet plus high Emiss

T final states.
Figure H.4 shows the ratio σ(SUSY )/σ(obs) obtained in the most sen-

sitive signal region for the generated samples with different mass configura-
tions. The best sensitivity is obtained for the selection M2 in the region of
the parameter space with small ∆m, and for the selection M1 in models with
low mχ̃0

2,χ̃
±
1

and high ∆m. The value of σ(SUSY )/σ(obs) as a function of

mχ̃0
2,χ̃
±
1

is shown in Figure H.5 for ∆m = 5, 25, 50 GeV. The best sensitivity

is obtained for low mχ̃0
2,χ̃
±
1

and the ∆m = 5 GeV. The monojet analysis is

not sensitive enough to exclude any region of the parameter space under
consideration, but the compressed configurations with low values of mχ̃0

2,χ̃
±
1

are only a factor 2 below the threshold sensitivity. These configurations
might become important in future interpretations of the monojet analysis
at 13 TeV.
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Figure H.3: Summary of ATLAS searches for electroweak production of
charginos and neutralinos on 20 fb−1 of pp collision data at

√
s = 8 TeV

[119]. Exclusion limits at 95% CL are shown in the mχ̃±1
= mχ̃0

2
, mχ̃0

1

plane. The dashed and solid lines show the expected and observed limits
respectively, including all uncertainties except the theoretical ones affecting
the signal cross sections.
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