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Abbreviations 

A adenine 

ACN acetonitrile 

AcOH acetic acid 

Ac2O acetic anhydride 

ACV acyclovir, 9-[(2-
hydroxyethoxy)methyl]guanine  

ACVDP acyclovir diphosphate  

ACVMP acyclovir monophosphate  

ACVTP acyclovir triphosphate  

ADA adenosine deaminase 

ADP adenosine-5’-diphosphate 

AIBN azobis(isobutyronitrile) 

ATH Asymmetric Transfer 
Hydrogenation 

ATP adenosine-5’-triphosphate 

ATR Attenuated Total Reflectance 

AZT zidovudine, 3'-azido-3'-
deoxythymidine 

9-BBN 9-borabicyclo[3.3.1]nonane 

b.p. boiling point 

Bz benzoyl 

BzCl Benzoyl chloride 

C citosine 

18-C-6 18-crown-6 

CAN ceric ammonium nitrate  

CC50 50% cytotoxic concentration 

CDI 1,1’-carbonyldiimidazole 

CHPLC chiral high-pressure liquid 
chromatography 

CMV cytomegalovirus 

COSY Correlation spectroscopy 

CRIs Coreceptor inhibitors 

CTAB cetyltrimethylammonium 
bromide 

  

 

DBAD di-tert-butyl azodicarboxylate 

DBU 1,8-Diazabicyclo[5.4.0]undec-7-
ene 

DCG D-Cyclohexenyl-G 

de diastereomeric excess 

DEAD diethyl azodicarboxylate 

DEPT Distortionless enhancement by 
polarisation transfer 

DIAD diisopropyl azodicarboxylate 

DMAP 4-dimethylaminopyridine 

DME dimethyl ether 

DMF dimethylformamide 

DMSO dimethylsulfoxide 

DNA deoxyribonucleic acid 

DPPA diphenylphosphoryl azide 

dppe 1,2-
bis(diphenylphosphino)ethane 

dT deoxythymidine 

dTDP deoxythymidine-5’-diphosphate 

dTMP deoxythymidine-5’-
monophosphate 

dTTP deoxythymidine-5’-triphosphate 

EC Enzyme Commission 

EC50 50% effective concentration 

ee enantiomeric excess 

EMA European Medicines Agency 

ESI Electrospray Ionization 

Et2O diethyl ether 

Et3N triethylamine 

EtOAc ethyl acetate 

EtOH ethanol 

Et2Zn diethylzinc 

FDA US Food and Drug Administration 

ff force field 

FP final product 
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FIs Fusion inhibitors 

G guanine  

GA Genetic Algorithm 

GDP guanosine-5’-diphosphate 

GMP guanosine-5’-monophosphate 

GMPK guanylate kinase 

GTP guanosine-5’-triphosphate 

HBV Hepatitis B virus 

HCMV Human cytomegalovirus 

HCV hepatitis C virus  

HEL Human embryonic lung 

HIV human immunodeficiency virus 

HMBC Heteronuclear múltiple bond 
correlation 

HRMS High-Resolution Mass Spectra 

HSQC Heteronuclear single quantum 
coherence 

HSV herpes simplex virus 

IBA o-iodosobenzoic acid 

IBX o-iodoxybenzoic acid 

IC Incremental Construction 

INIs integrase inhibitors 

In(OTf)3 indium(III) 
trifluoromethanesulfonate 

i-Pr2NEt N,N-diisopropylethylamine 

IR Infrared spectroscopy 

KHMDS potassium 
bis(trimethylsilyl)amide 

LCG L-Cyclohexenyl-G 

LDA lithium diisopropylamide 

M molar 

MC Monte Carlo  

m-CPBA m-chloroperbenzoic acid 

MCT methanocarbathymidine 

MD Molecular Dynamics 

Me Methyl 

2-Me-
CBS 

1-Methyl-3,3-
diphenyltetrahydro-3H-
pyrrolo[1,2-c][1,3,2]oxazaborole 

MeNH2 methylamine  

MeOH methanol 

mGMPK mouse guanylate kinase 

MM Molecular Mechanics 

MMFF Merck molecular force field 

m.p. melting point 

MPO 4-methoxypyridine-N-oxide 

mRNA messenger ribonucleic acid  

Ms mesyl 

MsCl mesyl chloride 

MW microwave heating  

NaOMe sodium methoxide 

NDPK nucleoside diphosphate kinase 

NMPK nucleoside monophosphate 
kinase 

NMR Nuclear Magnetic Resonance 

NNRTIs Non-Nucleoside Reverse 
Transcriptase Inhibitors  

NOESY Nuclear Overhauser Effect 
Spectroscopy 

NRTIs Nucleoside Reverse Transcriptase 
Inhibitors 

P octanol-water partition ratio 

PDB Protein Data Bank 

Ph phenyl 

PIs protease inhibitors 

PLP Piecewise Linear Potential 

PMBCl p-methoxybenzyl chloride 

PPTS pyridinium p-toluenesulfonate 

p-TsOH p-toluenesulfonic acid 

py pyridine 

QM quantum mechanics 

QSAR quantitative structure-activity 
relationship 
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RMS Root mean square 

RNA ribonucleic acid 

RT Reverse Transcriptase 

rt room temperature 

(S)-MCT 3’-exo-methanocarbathymidine 

SO Swarm Optimization 

T thymine 

TBACl tetrabutylammonium chloride 

TBAF tetrabutylammonium fluoride 

TBDPS tert-butyldiphenylsilyl 

TBDPSCl tert-butyldiphenylsilyl chloride 

TBS tert-butyldimethylsilyl 

TBSCl tert-butyldimethylsilyl chloride 
tBu tert-butyl 
tBuOK potassium tert-butoxide 

TFA trifluoroacetic acid 

THF tetrahydrofuran 

TK thymidine kinase 

TLC Thin Layer Chromatography 
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trifluoromethanesulfonate 
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WDI World Drug Index 

  

  

  

  

  

  

  

  



 

 

 



 
 

 

 

 

 

 

 

 

 

 

Chapter I: General 

introduction 
 

 

 

 

 

 

 

 





 _____________________________________  I. General introduction 
 

7 
 

1. Viruses 

Nowadays nearly everybody knows what a virus is. Etymologically, ‘virus’ comes from 

the Latin word virus which means poison or toxin. In other words, viruses may be defined as 

parasites that infect host cells causing, in some cases, diseases to most of living organisms, 

from archea and bacteria to animals and plants. Since the discovery of the tobacco mosaic 

virus by the Dutch microbiologist Martinus Beijerinck in 1898, over 5000 species of viruses 

have been described.1 

Biologically, viruses have also been defined as submicroscopic obligate intracellular 

parasites that require the biological machinery of the host cell to replicate and spread.2 This 

dependence on the cell machinery to survive implies that viruses can be found both inside and 

outside the cells. The virus particle, also known as a virion, is metabolically inert outside the 

cells. For that reason it is only inside the cells where its replication takes place.3 

The general structure of a virus particle contains its genetic material made from either 

DNA or RNA, but never both, surrounded by a protein coat called capsid (Figure I-1). This 

capsid, whose role is to protect the genetic material, is made from proteins, known as 

capsomeres, encoded by the viral genome. The complex formed by the capsid and the virus 

genetic material is called nucleocapsid. Some virions can also have virus-specific enzymes 

needed during the infection and replication processes. Furthermore, some viruses possess an 

envelope of lipids surrounding the nucleocapsid. This viral membrane, which is constructed 

from the plasma membrane of the infected cell when the virus particle is released, facilitates 

the entrance into future host cells.4 

 
Figure I-1. General structure of viruses. 

Capsid 

Enzymes 

Genetic 
materialEnvelope

Glycoproteins
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1.1. Virus replication 

As previously mentioned, viruses are dependent upon host cells for their reproduction. 

During the replication process, a virus induces a living host cell to synthesise the essential 

components for the synthesis of new viral particles. This process can be divided into six 

general stages (Figure I-2): 

 

Figure I-2. Viral life cycle.  

1) Attachment. It consists of the recognition of the virion through a binding of a virus-

attachment protein to a specific receptor on the host cell membrane. This specificity 

restricts the virus infectious capabilities to a very limited type of cells or tissues. This step is 

critical in the viral replication cycle and constitutes a great target for antiviral therapies 

developed to prevent viral infections. If virus attachment could be blocked, the infection 

would be prevented. 

2) Penetration of the virion into the target cell. This process may take place by translocation, 

endocytosis or by fusion of the virus and host cell lipid membranes. 

3) Uncoating. The capsid is completely or partially removed to let the genetic material free for 

its replication. Unfortunately, this is one of the less studied stages of the replication and 

therefore is relatively poorly understood. 

2. Penetration1. Attachment 

3. Uncoating 

4. Replication 5. Assembly 

6. Release 
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4) Replication. This process is developed in three principal steps: the formation of viral 

mRNAs, the translation into the viral proteins and the replication of the virus genome. 

Clearly, the nature of the virus genetic material, which can be either RNA or DNA, 

determines how the viral mRNAs are formed.  

5) Assembly. The new viral genetic material is then assembled into new virions. During 

assembly, the basic structure of the virus particle is formed. This process may take place 

either in the cytoplasm or in the nucleus, depending on the site of replication within the cell 

and the mechanism by which the virus is eventually released from the cell. 

6) Release. The new virions are released from the cell by different ways. Virions without 

envelope are released by lysis while those viruses with envelope are released by emerging 

from the cell surface and acquiring their outer lipid shell from the host plasma membrane 

(a phenomenon known as budding).   

The new virions produced are free to infect and replicate in other host cells in the area 

and start the cycle all over again. It is worth remarking that the complete viral life cycle 

generally takes between 6 and 8 hours, and as many as 10.000 virions may be released from 

an infected cell.1 

Undeniably, knowing the virus replication process has been one of the key points in the 

search for effective antiviral drugs. 

1.2. Viral diseases in humans: prevention and therapy 

Every year millions of people are infected by different types of viruses, such as the 

human immunodeficiency virus (HIV), the herpes simplex virus (HSV), the varicella zoster virus 

(VZV) or the hepatitis virus B and C (HBV and HCV). Not all viruses cause pathogenesis after the 

infection; pathogenicity is described as the capacity of one organism to produce a disease in 

another. Although some viruses produce a wide range of diseases in humans, in most cases 

infections are silent and do not result in any external signs of disease. It is noteworthy that not 

all the pathogenic symptoms seen in virus infections are caused directly by the virus 

replication but are side effects of the immune response.  

Some viruses, such as herpes viruses, are able to remain latent within the host cells after 

initial infection and can be reactivated to induce recurrent endemic disease.5 Specifically, 

herpes simplex virus type 1 (HSV-1) is associated with orofacial lesions, whereas genital herpes 

is frequently induced by herpes simplex virus type 2 (HSV-2). HSV infections are among the 
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most common diseases of humans, with an estimated 60-95% of the adult population being 

infected by at least one of them.6,7  

During the last three decades many efforts have been made on the development of an 

effective antiviral therapy. Most of the harm caused in cells is usually produced before the first 

clinical symptoms are detected. For that reason, the prevention of virus infection is still a far 

better solution than its cure. Vaccines are the most effective way to prevent diseases 

generated by human viral pathogens and have helped to control some of dreadful viral 

diseases (e.g. hepatitis B, polio, smallpox).8 However, mutations on viruses always rapidly 

cause immunization against them.  

Antiviral drugs are useful in dealing with viral diseases where there is no effective 

vaccine or when the infection has already taken place. Thus, the treatment in most of the 

cases relies on the administration of antiviral drugs that inhibit their development.  

2. Antiviral drugs  

 The aim of an effective antiviral drug is to inhibit the virus replication without causing 

toxic effects on the host cells.  

  Nowadays, around 60 antiviral drugs have been approved by the US Food and Drug 

Administration (FDA) and the European Medicines Agency (EMA). Interestingly, almost half of 

them are against HIV. The others are used in the treatment of herpes virus (e.g. HSV, VZV, 

cytomegalovirus), HBV and HCV or influenza virus infections.9 

 Almost any stage on the replication process of viruses is susceptible to be a target for 

antiviral compounds. For example, in the case of HIV, antiviral drugs can be classified in 

different categories:9 

 - Replicase and transcriptase inhibitors (including Nucleoside Reverse Transcriptase 

Inhibitors (NRTIs) and the Non-Nucleoside Reverse Transcriptase Inhibitors (NNRTIs)) 

 - Protease inhibitors (PIs) 

 - Viral entry inhibitors (including coreceptor inhibitors (CRIs) and fusion inhibitors (FIs)) 

 - Integrase inhibitors (INIs) 

Amongst the approved antiviral drugs, nucleoside analogues have been the spearhead 

for the treatment of many widespread diseases caused by viruses.10–12
 Additionally, today 

several new nucleoside analogues are undergoing preclinical or clinical development.13–16 
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2.1. Nucleoside analogues 

The structure of natural nucleosides can be divided into three subunits: a hydroxymethyl 

group, as a polar group; a sugar moiety, which can be either ribose (RNA) or deoxyribose 

(DNA); and a purine or pyrimidine base, which can be adenine (A), guanine (G), thymine (T), 

cytosine (C) or uracil (U) (Figure I-3). Nucleotides are nucleosides that have been 

phosphorylated one, two or three times, and are building blocks of nucleic acids. Nucleoside 

analogues are synthetic compounds that have been developed to mimic their physiological 

counterparts. In order to modulate nucleosides and nucleotides activity, each of their subunits 

may be modified. 

 

Figure I-3. General structure of a nucleoside and structure of a natural guanosine nucleoside. 

The first nucleoside analogue approved as antiviral drug was iododeoxyuridine, IDU, 

(Figure I-4) which was synthesised by William Prusoff in 1959.17 Due to its toxicity, it was used 

only for the treatment of HSV infections of the eyes.18 A major breakthroughs in antiviral 

therapy was the synthesis of the acyclic guanosine analogue Acyclovir (ACV) (Figure I-4) by 

Gertrude B. Elion and George H. Hitchings in 1978,19 which was reported to be active against 

herpes simplex virus (HSV-1 and HSV-2) and varicella-zoster virus (VZV).12 Followingly, other 

acyclic nucleoside analogues were developed against herpes viruses such as Ganciclovir20 

(GCV), Penciclovir21 (PCV) and their prodrugs Valaciclovir22 (Val-ACV), Valganciclovir23 (Val-GCV) 

and Famciclovir24 (FCV), as well as Trifluridine25 (TFT) and Brivudine26 (BVDU) as cyclic 

nucleoside analogues (Figure I-4). It is worth noting that the nucleotide analogue Cidofovir27 

((S)-HMPC) features a methylphosphonate group instead of a phosphate in order to increase 

its stability towards hydrolysis. 

 

Base

Sugar

Polar group
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Figure I-4. Antiviral drugs based on nucleoside analogues currently used for the treatment of herpes viruses. The 
specific herpes virus inhibited by each drug is indicated in parenthesis. 

Another breakthrough in antiviral chemotherapy was the discovery of the anti-HIV agent 

Zidovudine (AZT) in 1985, which contains an 3’-azide group instead of the 3’-hydroxyl group of 

the natural nucleoside.28 This finding encouraged investigators to search for novel nucleoside 

analogues with potent anti-HIV activity. To date, seven more nucleoside analogues have been 

approved by the FDA for the treatment of HIV (Figure I-5).29 

Despite these achievements, the development of newer antiviral agents with improved 

properties is still necessary in order to overcome the main deficiencies of the current drugs 

such as their toxicity30–33, metabolic instability33-36 and, above all, the emergence of virus drug 

resistance.13,15,31,34–38  

An extensive knowledge of the mechanism of action of nucleoside analogues will 

contribute to the development of novel antiviral nucleoside analogues to face the resistance 

issue. 



  I. General introduction 

13 
 

 

Figure I-5. Antiviral drugs based on nucleoside and nucleotide analogues currently used for the treatment of HIV. 
The drugs also approved for the treatment of hepatitis B virus (HBV) are indicated in parenthesis. 

Antiviral nucleoside analogues are prodrug forms of the active compounds that target 

the viral polymerases, which depending on the virus could be reverse transcriptases, DNA 

polymerases or RNA polymerases, and must be triphosphorylated after their penetration into 

the host cell to be active and reach those targets. The triphosphorylated derivatives cannot 

themselves be used as drugs, because, due to their polarity they are unable to cross the cell 

membranes. The activation process requires three successive phosphorylation steps carried 

out by different enzymes called kinases, which whether are from the host or encoded by the 

virus. The kinases involved in the activation of nucleosides are the following: nucleoside 

kinase, nucleoside monophosphate kinase (NMPK) and nucleoside diphosphate kinase (NDPK), 

which catalyse the addition of the first, second, and third phosphoryl groups at 5’ position of 

nucleoside analogues, respectively (Figure I-6).39,40 Once nucleoside analogues have been 

triphosphorylated, they must interact with the viral polymerase.  

The inhibition of the replication process by nucleoside analogues may be performed in 

several ways. If the drug does not contain the 3’-hydroxyl group of the deoxyribose, which is 

necessary to add further nucleotides into the DNA growing chain, it will act as a chain 

terminator blocking the elongation process after its incorporation into the primer DNA 

strand.31,41,42 If the nucleoside analogue contains the 3’-hydroxyl group, the replication process 

may also be interrupted by other mechanisms, such as causing steric hindrance when it has 

been added to the DNA growing chain. Moreover, nucleoside analogues may stop the 

replication of the viral polymerase via competitive inhibition with the native triphosphorylated 

nucleoside (Figure I-6).  
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Nucleoside analogue affinity must be higher for the virus-associated polymerase than 

for the human one in order to improve its selectivity and reduce its toxicity to the host 

cells.19,40 Remarkably, the low toxicity of some antiviral compounds, such as ACV, is also 

related to the narrow substrate acceptance of human kinases compared to the viral 

counterparts.43,44 In the case of ACV, the first phosphorylation step is catalysed by the HSV 

kinase but not by the human kinase thus preventing its activation in non-infected cells, which 

would have affected normal cell division.19 

 

Figure I-6. Mechanism of inhibition of viral replication by 2’,3’-dideoxynucleosides. 

 Even though the synthesis of nucleoside analogues has advanced considerably, more 

efficient methods are still in demand for the preparation of chiral key intermediates leading to 

these biologically active compounds. 

2.2. Carbocyclic nucleoside analogues 

Over the last three decades many efforts have been made on the development of new 

nucleoside analogues to improve the antiviral efficacy as well as to reduce the toxicity by 

modifying the structures. In recent years, attention has been focused on carbocyclic 

nucleosides (also called carba-nucleosides) which contain a carbocycle instead of the furanose 

5’
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Chain
termination3’
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ring of the regular nucleosides. The lack of the N-glycosidic linkage in these derivatives results 

in higher resistance to hydrolytic processes and enhance lipophilicity, favouring absorption and 

penetration through the cell membrane.45,46 

 The first carbocyclic nucleoside analogues Aristeromycin47 and Neplanocin A48 (Figure I-

7) are natural products with antibiotic and antitumor activity. The discovery of these 

nucleosides led to the synthesis of novel carbocyclic analogues featuring different ring size.49–55 

 
Figure I-7. Structure of the carbocyclic nucleosides Aristeromycin and Neplanocin A.  

 Since then, a large number of novel carbocyclic nucleoside have been prepared, many of 

them with interesting biological activities, being the five-membered ring analogues by far the 

most extensively studied. Among them, Carbovir (CBV), Abacavir (ABC) and Entecavir (ETC) are 

the most successful examples, showing high activity and low toxicity (Figure I-8). 

 

Figure I-8. Structure of the five-membered carbocyclic nucleosides Carbovir, Abacavir and Entecavir. The specific 
viruses inhibited by each drug are indicated in parenthesis.  

 Carbovir was synthesised in 1988 and was shown to exhibit potent anti-HIV activity with 

low toxicity.56,57 However, it was limited by its pharmacokinetics and toxicological 

deficiencies.58,59 These problems were solved with the synthesis of the 6-cyclopropilamino 

derivative, Abacavir, which was approved by the FDA for the HIV treatment in 1998.59,60 

Another successful nucleoside belonging to the five-membered carbocyclic nucleosides is 

Entecavir. It was shown to display a potent anti-HBV activity and in 2005 was approved by the 

FDA for the treatment of chronic HBV.61 

  Carbocyclic nucleosides bearing a cyclopropane unit have also been explored. The first 

asymmetric synthesis of D- and L-cyclopropyl nucleosides, I and II, was achieved by Chu and co-

workers (Figure I-9).62,63 Unfortunately, none of them exhibited antiviral activity, suggesting 

that the lack of activity could be associated with the short distance between the 5’-OH group 
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and the nucleobase.64 For this reason, the synthesis of cyclopropane analogues has been 

directed to the preparation of derivatives featuring a methylene spacer between the 

nucleobase and the carbocyclic ring. One example is compound A-5021, a guanine derivative 

synthesised by Tsuji and co-workers, which displays antiviral activity against HSV-1, HSV-2 and 

VZV.65 Regarding four-membered carbocyclic analogues, two successful cyclobutane 

nucleosides examples inspired by the natural compound Oxetanocin-A,66 which exhibits anti-

HIV activity, are Cyclobut-A and Cyclobut-G, which also display good antiviral potency.67–69 

Among six-membered carbocyclic analogues, both enantiomers of Cyclohexenyl G, display 

potent anti-herpesvirus activity (HSV-1, HSV-2, VZV, CMV).70,71 

 

Figure I-9. Three-, six- and four-membered carbocyclic nucleoside analogues that display antiviral activity, and the 
naturally occurring nucleoside analogue Oxetanocin-A. The specific viruses inhibited by each compound are 
indicated in parenthesis. 

Based on structural characterization of isolated drugs and bound to their targets, it has 

been postulated that the conformation and puckering of the sugar moiety of nucleosides play 

a critical role in modulating their biological activity. In recent years, a new series of 

conformationally locked carba-nucleosides has been studied in order to mimic the 

conformational behaviour of the furanose ring.72–77 More specifically, conformationally rigid 

nucleoside analogues built on a bicyclo[3.1.0]hexane system, where the cyclopentane ring was 

fused to a cyclopropane, have been reported with antiviral activity (Figure I-10).78–83   
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Figure I-10. Structures of some bicyclo[3.1.0]hexane nucleoside analogues with antiviral activity. 

The synthesis of new structures and the development of new methodologies to extend 

the structural diversity of this family of molecules are still very active areas.  

2.3. Cyclohexanyl and cyclohexenyl nucleoside analogues 

 Carbocyclic analogues are molecules that have been widely investigated. However, the 

number of six-membered analogues is still quite limited now. The first examples of 

cyclohexanyl nucleosides were dated from the early sixties.84,85 During the last decades, 

different mono- (III and IV),86,87 di- (V)88,89 and trisubtituted (VI)90 cyclohexanyl nucleoside 

analogues have been synthesised (Figure I-11). Unfortunately, none of them displayed 

sufficient antiviral activity with only V synthesised in an enantiomerically pure form.  

 

Figure I-11. Structures of cyclohexanyl nucleoside analogues synthesised. 

 Some conformational studies of the cyclohexene ring suggest that cyclohexenyl 

nucleoside analogues can be considered as bioisosteres of natural furanose nucleosides.70,71,91 

Indeed, the conformational behaviour of the cyclohexene ring is similar to that of a furanose 

ring due to the presence of two sp2-hybridised carbon atoms in the cyclohexene ring which 

reduce its flexibility.92 

 The natural furanose ring is not planar, so it can exist in different conformations 

represented in a pseudorotational cycle (Figure I-12). It has two preferential conformations 

called twist (T) and two other conformations called envelope (E). A cyclohexene ring mainly 

exists in the half-chair forms, which interconvert via the symmetrical boat form. These half-

chair (3
2H (north) and 2

3H (south)) conformations of the cyclohexene ring are structurally 

equivalent to the twist (3
2T (north) and 23T (south)) forms of the furanose ring (Figure I-12).71 
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Figure I-12. Twist (T) and envelope (E) conformations of furanose ring and half-chair (H) and boat (B) of cyclohexene 
ring in a pseudorotational cycle. 

 The conformation of a nucleoside is determined by competitive steric and 

stereoelectronic effects. In the case of cyclohexene nucleosides their conformation is 

controlled by steric effects as well as by the π σ*C1’-N interaction between the C5’-C6’ double 

bond and the heterocyclic aglycon.70 The π σ*C1’-N effect is similar to the anomeric effect in 

furanose nucleosides and can be explained as an overlap between the antibonding C1’-N and 

the orbitals of the π bond (Figure I-13).  This π σ*C1’-N interaction drives the 3
2H  23H 

equilibrium toward the 32H conformation, in which the base moiety is pseudoaxially oriented. 

 

Figure I-13. Comparison between the northern  southern conformational equilibrium between a furanose 
nucleoside and a cyclohexene nucleoside as well as between the anomeric effect in furanose nucleosides and 
π σ*C1’-N effect in cyclohexene nucleosides. 

  These conformational studies encouraged investigators to search for novel cyclohexenyl 

nucleosides analogues. To date, six families of cyclohexenyl analogues have been synthesised: 

a) L-4’-hydroxymethylcyclohexenyl nucleosides, VII;93–95 b) 3’,4’-dihydroxymethylcyclohexenyl 
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nucleosides, VIII;96 c) 4’-hydroxycyclohexenyl nucleosides, IX;97–99 d) ara-cyclohexenyl 

nucleosides, X;100,101 e) ribo-cyclohexenyl nucleosides, XI;102 and f) 4’-hydroxymethyl-3’-

hydroxycyclohexenyl nucleosides, XII.70,71,103,104 However, most of them did not display any 

significant biological activity.    

 

Figure I-14. Structures of some examples of cyclohexenyl nucleoside analogues. 

2.4. Precedents 

 Many methods have been successfully devised to prepare cyclohexenyl analogues, 

including stepwise base construction from amino alcohols,84,85,95,105 Mitsunobu-type base 

addition100,102,106 and Pd(0)-catalysed coupling.93,94,96 Herein, a brief overview of some reported 

examples is given. 

Three approaches towards L-homocarbovir VII were developed although only one 

provided optically pure L-homocarbovir VII via enzymatic resolution.93–95 The two first 

approaches were reported in 1996 by Katagiri and co-workers95 and Konkel and Vince.94 Both 

of them started with a hetero Diels-alder reaction to construct the cyclohexene ring and the 

main difference was the methodology used to introduce the base moiety. In 1998, Olivo and 

co-workers published the synthesis of enantiomerically pure L-(4’-

hydroxymethylcyclohexenyl)-guanine G-VII (Scheme I-1).93 The synthesis started with the 

reaction of 1,3-cyclohexanediene, XIII, and glyoxylic acid, XIV, which afforded (+/-)-

hydroxylactone, XV.107 Kinetic resolution using a pseudomonas fluorescens lipase led to the 

enantiomerically enriched (-)-acetylactone XVI. Reduction of the acetyl group and the lactone, 

followed by an oxidative cleavage provided aldehyde XVII. Bicyclocarbonate XVIII was 

obtained by reduction with NaBH4 to the corresponding alcohol and subsequent addition of 

triphosgene. Finally, the introduction of the base moiety via Tsuji-Trost reaction and successive 
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hydrolysis afforded the L-(4’-hydroxymethylcyclohexenyl)-guanine VII in 8 steps and 16% 

overall yield.  

 
Reagents and conditions: (a) H2O, pH=1; (b) pseudomonas fluorescents lipase, vinylacetate; (c) LiAlH4, THF; (d) 
NaIO4, Et2O-H2O; (e) NaBH4, EtOH; (f) triphosgene, Et3N, CH2Cl2; (g) 2-amino-6-chloropurine, Pd(PPh3)4, DMSO/THF 
(1:1); (h) CF3COOH/H2O (3:1). 

Scheme I-1. Synthesis of enantiomerically pure L-(4’-hydroxymethylcyclohexenyl)guanine, (-)-G-VII. 

The first stereoselective synthesis of 3’-4’-dihydroxycyclohexenyl nucleosides analogues 

VIII was carried out by Samuelsson and co-workers in 1996 (Scheme I-2).96 The cyclohexene 

ring was formed by a Diels-Alder reaction of dimethyl fumarate, XIX, and 3-sulpholene, XX. The 

next step was a reduction with LiAlH4 to provide the racemic diol (±)-XXI, which was resolved 

via a lipase-catalysed transesterification process. Protection of the diol (+)-XXI with benzoyl 

chloride followed by the epoxidation using m-CPBA gave the epoxide XXII. Then, this 

intermediate was converted to the corresponding allylic alcohol, which was acetylated with 

acetic anhydride to afford the allylic acetate XXIII. The introduction of the base was achieved 

via a Tsuji-Trost reaction. After hydrolysis, the 3’-4’-dihydroxycyclohexenyl (-)-VIII was 

achieved in 10 steps and 10% overall yield.  
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Reagents and conditions: (a) CHCl3, reflux; (b) LiAlH4, THF; (c) SAM-II, vinylacetate, CHCl3; (d) NaOMe, MeOH; (e) 
BzCl, py; (f) m-CPBA, CH2Cl2; (g) i) TMSOTf, DBU, toluene, ii) H+, MeOH; h) Ac2O, py; (i) Pd(PPh3)4, NaH, adenine; j) 
NH3. 

Scheme I-2. Synthesis of adenine 3’,4’-hydroxymethylcyclohexenyl nucleoside.  

The first family of 4’-hydroxycyclohexenyl nucleoside analogues IX was synthesised by 

Arango and co-workers but in a racemic form.99 Taking into account the importance of 

preparing enantiomerically pure nucleosides, our research group developed an 

enantioselective approach toward the synthesis of both D- and L-enantiomers of 4’-

hydroxycyclohexenyl nucleoside analogues IX (Scheme I-3).106 This approach relied on the use 

of (R,R)-hydrobenzoin as chiral auxiliary to induce enantioselectivity. Thus, the synthesis 

started from the commercially available 1,4-cyclohexanedione, XXIV, which was 

monoprotected with (R,R)-hydrobenzoin to give monoketal XXV. This monoketal was oxidised 

to enone XXVI, which was then stereoselective reduced using cathecolborane and (R)-2-Me-

CBS to afford the key allylic alcohol XXVII. Two different methodologies were used to 

introduce the base moiety: a Mistunobu-type reaction was applied to achieve the D-series of 

cyclohexenyl nucleosides, while palladium-catalysed coupling led to the L-isomers. Then, 

removal of the ketal, followed by the reduction with catecholborane led to the trans isomers 

(1’S,4’S)-XXXI and (1’R,4’R)-XXXI. The inversion of the hydroxyl group was carried out via 

Mitsunobu-type reaction using p-nitrobenzoic as a nucleophile. A final ammonolysis removed 

the nitrobenzoates and leading to uracil analogues D-(1’S,4’R)-U-IX and L-(1’R,4’S)-U-IX in 8 

steps and 31% and 22% overall yield, respectively. The synthesis of adenine analogues 

following the same strategy was also reported.  



2. Antiviral drugs   
 

22 
 

 

Reagents and conditions: (a) (R,R)-hydrobenzoin, p-TSOH, benzene; (b) (i) Br2, diethyl ether; (ii) DBU, dioxane; (c) 

cathecolborane, (S)-2-Me-CBS, CH2Cl2; d) N3-benzoyluracil, DBAD, Ph3P, THF; e) (i) ClCO2Et, py, DMAP, CH2Cl2; (ii) N3-

benzoyluracil, [(η3-C3H5)PdCl]2, dppe, DMF; (f) CF3COOH/H2O (14:1); (g) catecholborane, (S)-2-Me-CBS for (1’S)-XXX 

or (R)-2-Me-CBS for (1’R)-XXX, CH2Cl2; (h) p-NO2BzOH, DBAD, Ph3P, THF; (i) MeNH2, EtOH. 

Scheme I-3. Synthesis of (4’-hydroxycyclohexenyl)uracil D-(1’S,4’R)-U-IX and its enantiomer L-(1’R,4’S)-U-IX. 

In 2007, Hederwijn and co-workers reported the enantioselective synthesis of ara-

cyclohexenyl nucleosides X in enantiomerically pure form (Scheme I-4).100 The sequence is 

started from commercially available and inexpensive methyl-α-D-glucopyranose, XXXII, which 

was converted to the corresponding derivative XXXIV in 16 steps. Then, a Ferrier 

rearrangement followed by an elimination reaction provided enone XXXV. Selective reduction 

and introduction of the base via Mitsunobu reaction furnished the D-ara-cyclohexenyl 

nucleoside D-X in 23 steps and 0.7% overall yield.  
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Reagents and conditions: (a) Cu(OTf)2, BH3·THF, THF; (b) PPh3, I2, imidazole, toluene; (c) DBU, THF; (d) HgCl2, 
acetone/H2O (4:1); (e) MsCl, DMAP, py; (f) NaBH4, CeCl3·7H2O, EtOH/THF (1:1); (g) BzCl, py; (h) K2CO3, MeOH; (i) 
adenine, DIAD, PPh3, dioxane; (j) BCl3, CH2Cl2. 

Scheme I-4. Synthesis of ara-cyclohexenyladenine, D-X. 

In 2005, the same research group reported the synthesis of ribo-cyclohexenyl 

nucleosides XI (Scheme I-5).102 The synthetic route started with a Diels-Alder reaction between 

3-bromo-2H-pyran-2-one, XXXVIII, and 2,2-dimethyl-1,3-dioxolane, XXXIX, to generate the 

bicyclic intermediate (+/-)-XL. Reduction of the bromine and subsequent reduction of the 

lactone provided diol (+/-)-XLI.  Protection of the primary hydroxyl group and the inversion of 

the configuration of the second hydroxyl afforded the corresponding alcohol (+/-)-XLII. Then, 

introduction of the base moiety via Mitsunobu reaction delivered the ribo-cyclohexenyl 

adenine XI in a racemic form in 6 steps and 19% overall yield. Finally, an enzymatic kinetic 

resolution using adenosine deaminase (ADA), which selectively converts the D-like enantiomer 

into an inosine analogue, led to the inosine nucleoside D-XLIV and the adenine nucleoside L-XI. 

 
Reagents and conditions: (a) CH2Cl2, 90 ºC; (b) n-Bu3SnH, AIBN, toluene; (c) LiAlH4, THF; (d) TBSCl, imidazole, DMF; 
(e) MnO2, CH2Cl2; (f) NaBH4, CeCl3·7H2O, MeOH; (g) PPh3, DIAD, adenine, dioxane; (h) CF3COOH/H2O (3:1); (i) ADA, 
H2O. 

Scheme I-5. Synthesis of L-ribo-cyclohexenyl adenine, L-XI. 
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Disappointingly, none of the compounds previously described showed any significant 

antiviral activity. On the other hand, Hederwijn and co-workers reported in 1999 the synthesis 

of both enantiomers of Cyclohexenyl G (DCG and LCG), which displayed antiviral activity 

against herpesvirus (Scheme I-6).70,71 The starting material was (R)-carvone which was 

converted into epoxide XLV in 7 steps. The regioselective aperture of the epoxide followed by 

the hydroboration with 9-BBN of the exo double bond led to diol XLVII, which was further 

elaborated to obtain alcohol XLVIII which was oxidised to enone and then reduced using 

NaBH4 to afford allylic alcohol XLIX. Finally, introduction of the base moiety via Mitsunobu 

reaction and successive deprotection with TFA delivered D-cyclohexenyl G (DCG) in 12 steps 

and 1.5% overall yield.   

 

Reagents and conditions: (a) H2O2, NaOH, MeOH; (b) L-Selectride, THF; (c) TBSCl, imidazole, DMF; (d) OsO4, KIO4, 
THF/H2O; (e) m-CPBA, CHCl3, pH=8; (f) K2CO3, MeOH; (g) NaH, BnBr, TBAI, THF; (h) LiTMP, Et2AlCl, toluene; (i) i) 9-
BBN, THF; ii) H2O2, NaOH, H2O; (j) TBSCl, imidazole, DMF; (k) MsCl, Et3N, CH2Cl2; (l) Pd-C, HCOONH4, MeOH; (m) 
MnO2, CH2Cl2; (n) NaBH4, CeCl3·7H2O, MeOH; (o) 2-amino-6-chloropurine, DEAD, PPh3, 1,4-dioxane; (p) 
CF3COOH/H2O (3:1). 

Scheme I-6. Synthesis of D-cyclohexenyl G (DCG). 

However, the synthesis was long and time-consuming, and it was not suited for the 

preparation of large amounts of the final products. As a consequence, in 2004 the same 

research group developed a new synthetic approach (Scheme I-7).103,104 The new route started 

from a Diels-Alder reaction of ethyl (2E)-3-acetyloxy-2-propenoate, L, with Danishefsky’s diene 

LI to construct the six-membered ring skeleton LII, which was reduced using LiAlH4 to afford 

the corresponding alcohol which was then protected as the benzylidene acetal, with 

concomitant formation of the allylic alcohol moiety, to yield racemic intermediate (±)-LIII. The 

separation of both enantiomers was carried out via an enzymatic kinetic resolution using 

Candida antarctica lipase B, Novozyme® 435, which only acetylates alcohols with S 

configuration. Once both enantiomers of LIII were separated, the next step was the 
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introduction of the base moiety via a Mitsunobu reaction. After removal of the protecting 

group using TFA, both enantiomers of cyclohexenyl G, DCG and LCG, were obtained in 7 and 8 

steps, respectively, and 2% overall yield in both cases.    

 

Reagents and conditions:  (a) Hydroquinone, 180 ºC; (b) LiAlH4, THF; (c) PhCH(OMe)2, p-TsOH, dioxane; (d) 
Novozyme® 435, isopropenyl acetate, CH2Cl2; (e) recrystallization twice in EtOAc/n-Hexane 50%; (f) PPh3, DEAD, 2-
amino-6-cloropurine, dioxane; (g) TFA/H2O (3:1); (h) NH3, MeOH. 

Scheme I-7. Synthesis of both enantiomers DCG and LCG.   

  In summary, in the last decades only few synthetic strategies towards the synthesis of 

enantiomerically pure cyclohexenyl nucleosides have been reported. Therefore, the 

development of enantiomerically pure six-membered carbocyclic nucleosides is still an 

important challenge in antiviral research.  

On the other hand, a way to save time and cost in drug design is the use of molecular 

modelling, which has recently emerged as a powerful tool, being able to predict the affinity of 

a substrate before synthesising it. 

3. In silico molecular modelling for drug design 

 The design of new drugs is a time-consuming and multi-step process. Most of the 

reported syntheses of drugs relied heavily on random variations of lead compounds on a trial 

an error basis. Advances in molecular biology and genetics have provided a detailed 

understanding of drug targets. This, combined with the advances in computer hardware and 

software for the investigation of biological processes, has been a revolutionary change in 

medicinal chemistry.108  
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In the last years, in silico molecular modelling studies have arisen as a powerful key tool 

for drug discovery. Molecular modelling encompasses all theoretical methods and 

computational techniques used to model or mimic the behaviour of molecules and molecular 

systems.109  

One of the most widely used molecular modelling techniques in computer-aided drug 

design is protein-ligand docking, which tries to predict the structure of an intermolecular 

complex between different constituent molecules. This is based on the search for a ligand that 

is able to fit both geometrically and energetically the binding site of a protein. Pioneered 

during the early 1980s,110 it remains an active area of research as it has demonstrated to be a 

valuable tool for drug discovery programs. A more detailed description of all these techniques 

is given in chapter III.  

3.1 Protein-ligand docking in medicinal chemistry 

Protein-ligand docking has a wide variety of uses and applications in medicinal 

chemistry, including structure-activity studies, lead optimization, finding potential leads by 

virtual screening, providing binding hypothesis to facilitate predictions for mutagenesis 

studies, chemical mechanism studies and combinatorial library design. For instance, virtual 

screening is commonly used to generate hits against drugs targets for which the structure is 

known, and docking is also heavily used in structure-based design projects to prioritise 

medicinal chemistry efforts. 

Nowadays, molecular dockings are broadly applied, being capable of predicting known 

ligand binding modes with average accuracies of about 1.5-2.0 Å and success rates in the range 

of 70-80%. Hence, molecular modelling has become a useful tool in the research of novel 

antiviral compounds.75,81  

3.2 Protein-ligand docking studies on nucleoside analogues 

HSV infections are still among the most frequent human diseases despite many 

nucleoside analogues are currently used for their treatment.6 Despite their safety and efficacy, 

many nucleoside analogues have limited oral bioavailability and can become ineffective due to 

the development of drug resistance. Thus, there is still a need for the development of new 

anti-HSV agents, which requires a better knowledge of their mechanism of action.  

In recent years, protein–ligand docking calculations have been used in the development 

of new nucleoside analogues for the treatment of HSV. In the next paragraphs, some examples 

of docking studies on nucleoside analogues as anti-HSV agents are reviewed. 
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In 2001, Hederwijn and co-workers reported the synthesis and the antiviral activity of 

both D- and L- enantiomer of Cyclohexenyl G, including docking calculations on HSV-1 TK 

(Figure I-15). As both of them displayed similar antiviral activity against different herpes 

viruses, the authors carried out molecular modelling studies on both enantiomers in the HSV-1 

TK binding site to understand how two enantiomers can be bound to the same enzyme. 

Analysing the predicted orientations, they concluded that the same amino acids were involved 

in binding both enantiomers. 

In 2007, Marquez and co-workers reported the racemic synthesis of a new 

bicyclo[3.1.0]hexane nucleoside analogue iso-MCT (Figure I-15).75 This compound was 

envisaged after the encouraging results of an earlier investigation in which the authors 

prepared other bicyclo[3.1.0]hexane nucleosides which were proved to be substrates of HSV-1 

TK. The crystallographic structures of these compounds in HSV-1 TK binding site was used for 

the docking studies on iso-MCT prior to its synthesis. According to those docking experiments, 

only one enantiomer was expected to be recognized as a substrate by HSV-1 TK. This work was 

extended in 2008 by the publication of the stereoselective synthesis and biological evaluation 

of both enantiomers.111 This biological evaluation confirmed that the D-enantiomer was the 

biologically active enantiomer, as it had been predicted by molecular modelling. 

 

Figure I-15. Structures of the nucleoside analogues investigated by means of protein–ligand dockings as anti-HSV 
agents. 

In recent years, our group have combined drug design research with in silico tools. 

Specifically, we have used a protein-ligand docking study to rationalise the lack of activity 

against HSV as well as HIV of some nucleoside analogues that had been previously synthesised 

(Figure I-16).112,113 Molecular docking studies of these compounds were performed on the 

whole activation process for HSV, and on the activation process as well as on the interaction 

with the viral polymerase for HIV. These studies revealed that most of the studied compounds 

cannot be activated to the required triphosphorylated form. However, according to these 



4. References   

28 
 

results, nucleoside analogues LIII and LVII can be phosphorylated, thus the lack of activity must 

be related to their introduction into the viral DNA strand. It is worth highlighting that it was the 

first study considering the simulation of the entire activation process to rationalise antiviral 

activities. 

 

Figure I-16. Protein-ligand docking results of the first, second and third activation steps of cyclobutane and 
cyclobutene nucleoside analogues carried out in our research group. 
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The development of novel chemotherapeutic agents based on carbocyclic nucleoside 

analogues continues to be of great importance in drug design. In particular, cyclohexenyl and 

conformationally locked nucleoside analogues, which mimic the conformational behaviour of 

their endogenous counterparts, seem to be potential as antiviral agents. Some examples, such 

as both enantiomers of Cyclohexenyl G (DCG and LCG) or D-iso-MCT, have been reported to 

display anti-HSV activity (Figure II-1). In addition, the synthesis of new six-membered 

carbocyclic nucleosides is still a challenge due to the complexity of their stereoselective 

synthesis. 

 

Figure II-1. Nucleoside analogues with potent antiviral activity. 

In recent years, protein-ligand dockings have arisen as a powerful tool for the rational 

design of biologically active compounds, being able to predict the binding affinity of drug 

candidates to their targets before the synthesis. 

The main objective of this dissertation is to perform the rational design by means of 

molecular docking and the synthesis of a series of six-membered carbocyclic nucleosides based 

on the skeleton of D- and L-Cyclohexenyl G as anti-herpes virus agents. This objective can be 

divided into three different parts that are briefly outlined below. 

 OBJECTIVE 1: Molecular modelling pre-study for the design of anti-HSV novel 

carbocyclic nucleosides 

Our research group studied the whole activation process of previously synthesised 

nucleoside analogues by means of protein-ligand docking in order to rationalise their antiviral 

activity against different viruses, such as HSV. Taking advantage of the knowledge gathered in 

this study about the mechanism of action of HSV, a first class of cyclohexenyl nucleoside 

derivatives are envisaged to study their activation process through molecular modelling and 

select those with higher potential. More specifically, different cyclohexenyl and 

bicyclo[4.1.0]heptane nucleosides are planned to be investigated as anti-HSV agents (Figure II-

2). Cyclopropane-fused derivatives are also selected with the aim of studying the effect of 
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replacing the double bond of the cyclohexene with a fused cyclopropane, which could confer 

more flexibility to the carbocycle while still mimicking cyclohexene conformations. Both 

enantiomers of these nucleosides are planned to be studied considering the precedent of D- 

and L-Cyclohexenyl G, which were both active. Both pyrimidine and purine candidates are 

considered, while known antiviral compounds dT, ACV, DCG and LCG will be used as reference 

compounds to validate the results (benchmarks).  

 
Figure II-2. Nucleoside analogues to be studied as candidates against HSV-1. 

With this purpose, we aim to evaluate their drug-likeness and analyse the activation 

process by which nucleosides are converted into the triphosphorylated derivatives.  

The computational study would lead to a list of potential prodrug candidates and after 

analysing the results, we would select those candidates more prone to be triphosphorylated 

with the aim of synthesising them.  

 

 

Benchmarks

Pyrimidine compounds

Purine compounds
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 OBJECTIVE 2: Synthesis of bicyclo[4.1.0]heptane nucleoside analogues 

The second objective is devoted to the enantioselective synthesis of 

bicyclo[4.1.0]heptane nucleoside analogue 2, following a similar strategy reported by our 

research group (Scheme II-1). The synthesis would start with a monoprotection of the 1,4-

cyclohexanedione 7, followed by an oxidation to enone and successive asymmetric reduction 

of the carbonyl to afford allylic alcohol 8. Then, a cyclopropanation followed by a protection of 

the alcohol would furnish 9, which would be converted into the key intermediate 10 after the 

hydrolysis of the ketal. Subsequent modifications of 10 would lead to bicyclo[4.1.0]heptane 

nucleoside analogue D-2.  

  
Scheme II-1. Synthetic pathway foreseen to prepare bicyclo[4.1.0]heptane nucleoside analogues. 

 OBJECTIVE 3: Study of antiviral activity of prodrug candidates 

Finally, these synthesised nucleoside analogues would be screened for antiviral activity 

against different viruses, such as HSV. 

In order to rationalise their antiviral activity additional modelling is required to 

investigate the interaction with the target. In particular, a protein-ligand docking study of the 

triphosphorylated candidates into the target would be performed. 
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1. Introduction 

Medicinal chemistry pursues the design and synthesis of novel and effective 

pharmaceutical agents with a desired biological effect on the human body or some other living 

system. Drugs have been defined as “compounds which interact with a biological system to 

produce a biological response”.1 This biological response is related to several molecular 

variables such as its absorption, metabolism and interaction with its target. The major drug 

targets are normally large molecules (macromolecules), such as lipids, carbohydrates, nucleic 

acids and proteins. These macromolecules have a binding site into which the drug fits (Figure 

III-1). The study of this interaction and the pharmacological effect that is produced is known as 

pharmacodynamics.1 

 

Figure III-1. Representation of the surface of a protein (in purple) with the crystallized ligand (in green; PDB code: 
1VTK). 

Nucleoside analogues as those that are objective of this work are prodrugs. This means 

that, they must be converted into their active form in order to interact with their physiological 

target. This process of activation consists of three phosphorylation steps catalysed by different 

kinases.2 Once nucleoside analogues have been triphosphorylated, successful candidates 

interact with the viral polymerase to gain antiviral activity.  

As stated in Chapter I, the development of new antiviral agents is time consuming. 

However, the application of computational techniques in medicinal chemistry during the last 

decades has allowed the study of biological molecules and their biological processes at the 

atomic level. Molecular modelling techniques have become a useful tool in drug discovery and 

development. 3 

Binding site
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In general, computational approaches for the study of the biological activity of chemical 

compounds can be divided into two branches: ligand-based and structure-based.4 Ligand-

based approaches, such as quantitative structure-activity relationship (QSAR) models, rely on 

the knowledge of a set of chemicals for which certain activities towards a given target are 

known (binding, inhibition values, etc.). Based on physico-chemical descriptors related to these 

ligands, one could dress predictive models without structural knowledge of the target. On the 

other hand, structure-based approaches, such as protein-ligand docking, may be used when 

the three-dimensional structure of the biological target is available, and the substrate activity 

can be extrapolated from the interactions of the ligand in the binding site. Those modelling 

provide with a real size model of the interaction and consider both chemical and biological 

partners. However, their viability is extremely dependent on the amount of experimental 

structures of the targets available for the project.  

The Protein Data Bank (PDB, http://www.rcsb.org/pdb/) is a worldwide archive of 

structural data of large biological molecules, including proteins and nucleic acids, established 

at Brookhaven National Laboratories (BNL) in 1971 as an archive for biological macromolecular 

crystal structures. Each data entry contains the atomic coordinates of the structure as well as 

pertinent information of the structure such as species from which the molecule has been 

obtained, experimental details or related literature citations. The Protein Data Bank has 

become a milestone in molecular modelling, since all the crystallographic protein–ligand 

structures used in the molecular modelling studies have been retrieved from this repository.  

The activity of a drug relies on its bioavailability, which is defined as the amount of drug 

that is actually absorbed from a given dose. In order to avoid unnecessary work synthesising 

inactive molecules, Lipinski et al. proposed a set of four rules that would predict whether a 

molecule was likely to be orally bioavailable.5 These rules were derived from an analysis of 

2245 compounds from the World Drug Index (WDI) aimed at identifying features that were 

important in making a drug orally active. The Lipinski’s rules state that a good candidate 

compound should present:  

- a molecular mass less than 500 

- a calculated value of logP less than 5 (P is the octanol-water partition ratio used to 

represent molecular lipophilicity) 

- less than 10 hydrogen bond acceptor groups 

- less than 5 hydrogen bond donor groups    
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These four physico-chemical parameter ranges were named the “rule of 5” because the 

cut-off points for each of the four parameters were all multiple of 5. This ligand-based 

approach has been widely used in the synthesis of new drugs as a useful tool, but it does not 

always work. Some orally active therapeutic compounds, such as some antibiotics, antifungals, 

vitamins and cardiac glycosides, do not obey the “Lipinski’s rule of five”.  

Once the drug absorption is predicted, the interaction with its biological target may be 

analysed by means of molecular modelling. The next section outlines a few general principles 

about molecular modelling techniques aimed at modelling biological macromolecules and their 

interaction with small molecules. A more extensive description of these techniques is given in 

the computational methods.  

1.1. Molecular modelling of biological macromolecules 

Molecular modelling is used to calculate the structure, the energy and any related 

properties of molecules. Methods used in this field can be mainly split into two categories: 

molecular mechanics (MM) and quantum mechanics (QM). Molecular mechanics use 

equations based on classical physics to calculate force fields and apply them to nuclei without 

considering the electrons. Molecules are treated as charged spheres (the atoms) joined 

together by springs (the bonds). By contrast, quantum mechanics use equations based on 

quantum physics to calculate the properties of a molecule by considering the interactions 

between electrons and nuclei. Unlike molecular mechanics, atoms are not treated as solid 

spheres and electrons are included in the calculations. As a result, MM is faster and less 

intensive on computer time than QM but it cannot treat the reactivity of the system.  

The method of calculation chosen depends on what calculation needs to be done as well 

as the size of the system to be studied. Thus, molecular mechanic methods are normally used 

for the study of macromolecules containing thousands of atoms such as proteins, whereas 

quantum mechanics are normally restricted to small systems. In the context of 

macromolecules, due to the high degrees of freedom of the system, some approximations 

should be considered in order to reduce the computational cost. In these cases, a common 

solution consists in using simplified force fields centered on non-covalent terms (scoring 

functions) and reducing the number of degree explored during the conformational search. 

Molecular docking, which is based on these premises, is one of the most widely used 

techniques on this field.6–9 
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Molecular docking can be defined as the prediction of the structure of a complex of two 

or more molecules. Nowadays, molecular docking has a wide variety of applications in drug 

discovery, such as structure-activity studies, lead optimization and the discovery of potential 

leads by virtual screening, since it offers a relatively fast and economic alternative to standard 

experimental techniques, allowing the in silico prediction of the binding modes and affinities 

for molecular recognition.  

Normally, molecular docking is performed between a small molecule (the ligand) and a 

target macromolecule (the protein, also called receptor), which is known as a protein-ligand 

docking. Pioneered during the early 1980s,10 it remains an active area of research as it has 

demonstrated to be a valuable tool for drug discovery programs.11–13  

The main goal of the present chapter is to perform a rational design of novel nucleoside 

analogues as antiviral agents based on a series of computational approaches. As most of this 

work will be carried out using protein-ligand docking, in the next subsections, a brief overview 

of docking techniques is presented, including their limitations. 

1.1.1 Protein-ligand docking 

The aim of protein–ligand docking is to predict the most favoured ligand conformations 

and orientations (commonly referred as poses, binding modes or, simply, solutions) when it is 

bound to a given target protein and estimate the binding affinity. This way, we can obtain a 

model of the ligand-protein complex structure, which can be used for the prediction of the 

biological activity of the system.  

A docking simulation can be divided into four different processes: (1) identification of 

the physicochemical features of the binding site and the ligand; (2) exploration of the 

conformational space available to the ligand in the binding site and subsequent generation of 

protein–ligand complexes; (3) calculation of the binding energies between the ligand and the 

protein; and (4) ranking the solutions using a scoring function (Scheme III-1). Steps (2) and (3) 

are closely related, since most docking programs calculate the binding energies of the 

orientations while they are being generated, to guide the search towards the best poses. 
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Scheme III-1. Schematic representation of a docking procedure.  

Docking protocols can be described as a combination of two components: a search 

algorithm and a scoring function. The search algorithm is related to the examination of the 

conformational space in the receptor and the generation of a number of ligand orientations in 

the protein binding site whereas the scoring function is designed to evaluate and rank the 

binding modes predicted on the basis of the search algorithm. Then these poses have to be 

analysed to evaluate if they are in good agreement with the known requirements of the target 

protein. The mathematical details and principles of these algorithms are described in more 

detail in the computational methods.  

1.1.1.1.  Limitations 

Despite protein–ligand dockings have become a useful tool in drug discovery, they 

present several limitations. Even though dockings approaches have achieved several 

improvements in both search algorithms and scoring functions, one of the major limiting 

factors are weak accuracies in the scoring function. This limitation is due to the numerous 

simplifications that are assumed to allow the computational evaluation of the ligand affinity of 

an extremely large number of poses. For instance, in most scoring functions entropy, solvent 

effects and electrostatic interactions are completely neglected or at least not fully accounted 

for.8,9 It is true that in some scoring functions rotational entropy14,15 and solvation16–18 

contributions have been included in order to tackle these limitations, but these terms are only 

partial descriptions of the real entropic and solvation effects occurring on protein–ligand 

binding.  

In addition, there are also some limitations when water molecules and metals are 

important in protein-ligand interactions. Despite the fact that water molecules and metals can 

play an essential role in ligand-protein binding, they are normally not taken into account when 

performing docking studies.8,11 The most successful docking algorithms are nowadays able to 

introduce explicit water molecules in their runs,19–21 and many programs also have optimized 

metal ion parameters to take them into consideration during the calculations.22–24 However, 
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dealing with metals and water in protein binding sites is still one of the major challenges in this 

field. 

The flexibility of the protein receptor is another relevant limitation of current molecular 

docking programs.6,8,25–28 An ideal docking should consider both the protein and the ligand 

flexible, which means that a large number of degrees of freedom are needed: translation and 

rotation of one molecule relative to another, which involves 6 degrees of freedom, as well as 

the internal conformational degrees of freedom of both the ligand and the receptor. This is 

impractical due to the size of the search space, so several docking methods follow the 

assumption that protein structures are rigid entities and thus there are no structural changes 

during the binding process, which is based on the “lock and key” theory postulated by Emil 

Fischer in 1894 (Figure III-2).29 In this model, Emil suggested that both the enzyme and the 

substrate have specific geometric shapes that fit exactly into each other. However, although 

this model explains enzyme specificity, it does not explain the stabilization of the 

corresponding transition state that enzymes achieve. In 1958, Daniel Koshland suggested a 

slight modification to this theory and postulated the “infuced fit” theory (Figure III-2).30 He 

proposed that the binding of the substrate induces conformational changes in the active site of 

the protein, due to multiple weak interactions with the substrate. Nowadays, more modern 

theories based on the “conformational selection” model are well established, in which the 

protein is described as an ensemble of differently populated conformations in equilibrium, and 

postulating that the ligand selects the most favoured conformation.27,31–33 It is worth noting 

that this specific conformation does not have to be the most populated.  

 

Figure III-2. Simplified representation of the three main models for protein–ligand binding. 

In order to model protein flexibility several approximations have been applied,6,25–27 

which can be divided in two main groups: models in which only the binding site of the protein 

is set flexible (local) and models which simulate the flexibility as a whole (global). The soft-

Lock and key Induced fit

E

Conformational selection

Ligands

Protein

Lock and key Induced fit Conformational selection

Protein

Ligands



         III. Molecular modelling pre-study for the design of anti-HSV novel carbocyclic nucleosides 

49 
 

docking method was the first one able to include local protein flexibility by decreasing the van 

der Waals repulsion energy term between the atoms in the binding site and those in the ligand 

which allows some overlap between the ligand and the protein (Figure III-3).34 However, this 

method can account for only small conformational changes. Another approximation to include 

partial protein flexibility consists in the use of a library of discrete rotameric states for each 

type of side chain (Figure III-3).35  

     

Figure III-3. Methods developed to model local protein flexibility: (a) soft-docking and (b) use of rotamers (original 
residues shown in grey and rotamers in yellow). 

Regarding full protein flexibility, there are several approaches to deal with that problem. 

One of the most widely used approaches consists in a generation of an ensemble of rigid 

protein structures to represent different possible conformational changes of the protein.6 

These structures can be obtained from multiple crystal structures, NMR studies or be 

generated by computational techniques, such as molecular dynamic simulations and Monte 

Carlo simulations.26  

Despite these limitations, molecular dockings are nowadays widely used in medicinal 

chemistry because they are capable of predicting known ligand binding modes with average 

accuracies of about 1.5-2.0 Å and success rates in the range of 70-80%.8 

1.1.1.2. Protein-ligand docking: inhibition versus activation 

Protein–ligand docking is a widely-used computational tool in drug discovery for the 

design of novel potential drug candidates as inhibitors of enzymes.36 In this field, dockings are 

normally applied in two different ways: to study the interactions of a given compound with its 

biological target and thus design new drug candidates based on these interactions, or to 

evaluate the interactions between a large set of compounds and a biological target, which is 

used to select only a small number of them as possible leads.37–39  
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Although dockings are widely used to study binding interactions, they are not optimised 

for catalytic processes since they are based on the use force fields to calculate binding 

affinities and thus cannot study reactivity (i.e. no transition states can be determined). 

Another limitation is when metal ions are involved in catalysis. It is really complex to consider 

metal ions in catalytic docking procedures and they are only taken into account structurally.  

However, dockings can be used to catch pre-catalytic structures if enough structural 

knowledge is available on the catalytic mechanism and assuming into the computation that:  1) 

pre-reactive structures should not be far for the main binding mode (one of the lowest energy 

solutions could react) and 2) the reactive groups are well located (residues, phosphates, etc.) 

so that the reaction occurs. The use of docking into the prediction of catalytically competent 

orientations is extremely increasing but still remains a complex exercise. 

An additional complexity in antiviral nucleoside prodrugs is their activation through 

successive catalytic processes, since they required an analysis of the binding affinity of the 

prodrugs to the enzymes as well as the catalytic features of the whole activation process. In 

other words, not only the binding affinity of the prodrugs to the enzyme is important for their 

activation but also the pre-catalytic orientation of the ligand into the binding site for several 

enzymes one step at the time. Nowadays, protein-ligand dockings are also used in multi-target 

approaches, in which one or more compounds are docked into different receptors.36 The 

activation process of prodrugs such as nucleoside analogues may be studied as a cascade 

docking, which means all the activation steps could be successively studied considering multi-

receptor approaches.   

2. Molecular modelling pre-study for the design of anti-HSV 

novel carbocyclic nucleosides 

Herpes simplex virus (HSV) infections are still among the most frequent human diseases 

despite many nucleoside analogues are currently used for their treatment.6 In this field, 

cyclohexenyl nucleosides are a promising class of antiviral compounds, wherein replacement 

of the oxygen atom of the furanose ring by a double bond induces annular flexibility, similar to 

that of the regular nucleoside.43 As previously mentioned, it has been reported that both 

enantiomers of Cyclohexenyl G (DCG and LCG) display antiviral activity against some herpes 

viruses (HSV-1, HSV-2, VZV, CMV) (Figure III-4).44  
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Figure III-4. Structures of D- and L-Cyclohexenyl G. 

Taking advantage of a preliminary computational study for the rational design of 

carbocyclic nucleoside analogues as anti-HSV agents carried out in our research group,45 and 

the knowledge that the conformational behaviour of the cyclohexene ring is similar to that of 

the natural furanose, we decided to perform a rational drug design of a series of carba-

nucleosides based on the skeleton of a cyclohexene moiety (Figure III-5) and study the effect of 

different modifications, such as the fusion of a cyclopropane ring to the cyclohexene, which 

could confer more flexibility to the carbocycle while still mimicking cyclohexene conformations 

(compounds type 3, Figure III-5). Other structural features to be evaluated would be the 

simultaneous presence of an insaturation and a cyclopropane in the cyclohexane ring 

(compounds type 4 and 5, Figure III-5) and the direct attachment of the hydroxyl moiety to the 

carbocycle (compound type 5, Figure III-5) discarding the methylene linker unit present in 

Cyclohexenyl G. Regarding the precedent of Cyclohexenyl G, both enantiomers of these 

nucleosides were also suggested to be studied. 

 

Figure III-5. Nucleoside analogues for the rational design. 

2.1. Computational details 

Protein-ligand dockings were used to predict all binding modes and energies. Those 

calculations were performed with the docking program GOLD (version 5.2.2),46 and the scoring 
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function used was ChemPLP.47 Molecular graphics and visualization of docking results were 

performed with the UCSF Chimera package.48  

The three-dimensional structures of the ligands were initially optimized using the Marvin 

work package49 and the Merck molecular force field (MMFF) minimization.50 Some 

modifications on the available PDB structures of the proteins must be performed with UCSF 

Chimera before carrying out the docking calculations. When the structures presented more 

than one identical subunit, duplicate parts were removed. All crystallographic waters, ions and 

ligands were also deleted from each enzyme. Hydrogen atoms were added, the protonation 

state of the histidine residues was checked manually and atom charges were assigned for the 

Amber force field using the Antechamber plugin of USCF Chimera.51 

The centre of the binding site in the X-ray structures was used as the central point of the 

docking cavity, the radius of which varies for each enzyme (Table III-1). A series of residues in 

the binding pocket were set as flexible (Table III-1) by using the rotameric rotation scheme 

implemented in GOLD program.52 Ligand flexibility was also considered in all the cases. 

Table III-1. PDB structures and computational details of the docking calculations. 

Enzyme 
PDB 
code 

Chain 
Crystallized 

ligand 
Centre of the 
cavity (radius) 

Flexible 
residues 

HSV-1 TK 1KIM A dT 
Tyr-172, CD2 

(20 Å) 
His-58, Lys-62, 

Glu-83, Arg-222 

HSV-1 TK 2KI5 A ACV 
Tyr-172, CD2 

(20 Å) 
His-58, Lys-62, 

Glu-83, Arg-222 

HSV-1 TK 1VTK A 
dTMP  

(+ ADP) 

Tyr-172, CD2 
(20 Å) 

His-58, Lys-62, 
Glu-83, Arg-222 

Mouse GMPK 1LVG A GMP (+ ADP) 
Asp-101, CG 

(10 Å) 
Ser-37, Arg-41, 

Tyr-53 

Dictyostelium 
discoideum NDPK 

1NDC A dTDP 
Lys-16, NZ 

(11 Å) 
- 

Human NDPK 1NUE AB GDP 
Lys-12, NZ  

(13 Å) 
- 

 
Finally, each nucleoside was docked into each enzyme and 20 predicted orientations 

were obtained and ranked (50 predicted poses for the third phosphorylation step for both 

pyrimidine and purine compounds). The results were analysed both in structural and energetic 

terms, checking how many binding modes (from the 20 poses predicted for each compound) 
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were consistent with a catalytic orientation, and if their corresponding binding energies were 

similar or even lower than those of the reference compounds (benchmarks). We therefore 

consider that those orientations are consistent with the catalysis. 

2.2. Activation process 

As mentioned in the introduction of the present dissertation, nucleoside analogues are 

prodrugs that must be converted into their triphosphorylated derivatives by three different 

kinases before interacting with their biological target.  

In the case of HSV, the first phosphorylation step is carried out by a nucleoside kinase 

coded by the virus itself, which enables the selectively recognition of nucleoside analogues by 

the viral enzyme but not by its human counterpart.53,54 The whole activation process in HSV-1 

infected cells is catalysed by the following kinases: HSV-1 thymidine kinase (HSV-1 TK) for the 

first phosphorylation step; HSV-1 TK and human guanylate kinase (GMPK) for the second 

phosphorylation of pyrimidine and purine derivatives, respectively, and human nucleoside 

diphosphate kinase (NDPK) for the third phosphorylation (Scheme III-2). 

 

Scheme III-2. Kinases involved in the activation of pyrimidine (represented by dT) and purine analogues 
(represented by ACV) in HSV-1 infected cells. 

Once nucleosides are triphosphorylated, they have to interact with HSV-1 DNA 

polymerase, which is the enzyme responsible for the DNA replication of HSV-1, to block the 

viral replication.55 

Before studying the activation process of compounds 1-6 proposed, their drug-likeness 

should be evaluated. The evaluation of compounds 1-6 was carried out according to the 

“Lipinski’s rule of 5”. The standard molecular descriptors of all these compounds as well as dT, 

ACV and both enantiomers of Cyclohexenyl G, were calculated with the ChemBioOffice 

package.56 The full series of compounds responds positively to the criteria, which supports 

their good drug-likeness (Table VII-1, Chapter VII). 

Once their drug-likeness was studied, protein–ligand docking calculations on HSV-1 TK, 

GMPK and NDPK were performed using crystallographic structures available with natural 

ligands or approved antiviral drugs (Table III-2). 
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Table III-2. PDB structures used to study the activation process of novel nucleoside analogues. 

Enzyme Organism 
PDB 
code 

Crystallized ligand Docking calculations[a] 

TK HSV-1 1KIM 

 
dT 

D-1-T, L-1-T, D-2-T, L-2-
T, D-3-T, D-4-T, L-4-T,  
D-5-T, L-5-T and D-6-T 

TK HSV-1 2KI5 
 

ACV 

D-1-G, L-1-G, D-2-G, 
L-2-G, D-3-G, D-4-G,  

L-4-G, D-5-G, L-5-G and 
D-6-G 

TK HSV-1 1VTK 

 
dTMP (+ ADP) 

D-1-TMP, L-1-TMP,  
D-2-TMP, L-2-TMP, 
D-3-TMP, D-4-TMP,  
L-4-TMP, D-5-TMP,  

L-5-TMP and D-6-TMP 

GMPK Mus musculus 1LVG 

 
GMP (+ ADP) 

D-1-GMP, L-1-GMP,  
D-2-GMP, L-2-GMP,  
D-3-GMP, D-4-GMP,  
L-4-GMP, D-5-GMP,  

L-5-GMP and D-6-GMP 

NDPK 
Dictyostelium 

discoideum 
1NDC 

 
dTDP 

D-1-TDP, L-1-TDP,  
D-2-TDP, L-2-TDP,  
D-3-TDP, D-4-TDP,  
L-4-TDP, D-5-TDP,  

L-5-TDP and D-6-TDP 

NDPK Homo sapiens 1NUE 
 

GDP 

D-1-GDP, L-1-GDP,  
D-2-GDP, L-2-GDP,  
D-3-GDP, D-4-GDP,  
L-4-GDP, D-5-GDP,  

L-5-GDP and D-6-GDP 
[a]

 MP and DP stand for monophosphorylated and diphosphorylated compounds, respectively. 

The series of nucleoside analogues 1-6 were docked into the active site of each kinase. 

Calculations with dT, ACV, DCG and LCG were also performed to provide with structural and 

energetic benchmarks. Docking results were analysed both in structural and energetic terms, 

checking how many binding modes (from the 20 poses predicted for each compound) were 
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consistent with a catalytic orientation, and if their corresponding binding energies were similar 

or even lower than those of the reference compounds (benchmarks). 

2.2.1.  1st phosphorylation step 

 

 

 

 

The first phosphorylation step is catalysed by herpes simplex virus type 1 thymidine 

kinase. HSV-1 TK (EC number: 2.7.1.21) is a key enzyme in the HSV metabolism, being 

responsible for promoting the transfer of the γ-phosphate group from ATP to the 5’-OH group 

of thymidine. In contrast to other thymidine kinases that are highly specific, HSV-1 TK acts as 

phosphorylating agent toward a wide variety of nucleoside analogues,53,54,57,58 is able to 

phosphorylate not only pyrimidine nucleosides59–61 but also purine analogues,53,54,62 to accept a 

large diversity of sugar moieties42,53,54,61–63 as well as catalyses the introduction of the first and 

second phosphate to pyrimidine analogues.2,59,64 ATP is the common phosphate donor of this 

enzyme, but it also shows high affinity for others, such as cytidine, uridine and guanosine 

triphosphate and their deoxy analogues.65  

2.2.1.1. HSV-1 TK crystallographic structures 

To date, there are almost 40 crystallographic structures of HSV-1 TK available: in its apo 

and holo formsa as well as for wild type and mutagenic forms. Those holo forms containing dT 

and ACV were selected for the study of pyrimidine and purine analogues, respectively (Table 

III-1). These crystallographic structures containing a substrate represent a good approximation 

to take into account the required structural pre-organization of the enzyme for the catalysis.  

HSV-1 TK is a homodimeric enzyme with 376 residues per monomer.57,66 Each subunit 

consists of 13 α-helices, two 310-helices and seven β-sheets (Figure III-6). The five-stranded 

parallel β-sheet forms part of the core of the enzyme, which contains the active site.57,67 This 

active site consists of a nucleoside binding region and an ATP.68 It is worth noting that while in 

most of the kinases the donor and the acceptor normally bind in a non-ordered manner, in 

HSV-1 TK dT is first bound and so the first and second phosphorylation steps can occur 

successively with the phosphate acceptor remaining at its position.65,66  

                                                
a  The apo form is the structure of the protein without any ligand bound whereas the holo form is the structure of 
the protein in complex with the ligand or a cofactor.  
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Figure III-6. HSV-1 TK crystallized with dT (pink) in its binding site (PDB code: 1KIM). 

The interactions between dT and HSV-1 TK in the binding site (PDB code: 1KIM)57 are 

detailed in Figure III-7. The nucleobase moiety is sandwiched between Met-128 and Tyr-172,68 

and it is stabilized by pairwise hydrogen bond interactions with Gln-125 as well as by two 

water-mediated hydrogen bonds with the side chain of Arg-176. The 5-methyl group of the 

pyrimidine ring is placed in a hydrophobic environment formed by Tyr-132, Ala-167 and Ala-

168. The sugar moiety interacts with the protein via its hydroxyl groups. The 3’-OH makes 

hydrogen bond interactions with Tyr-101 and Glu-225, whereas its 5’-OH is hydrogen bonded 

to Arg-163 and Glu-83.  

It is worth highlighting that Glu-83 is the responsible for the activation of the 5’-OH by 

deprotonating it to make it a better nucleophile,58,68,69 so that phosphorylation can take place.  

  
Figure III-7. Representation of the main interactions of dT in HSV-1 TK binding site (PDB code: 1KIM). Hydrogen 
bonds between dT and residues are depicted as dotted lines and the catalytic residue Glu-83 is depicted in maroon. 
Images generated using ChemBioOffice56 software (left) and UCSF Chimera48 package (right). 
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ACV was chosen as a reference for the study of purine analogues. The binding mode of 

ACV (PDB code: 2KI5)70 is similar to that of dT (Figure III-8). The main difference is that Gln-125 

has rotated 180º its amide to interact via hydrogen bond with the purine ring. According to the 

X-ray structure, the acyclic moiety of ACV can assume two distinct orientations, each of them 

matching to the previously described poses of the 3’-OH and 5’-OH of dT.70 But knowing that 

Glu-83 activates the hydroxyl, only the conformation in which the OH is pointing towards Glu-

83 is considered a phosphorylation orientation. 

 
Figure III-8. Representation of the main interactions of ACV in HSV-1 TK binding site (PDB code: 2KI5). Hydrogen 
bonds between ACV and residues are depicted as dotted lines and the catalytic residue Glu-83 is depicted in 
maroon. Images generated using ChemBioOffice56 software (left) using UCSF Chimera48 package (right). 

Both HSV-1 TK structures described do not contain ATP in the binding site but a sulphate 

anion, which is located in the putative position of the β-phosphate of ATP, close to the 5’-OH 

function of dT.71  

Summarising, it is postulated that the interaction energy between the substrate and 

HSV-1 TK derives mainly from the interaction with six residues: Glu-83, Tyr-101, Gln-125, Met-

128, Tyr-172 and Glu-225.58,67,72 Thus, the predicted orientations must present most of these 

interactions with the substrate to be compatible with the catalysis, including a close enough 

position of the 5’-OH to Glu-83.   

2.2.1.2. Docking results 

The docking protocol was validated by carrying out docking calculations of the 

crystallized ligands dT and ACV into the corresponding HSV-1 TK X-ray structures. The lowest 

energy poses were perfectly overlapped to the ligand poses in the crystallographic structures, 

and thus dT and ACV were used as benchmarks for pyrimidine and purine analogues, 

respectively. The corresponding binding energies are -70 score units for dT and -63 score units 
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for ACV. The higher binding energy values of ACV compared to dT is due to the low affinity to 

HSV-TK.57,62,70  

▪ Pyrimidine nucleoside analogues 

Most of the predicted binding modes of D-1-T and L-1-T are compatible with the 

catalysis (Figure III-9). The lack of interactions with Glu-225 and Tyr-101 due to the absence of 

a 3’-OH is not considered restrictive for the catalysis, since the same behaviour is observed for 

ACV.70 In the case of L-1-T, the majority of the binding modes overlapped with the natural 

ligand dT, whereas for D-1-T, most of the poses showed a slight displacement of the base due 

to the flexibility of some residues of the binding site, mainly Glu-83, which  actually forms a 

hydrogen bond with the ligand and is the catalytic residue. Similar binding energies are 

calculated for both D- and L- enantiomers of 1-T with respect to dT, being -70 and -67 score 

units, respectively. 

 
Figure III-9.  D-1-T (left) and L-1-T (right) in pink superimposed to crystallographic dT (blue) in HSV-1 TK (PDB:1KIM, 
X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Similarly, most of the predicted complexes of D-2-T and L-2-T are properly posed for the 

catalytic activity of the enzyme (Figure III-10), and their binding energies are similar or even 

lower to those of dT, being -73 and -70 score units, respectively.  Again, there is a slight 

displacement of the base and the carbocycle but the hydroxymethyl group is still orientated 

toward Glu-83, which is responsible for its activation. These results showed that the presence 

of a fused cyclopropane ring does not alter the binding mode of the nucleosides in this 

enzyme. 
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Figure III-10. D-2-T (left) and L-2-T (right) in pink superimposed to crystallographic dT (blue) in HSV-1 TK (PDB:1KIM, 
X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Docking calculations on D-3-T showed that it is likely to be phosphorylated and the 

corresponding binding energy is -73 score units, which is lower than the binding energy of the 

benchmark. Although this compound presents a 4’-OH which resembles the 3’-OH of the 

natural furanose, there is no hydrogen bond interaction with Tyr-101 and Glu-225 but with 

Arg-163.  

Concerning D-4-T and L-4-T, the binding energies are similar to those of dT, being -68.9 

score units in both cases, and their predicted complexes are consistent with the catalysis 

(Figure III-11).  

 

Figure III-11. D-4-T (left) and L-4-T (right) in pink superimposed to crystallographic dT (blue) in HSV-1 TK (PDB:1KIM, 
X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Regarding D-5-T and L-5-T, in which the hydroxymethyl group of the natural nucleoside 

is replaced by a hydroxyl, most of the low energy binding modes are in agreement with the 
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catalysis. However, in the case of D-5-T the corresponding binding energies are higher with 

respect to dT, being between -64 and -59 score units. Therefore, D-5-T is less prone to be 

phosphorylated than L-5-T. 

Finally, docking calculations on D-6-T showed that most of the predicted poses were 

both structurally and energetically compatible with the catalysis, being the phosphoryl transfer 

plausible to occur. 

In most of the cases, there is a slight displacement of the base and sugar moiety due to 

the flexibility of the Glu-83 residue. Despite the lack of interaction with Tyr-101 and Glu-225 as 

a consequence of the absence of the 3’-OH, most predicted orientations overlapped with 

those of the benchmark and in all cases, the interaction with the catalytic residue Glu-83 is 

observed. Therefore, our docking analysis suggests that all the pyrimidine derivatives 

considered in this work at the first instance are likely to be converted into their 

monophosphorylated derivatives by HSV-1 TK. 

▪ Purine nucleoside analogues 

Regarding purine analogues, docking calculations on both enantiomers of Cyclohexenyl 

G (DCG and LCG) were also carried out and similar poses to ACV were obtained (Figure III-12), 

validating the use of DCG and LCG together with ACV as benchmarks. Their binding energies 

are -66 and -65 score units, respectively. 

 

Figure III-12. DCG (left) and LCG (right) in pink superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB: 2KI5, 
X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 
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Docking calculations on purine derivatives led to two different behaviours: D- and L-1-G, 

D- and L-2-G and D-3-G are more prone to be phosphorylated while both enantiomers of 4-G 

and 5-G, and D-6-G are not.  

Concerning both enantiomers of 1-G, most of the predicted binding modes of D-1-G are 

compatible with the catalysis with binding energies between -65 and -56 score units, while a 

few binging modes of compound L-1-G in HSV-1TK binding site are in agreement with the 

catalysis (Figure III-13). A displacement of the base and the carbocycle is observed, but there 

are interactions between the base and Gln-125 and also between the hydroxymethyl group 

and Glu-83, which is responsible for the deprotonation.  Thus, the phosphorylation of L-1-G is 

less likely to happen than for D-1-G but based on the approximation used in this protocol one 

cannot discard that it could actually occur.  

  

Figure III-13. D-1-G (left) and L-1-G (right) in pink superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB: 
2KI5, X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, 
crystallographic waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the 
ligand. 

Similarly, the predicted complexes of both enantiomers of cyclopropane-fused 

derivatives 2-G are consistent with the catalytic activity of the enzyme (Figure III-14), and the 

corresponding energies are lower than those of the ACV, being -70 score units for D-2-G and -

65 score units for L-2-G. In both cases, the base is properly posed and the hydroxymethyl 

group is interacting with Glu-83 via a hydrogen bond. 
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Figure III-14. D-2-G (pink) superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB: 2KI5, X-ray residues shown 
in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are not shown 
and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

By contrast, docking calculations on D-3-G led to two different orientations: one in which 

the base and the carbocycle are displaced and leads to hydrogen bonds with Gln-125 far weaker, 

and also the hydroxymethyl group and 3’-OH are pointing towards Glu-83; an another one in 

which the nucleobase is properly posed but the cyclohexanyl conformation has changed to 

pseudo-axial and then both 3’-OH and the hydroxymethyl group are hydrogen bonded to Glu-

225 instead of Glu-83 (Figure III-15). Thus, the phosphorylation is less plausible to happen but it 

is possible.  

 

Figure III-15. D-3-G orientations consistent with the catalysis (left) and D-3-G orientations not consistent with the 
catalysis (right) in pink superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB: 2KI5, X-ray residues shown in 
grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are not shown 
and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 
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Regarding both enantiomers of 4-G, none of the predicted poses were in agreement with 

the catalysis and so they are unlikely to be phosphorylated by HSV-1 TK (Figure III-16). The 

presence of a double bond in the cyclopropane-fused cyclohexane makes it planar and rigid and 

so the hydroxymethyl cannot be oriented towards Glu-83. Instead of that, the hydroxymethyl is 

interacting with Tyr-132. 

 

Figure III-16. D-4-G (left) and L-4-G (right) in pink superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB: 
2KI5, X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, 
crystallographic waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the 
ligand. 

The same behaviour is observed for D-5-G and L-5-G in which the hydroxymethyl group 

was replaced by a hydroxyl. Although the base is properly posed, the cyclohexane moiety is too 

rigid that 5’-OH is far away from Glu-83 and cannot interact with it. As a result, in the case of D-

5-G most of the predicted orientations present an internal hydrogen bond between 4’-OH and 

the nucleobase, whereas in the case of L-5-G the carbocycle has switched and the hydroxyl is 

interacting with Glu-225 via a hydrogen bond (Figure III-17). Therefore, none of them are 

expected to be phosphorylated. 
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Figure III-17. D-5-G (left) and L-5-G (right) in pink superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB: 
2KI5, X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, 
crystallographic waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the 
ligand. 

Concerning D-6-G, docking calculations led to two different orientations:  one in which 

there is an internal hydrogen bond between the hydroxymethyl and the nucleobase and the 

3’-OH is pointed towards Glu-83, and also another one in which the hydroxymethyl group is 

hydrogen bonded to Tyr-132 and Glu-83 is interacting with 4’-OH instead of 3’-OH. However, 

the phosphoryl transfer for this compound does not seem of the most reliable because the 

binding energy is far higher than the reference one (-53 score units for D-6-G and -63 and -66 

score units for ACV and DCG, respectively). Therefore the synthesis of this compound does not 

appear an interesting bet. 

In summary, all pyrimidine derivatives 1-6 are likely to be phosphorylated and so are 

both enantiomers of 1-G and 2-G and D-3-G, whereas the rest of purine compounds are not.  

2.2.2.  2nd phosphorylation step 

 

 

 

 

The second phosphorylation step is catalyzed by two different kinases: HSV-1 TK for 

pyrimidine derivatives and the human GMPK for purine derivatives. GMPK (EC number: 

2.7.4.8) is a monophosphate kinase, which belongs to the nucleoside monophosphate (NMP) 

kinase family, responsible for the phosphoryl transfer from ATP to GMP. 
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2.2.2.1. GMPK crystallographic structures 

There is no crystallographic structure of human GMPK available, but there is one 

structure of the mouse GMPK in complex with GMP and ADP obtained by Sekulic and co-

workers.73 It is worth highlighting that there is a high sequence similarity between human and 

mouse structures (88% identity), which assures that the information of the mouse enzyme is 

directly transferable to its human counterpart. So we decided to use the mouse GMPK 

(mGMPK) structure (PDB code: 1LVG)73 to carry out the docking calculations of the second 

phosphorylation of purine analogues.  

mGMPK is a monomer of 198 residues. It consists of eight α-helices and two β-sheets 

that form three structurally distinct regions, namely the core, LID and NMP-binding region 

(Figure III-18). It is known that this kinase changes its conformation when the substrate and 

ADP are binding, so the structure presenting both the substrate and ADP in its active site is the 

best approximation to consider these conformational changes.  

 

Figure III-18. mGMPK crystallized with GMP (yellow) and ADP (blue) in its binding site (PDB code: 1LVG). 

The interaction between GMP and the enzyme mGMPK in the binding site (PDB: 1LVG) is 

detailed in Figure III-19. The binding mode is different from the HSV-1 TK. The purine ring of 

GMP is hydrogen bonded to Thr-83, Ser-37, Glu-72 and Asp-103. The ribose moiety is stabilized 

via a hydrogen bond between the 2’-OH and Asp-101. The α-phosphate of the substrate is 

hydrogen bonded to Tyr-53, Tyr-81, Arg-41, Arg-44 and Arg-148. It is worth noting that Arg-44 

and Arg-148 are suggested to have a catalytic role in the phosphoryl transfer since they also 

interact with the γ-phosphate of ATP.73 Regarding ADP, its base is interacting via hydrogen 

bonds with Asp-172 and Asn-171, as well as via a stacking interaction with Arg-133. The α- and 

β-phosphates of ADP are hydrogen bonded to Gly-16, Lys-17, Ser-18, Thr-19 and Arg-137.  
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a)  

b)  

Figure III-19. Representation of the main interactions of GMP in mGMPK binding site (PDB code: 1LVG). Hydrogen 
bonds between GMP and residues are depicted as dotted lines and the catalytic residues Arg-44 and Arg-148 and 
their interactions are depicted in maroon. Crystallographic waters and hydrogen atoms are not shown for clarity. 
Images generated using (a) ChemBioOffice56 software and (b) USCF Chimera48 package. 

2.2.2.2.  Docking results 

The second phosphorylation step is carried out by two different kinases: HSV-1 TK for 

pyrimidine compounds and GMPK for purine compounds. Therefore, the analysis of pyrimidine 

and purine derivatives will be presented separately.  

▪ Pyrimidine nucleoside analogues 

The docking study of pyrimidine nucleosides was carried out with a crystallographic 

structure of HSV-1 TK which contains dTMP and also ADP (PDB code: 1VTK)66 because it 

represents a better description of HSV-1 TK state before the second catalytic reaction. The 

docking protocol was validated by carrying out calculations on the crystallized ligand, which 
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confirmed that the lowest energy orientations closely match the crystallographic structure and 

thus validate our docking toll for these compounds. 

It is worth mentioning that the second phosphoryl transfer by HSV-1 TK is more 

restrictive about the presence of a 3’-OH during the catalysis.74 In other words, compounds 

without an alcohol that mimics the 3’-OH and therefore without interactions with Tyr-101 and 

Glu-225 will be less likely to be phosphorylated. In our case, most of the compounds do not 

present any alcohol at a similar position and so what is important to consider in predicted 

poses compatible with the catalysis is that the base is puckered in the right position and the 

phosphate is oriented towards Arg-44 and Arg-148, which are the catalytic residues, and ADP.   

Docking calculations on both enantiomers of 1-TMP and 2-TMP showed that the second 

phosphorylation is in agreement with the catalysis, both structurally and energetically (Figure 

III-20). In all these cases, the base is correctly oriented and the phosphate does not perfectly 

overlap with the crystallographic structure due to the flexibility of the side chains, but it is still 

oriented towards ADP. The corresponding binding energies are -72 and -69 score units for D-1-

TMP and L-1-TMP, and -80 and -67 score units for D-2-TMP and L-2-TMP, which are similar or 

even lower than the reference one (-73 score units).  
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a)  

b)  

Figure III-20. a) D-1-TMP (pink) superimposed to crystallographic dTMP (blue) in HSV-1 TK (PDB: 1VTK, X-ray 
residues shown in grey). b) D-2-TMP (pink) superimposed to crystallographic dTMP (blue) in HSV-1 TK (PDB: 1VTK, X-
ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Docking calculations on D-3-TMP showed two different orientations: one in which the 

base and the phosphate are properly oriented and the 4’-OH is hydrogen bonded to Glu-225 

and the cyclohexane moiety presents a pseudo-equatorial conformation, and another in which 

the base and the phosphate are also properly posed, the 3’-OH is hydrogen bonded to Tyr-172 

and the cyclohexane moiety is in pseudo-axial conformation. In both predicted orientations 

the second phosphoryl transfer is expected to happen. 

Concerning both enantiomers of 4-TMP, the predicted binding modes are compatible 

with the catalytic reactivity of the enzyme. In most poses of both enantiomers, thymine is 

stacked against Tyr-172 and the phosphate is pointed towards ADP, and so the 

phosphorylation is likely to happen. 

A similar behaviour was predicted for D-5-TMP and L-5-TMP, in which several predicted 

orientations were consistent with the catalysis. However, the corresponding binding energies 

(-68 score units for D-5-TMP and -63 score units for L-5-TMP) were higher than the reference 
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one, -73 score units. These results suggest that the phosphoryl transfer is less likely to occur 

but it is still possible. 

Regarding D-6-TMP, docking calculations showed that most of the binding modes are 

not perfectly posed, being the phosphorylation less plausible to occur (Figure III-21). The 

nucleobase does not perfectly overlap the crystallographic structure, the phosphate is pointing 

up and none of the hydroxyl groups are interacting with Tyr-101 and Glu-225. Moreover, the 

binding energy is -66 score units which is higher than the reference one, -73 score units. 

Therefore, the second phosphorylation step is not expected to happen. 

 

Figure III-21. D-6-TMP (pink) superimposed to crystallographic dTMP (blue) in HSV-1 TK (PDB: 1VTK, X-ray residues 
shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are not 
shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

▪ Purine nucleoside analogues 

For purine derivatives, the docking study was performed with the X-ray structure of 

mGMPK previously described (PDB code: 1LVG). The docking protocol was validated by 

carrying out docking calculations of the crystallized ligand, GMP, which confirmed that the 

lowest energy orientations closely match the crystallographic structure. 

Additionally, docking calculations on ACVMP as well as both enantiomers DCGMP and 

LCGMP were also carried out and similar poses to GMP were obtained, validating the use of 

them as benchmarks. The corresponding binding energies are -87, -98 and -93 score units for 

ACVMP, DCGMP and LCGMP, respectively. 

Docking calculations on both enantiomers of 1-GMP and 2-GMP showed that the 

phosphorylation is plausible to occur, since most of the predicted binding modes are 

consistent with the catalysis and the corresponding binding energies are -92, -95, -96 and -98 

score units for D- and L-1-GMP and D- and L-2-GMP, respectively, being similar or even lower 

than those of the references. 
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Similarly, the predicted orientations of D-3-GMP are in agreement with the catalysis, 

both structurally and energetically (Figure III-22). The base is perfectly overlapped and the 

phosphate is pointing towards Arg-44 and Arg-148, which are suggested to have a catalytic 

role in the phosphoryl transfer.  

 

Figure III-22. D-3-GMP (pink) superimposed to crystallographic GMP (blue) in mGMPK (PDB: 1LVG, X-ray residues 
shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are not 
shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Regarding both enantiomers of 4-GMP and 5-GMP, most of the predicted binding 

modes are consistent with the catalysis, and therefore they are likely to be phosphorylated by 

GMPK. The binding energies are -96 and -99 score units for D-4-GMP and L-4-GMP, and -92 

and -99 score units for D-5-GMP and L-5-GMP, respectively, which are similar than those of the 

references. 

Finally, docking calculations on D-6-GMP led to two opposite orientations: one in which 

the base is properly posed and the phosphate is pointing towards ADP, and another one in 

which a rotation of the purine base is observed (Figure III-23). This orientation is stabilized by 

hydrogen bonds between the base and Ser-37 and Tyr-53 as well as the interactions between 

the phosphate and Arg-44. However, the high number of orientations incompatible with the 

catalysis indicated that the phosphoryl transfer is less plausible to happen. 
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Figure III-23. D-6-GMP (pink) superimposed to crystallographic GMP (blue) in mGMPK binding site (PDB: 1LVG, X-ray 
residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

To sum up, a second phosphorylation is likely to occur for almost all the studied 

compounds except for D-6-TMP and D-6-GMP compounds. 

2.2.3.  3rd phosphorylation step 

 

 

 

 

The last phosphorylation step is catalysed by the human NDPK (EC number 2.7.4.6.) for 

both pyrimidine and purine derivatives. It is responsible for the third phosphoryl transfer from 

a nucleoside triphosphate (usually ATP or GTP) to a diphosphate acceptor (NDP) via a ping-

pong mechanism (Scheme III-3). Most kinases bind the donor and the acceptor at two different 

sites and the phosporyl is directly transferred from the donor to the acceptor. But in the case 

of NDPK, the binding site of the donor is the same as the acceptor, which means that the first 

product has to be released from the enzyme before the second substrate comes in.75,76 In 

other words, NDPK binds first the donor, phosphorylates a catalytic histidine residue, then 

dissociates the donor and binds the acceptor and, finally, transfers the phosphoryl group to 

the diphosphorylated substrate.  
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Scheme III-3. Ping-pong mechanism for the activation of diphosphorylated derivatives by NDPK using ATP as the 
phosphoryl donor. E: enzyme; E-P: enzyme-phosphate; NDP: nucleoside diphosphate; NTP: nucleoside triphosphate. 

As the enzyme accepts all common nucleotides and derivatives as substrates, it is a 

major source of precursors for DNA and RNA synthesis in all cells. 

2.2.3.1.  NDPK crystallographic structures 

Human NDPK is responsible for the third phosphorylation of both pyrimidine and purine 

nucleosides. However, human NDPK crystallized structures are only available for purine 

nucleosides. As a result, a slime mold Dictyostelium discoideum NDPK X-ray structure was 

selected for the docking calculations on pyrimidine nucleosides, since the active site and the 

residues involved in nucleotide binding are analogous to its human counterpart with similar in 

vitro properties.77 Thus, docking calculations were performed on a complex of slime mold 

Dictyostelium discoideum NDPK with dTDP (PDB code: 1NDC) for pyrimidine derivatives,78 

whereas for purine derivatives a human NDPK crystallized with GDP was used (PDB code: 

1NUE).77  

NDPK is a homo-hexamer with around 150 residues each subunit (Figure III-24).77 Except 

for minor differences due to crystal packing, all subunits are identical.  

 
Figure III-24. NDPK crystallized with GDP (blue) in its binding site (PDB code: 1NUE). 

The interaction between GDP and human NDPK in the binding site (PDB code: 1NUE) is 

detailed in Figure III-25. The purine base is sandwiched between Phe-60 and Val-112 and 

hydrogen bonded to Glu-152, which comes from an adjacent subunit. The ribose moiety is 
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totally buried in the protein, and the 2’-OH and 3’-OH are interacting via hydrogen bond with 

Lys-12 and Asn-115, respectively. There is also an internal hydrogen bond interaction between 

the 3’-OH and the β-phosphate. The α-phosphate remains accessible to the solvent and it is 

interacting with a magnesium ion, and the β-phosphate is hydrogen bonded to Arg-88 and Thr-

94 and also water-mediated to His-118.  

a)    

b)  

Figure III-25. Representation of the main interactions of GDP in NDPK binding site (PDB code: 1NUE). Hydrogen 
bonds between GDP and residues are depicted as dotted lines and the catalytic residue His-118 is depicted in 
maroon. The crystallographic ion Mg2+ is shown, and Glu-152 of another subunit is shown in orange. Hydrogen 
atoms are not shown for clarity. Images generated using (a) ChemBioOffice56 software and (b) USCF Chimera48 
package. 

The binding mode of dTDP in Dictyostelium discoideum NDPK (1NDC) is the same as that 

of GDP in human NDPK (Figure III-26). The base is also cleft between Phe-64 and Val-116, and 

it is stabilised by two water-mediated hydrogen bonds with the side chain of Glu-115 from an 

adjacent subunit. There is a magnesium ion bridging the α- and β-phosphates and β-phosphate 

is hydrogen bonded to 3’-OH, Thr-98, Arg-92 and Arg-109 and water-mediated to the catalytic 

His-122. 

Glu152

Phe60

Leu55

Arg88

His118

Val112

Lys12

Asn115



2. Molecular modelling pre-study for the design of anti-HSV novel carbocyclic nucleosides  
 

74 
 

  

Figure III-26. Representation of the main interactions of dTDP in NDPK binding site (PDB code: 1NDC). Hydrogen 
bonds between dTDP and residues are depicted as dotted lines and the catalytic residue His-122 is depicted in 
maroon. The crystallographic ion Mg2+ is shown, and the residue Thr-98 as well as hydrogen atoms are not shown 
for clarity. Images generated using ChemBioOffice56 software (left) and USCF Chimera48 package (right). 

 

2.2.3.2.  Docking results 

The last phosphoryl transfer is carried out by the same kinase for both pyrimidine and 

purine nucleosides. However, the analysis of these derivatives will be presented separately, 

since different crystallographic structures were used for pyrimidine and purine nucleosides.  

▪ Pyrimidine nucleoside analogues 

The docking protocol was validated by docking dTDP into the corresponding 

crystallographic structure (PDB code: 1NDC). The first calculations were carried out defining 

the binding site from a 9 Å cavity generated around Lys-16 and without any flexible residue. 

Disappointingly, most of the predicted binding modes did not match the crystallographic 

structure, probably because of docking limitations in dealing with large solvent exposed 

binding sites. In order to overcome this limitation, some explicit waters were added and the 

calculations were repeated. However, no better predicted orientations were obtained. Then, 

some residues were set as flexible, the scoring function was changed as well as the size of the 

binding site but there was any improvement neither. Fortunately, properly predicted 

orientations were obtained when all the residues were kept fixed, the binding site was set at 

11 Å and three explicit waters were taken into account. It is worth highlighting that the 

reproduction of the crystallographic structure was not as good as in the previous activation 

steps and therefore predictions on this last phosphoryl transfer should be read with caution.  
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Considering this and the fact that the NDPK catalysis consists of an initial phosphoryl 

transfer to His-122 and subsequent phosphorylation of the substrate, docking results were 

analysed focusing mainly in the orientation of the β-phosphate towards the catalytic His-122.  

Regarding both enantiomers of 1-TDP and 2-TDP, several predicted binding modes are 

consistent with the catalysis (Figure III-27), being the corresponding binding energies -95 and -

94 score units for D- and L-1TDP, and -93 and -94 score units for D- and L-2-TDP, which are 

similar than the reference (-94 score units). Thus, all of them are expected to be 

phosphorylated. 

 

Figure III-27. D-1-TDP (left) and D-2-TDP (right) in pink superimposed to crystallographic dTDP (blue) in NDPK (PDB: 
1NDC, X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, 
crystallographic waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the 
ligand. 

Docking calculations on D-3-TDP showed that a large number of predicted poses are 

correctly oriented, in which the thymine is properly stacked and the β-phosphate is pointing 

towards His-122. The binding energy is -98 score units, which is lower than the reference one. 

Several of the binding modes of both enantiomer of 4-TDP and 5-TDP are in agreement 

with the catalytic activity of the enzyme, in which the β-phosphate was pointing towards His-

122 and so the phosphoryl transfer is likely to occur for all these nucleosides.  

By contrast, docking calculation on D-6-TDP led to a reduced number of predicted 

orientation properly posed for the catalysis. In fact, most of the binding modes showed the β-

phosphate pointing upwards or the thymine rotated outside its pocket (Figure III-28). 

Therefore, the second phosphorylation is not expected to happen. 
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Figure III-28. D-6-TDP (pink) superimposed to crystallographic dTDP (blue) in NDPK (PDB: 1NDC, X-ray residues 
shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are not 
shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

▪ Purine nucleoside analogues 

Regarding purine derivatives, the docking protocol was validated by docking GDP into 

the human NDPK (PDB code: 1NUE). The first calculations were carried out defining the same 

parameters than for pyrimidine derivatives: the binding site from a 9 Å cavity generated 

around Lys-12 and without any flexible residue. And again, most binding modes did not match 

the crystallographic structure maybe due to the docking limitations dealing with widely solvent 

exposed binding sites. Some modifications in the parameters were tested in order to 

overcome this problem, such as setting some residues as flexible, changing the scoring 

function or even changing the size of the binding site, but without any success. Finally, several 

predicted binding modes were properly posed when all the residues were kept fixed, another 

adjacent subunit that contained Glu-152 was added as well as three explicit waters and the 

binding site was set at 13 Å. Despite these good results, the reproduction of the 

crystallographic structure was not as good as the previous steps, and so the analysis of the 

docking results were mainly focused in the proper orientation of the β-phosphate towards the 

catalytic His-122. 

Docking calculations on ACVDP, DCGDP and LCGDP were performed to provide with 

structural and energetic benchmarks. As most of the predicted poses were properly 

overlapped to the crystallographic structure, they were taken as references (Figure III-29). 

Their corresponding binding energies are -79 score units for ACVDP, and -91 and -85 score 

units for DCGDP and LCGDP, respectively. 
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Figure III-29. ACVDP (pink) superimposed to crystallographic GDP (blue) in NDPK (PDB: 1NUE, X-ray residues shown 
in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are only 
shown when interacted with the ligand and hydrogen atoms are only shown when bound to a heteroatom of the 
ligand. 

Several of the binding modes predicted for both enantiomers of 1-GDP and 2-GDP were 

consistent with the catalysis (Figure III-30), so all these nucleosides are expected to be 

phosphorylated by NDPK. The corresponding binding energies are -82 and -84 score units for 

D- and L-1-GDP, and -80 and -84 score units for D- and L-2-GDP, respectively, which are similar 

or even lower than those of the benchmarks. 

 

Figure III-30. D-2-GDP (pink) superimposed to crystallographic GDP (blue) in NDPK (PDB: 1NUE, X-ray residues 
shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are 
only shown when interacted with the ligand and hydrogen atoms are only shown when bound to a heteroatom of 
the ligand. 

Docking calculations on D-3-GDP showed that the phosphoryl transfer is plausible since 

several of the lowest predicted binding modes showed the β-phosphate oriented towards His-

118, the nucleobase and the carbocycle properly posed and the 3’-OH hydrogen bonded to β-

phosphate (Figure III-31).  
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Figure III-31. D-3-GDP (pink) superimposed to crystallographic GDP (blue) in NDPK (PDB: 1NUE, X-ray residues 
shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are 
only shown when interacted with the ligand and hydrogen atoms are only shown when bound to a heteroatom of 
the ligand. 

Regarding both enantiomers of 4-GDP docking calculations in all the cases showed to 

that the third phosphoryl transfer is plausible, since several lowest binding modes were 

properly overlapped with the crystallographic structure. 

On the other hand, docking calculations on both enantiomers of 5-GDP led to two 

different behaviours: D-5-GDP lowest binding modes were consistent with the catalysis 

whereas L-5-GDP showed a reduced number of predicted orientation properly posed for the 

catalysis. In fact, most of the binding modes of L-5-GDP showed the β-phosphate pointing 

upwards. Therefore, the second phosphorylation more likely to happen for D-5-GDP than for L-

5-GDP. 

And finally, a high number of predicted binding modes of D-6-GDP were properly 

overlapped with the crystallographic structure (Figure III-32), showing the base correctly 

stacked and stabilized by two hydrogen bonds with water molecules and a water-mediated 

hydrogen bond with the side chain of Glu-152 from an adjacent subunit, as well as the β-

phosphate pointing towards His-118.   
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Figure III-32. D-6-GDP (pink) superimposed to crystallographic GDP (blue) in NDPK (PDB: 1NUE, X-ray residues 
shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters are 
only shown when interacted with the ligand and hydrogen atoms are only shown when bound to a heteroatom of 
the ligand. 

In summary, the third phosphorylation step is plausible to occur for all these nucleosides 

except for D-6-TDP and L-5-GDP. It is worth recalling that there are some limitations on 

docking calculations with NDPK due to its widely solvent exposed binding site, and therefore 

these docking results are not as good as those of the previous steps. 

2.3. Exploring other scaffolds 

The in silico molecular modelling study performed on cyclohexenyl nucleoside analogues 

1-6 (Figure III-33) showed that most of them were expected to be activated and therefore they 

seem good candidates as anti-HSV agents.  

 

Figure III-33. Molecular modelling study results. 

Based on those compounds more prone to be triphosphorylated of the original series, a 

new family of nucleoside analogues built on a bicyclo[4.1.0]heptane scaffold were envisaged 

to be synthesised. Concretely, we focused on bicycle[4.1.0]heptane nucleoside 2 with different 

nucleobases: thymine (T), guanine (G), adenine (A) and uracil (U). As the whole activation 
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process of nucleoside analogues D-2-G and D-2-T has already been studied, only docking 

calculations on D-2-A and D-2-U must be carried out.  

2.3.1.   Activation process 

 Protein-ligand docking studies on the kinases involved in the activation process (HSV-1, 

GMPK and NDPK)  were performed on the crystallographic structures previously used (Table 

III-3). 

Table III-3. PDB structures used to study the activation process of D-2-U and D-2-A. 

Enzyme Organism PDB code 
Crystallized 

ligand 
Docking 

calculations
a
 

TK HSV-1 1KIM dT D-2-U 

TK HSV-1 2KI5 ACV D-2-A 

TK HSV-1 1VTK dTMP (+ ADP) D-2-UMP 

GMPK Mus musculus 1LVG GMP (+ ADP) D-2-AMP 

NDPK 
Dictyostelium 

discoideum 
1NDC dTDP D-2-UDP 

NDPK Homo sapiens 1NUE GDP D-2-ADP 

 a
 MP and DP stand for monophosphorylated and diphosphorylated compounds, respectively. 

 Nucleoside analogues D-2-A and D-2-U were docked separately into the active site of 

each kinase following the same criteria as in the preceding steps. Docking results were 

analysed both in structural and energetic terms, checking how many binding modes were 

consistent with a catalytic orientation, and if their corresponding binding energies were similar 

or even lower than those of the benchmarks (dT and ACV for pyrimidine and purine 

derivatives, respectively). 

 The results obtained from docking calculations on D-2-A and D-2-U as well as the 

previous studies on D-2-G and D-2-T are summarized in  Table III-4. As it is shown on the table, 

all the nucleoside analogues are expected to be triphosphorylated except the uracil derivative 

D-2-U, which fails in the last phosphorylation step. Docking results on each phosphorylation 

step are explained in detail in the next paragraphs. 
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 Table III-4. Protein-ligand docking results of the whole activation process of nucleoside analogues synthesised. 

  
 

 

 

 

 Docking calculations of the first phosphorylation step showed that both D-2-A and D-2-

U are likely to be phosphorylated, since most of the predicted binding modes are compatible 

with the catalytic activity of the enzyme and their binding energies are similar or even lower 

than those of the benchmarks (-64 and -67 score units for D-2-A and D-2-U; -63 and -70 score 

units for ACV and dT, respectively) (Figure III-34). In the case of D-2-U, most of the predicted 

binding modes showed the uracil ring perfectly overlapped with the crystallographic structure 

and the hydroxyl group pointing towards Glu-83, which is the catalytic residue. In the case of 

D-2-A, although the adenine ring was not correctly overlapped with the crystallographic 

structure, in most of the predicted poses the nucleobase was cleft between Tyr-172 and Met-

128 and hydrogen bonded to Gln-125. Moreover, the 5’-OH was oriented towards Glu-83. 

 

Figure III-34. D-2-U in pink superimposed to crystallographic dT (blue) in HSV-1 TK (PDB:1KIM, X-ray residues shown 
in grey) (left); D-2-A in pink superimposed to crystallographic ACV (blue) in HSV-1 TK (PDB:2KI5, X-ray residues 
shown in grey) (right);. Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic waters 
are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Arg222

Glu83

Tyr101

Arg163

Tyr172 His58

Gln125

Met128

Ala167

Glu225
Arg176

Lys62Tyr132

Arg222

Glu83

Tyr101

Arg163

Tyr172

His58

Met128

Ala167

Glu225
Arg176

Lys62

Tyr132

Gln125

Requirement D-2-A D-2-G D-2-T D-2-U 

Activation 
process 

OH OMP     

OMP  ODP     

ODP  ODP     



2. Molecular modelling pre-study for the design of anti-HSV novel carbocyclic nucleosides  
 

82 
 

Protein-ligand dockings of the second phosphorylation step revealed that both D-2-U 

and D-2-A are also expected to be converted into their diphosphorylated derivatives (Figure III-

35). In both cases, the base is properly posed and the phosphate does not perfectly overlap 

with the crystallographic structure due to the flexibility of the side chains, but it is still oriented 

towards ADP. The corresponding binding energies are -74 score units for D-2-UMP and -88 

score units for D-2-AMP, which are lower than the reference one (-73 and -79 score units for 

dTMP and ACVMP, respectively), and therefore suggest that the affinity of the prodrugs to the 

activating enzymes are excellent for poses catalytically consistent. 

a)  

b)  

Figure III-35. a) D-2-UDP in pink superimposed to crystallographic dTDP (blue) in HSV-1 TK (PDB:1VTK, X-ray residues 
shown in grey); b) D-2-ADP in pink superimposed to crystallographic GDP (blue) in Mus musculus GMPK (PDB:1LVG, 
X-ray residues shown in grey). Hydrogen bonds are depicted as dotted lines. For the sake of clarity, crystallographic 
waters are not shown and hydrogen atoms are only shown when bound to a heteroatom of the ligand. 

Regarding the last activation step, due to the docking limitations in dealing with widely 

solvent exposed binding sites, docking results were analysed focusing mainly in the orientation 

of the β-phosphate towards the catalytic histidine.  

Calculation on the third activation step revealed that most of the predicted binding 

modes of D-2-ADP are in agreement with the catalysis, and thus it is expected to be 

triphosphorylated (Figure III-36). Despite the adenine ring is not correctly posed, it is still 
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sandwiched between Phe-60 and Val-112 and interacting with the Glu-152 of an adjacent 

subunit. In the case of D-2-UDP, the predicted poses are structurally consistent with the 

catalysis, since the uracil ring is properly posed and the β-phosphate is pointing towards His-

122. However, this phosphoryl transfer is not energetically favourable, since the binding 

energies of D-2-UDP (-80 score units) were higher than those of the benchmark, dTDP (-94 

score units). Therefore, the last phosphorylation of D-2-UDP is unlikely to happen. 

 

Figure III-36. D-2-UDP in pink superimposed to crystallographic dTDP (blue) in Dictyostelium discoideum NDPK 
(PDB:1NDC, X-ray residues shown in grey) (left); b) D-2-ADP in pink superimposed to crystallographic GDP (blue) in 
human NDPK (PDB:1NUE, X-ray residues shown in grey) (right). Hydrogen bonds are depicted as dotted lines. For 
the sake of clarity, crystallographic waters are not shown and hydrogen atoms are only shown when bound to a 
heteroatom of the ligand. 

3. Conclusions 

A molecular modelling study was performed as a first stage of the rational design of new 

series of cyclohexenyl nucleoside analogues 1-6 as anti-HSV agents. To do that, their drug-

likeness and their activation process by which they are converted into the triphosphorylated 

derivatives were investigated. 

The evaluation of their drug-likeness showed that these nucleoside candidates fulfil the 

“Lipinski’s rule of five”, supporting their good drug-likeness. 

Once their drug-likeness was evaluated, the activation process of these nucleosides was 

analysed by means of protein-ligand docking. The theoretical calculations revealed that only 

nucleosides D-6-T, D- and L-4-G, D- and L-5-G and D-6-G are not likely to be converted in their 

active forms. In particular, all these purine derivatives fail in the first and third phosphorylation 

steps whereas pyrimidine derivative D-6-T fails in the second and third phosphoryl transfer. 

Furthermore, calculations revealed which skeletons are more favoured in each 

activation step. In general terms, dockings demonstrated that the replacement of the double 

bond by a fused cyclopropane ring does not work against the phosphoryl transfer. By contrast, 
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the flexibility of the carbocycle seems to play an important role on the activation process, since 

the additional double bond to the fused cyclohexane of purine derivatives 4-G and 5-G, which 

forces the carbocycle to be planar and rigid, is detrimental to the criterion we used in our 

protocol. Additionally, the presence of hydroxyl groups in the carbocycle does not enhance the 

phosphoryl transfer. 

In summary, the present study indicated that among the studied compounds, pyrimidine 

nucleosides are more likely to be converted into their triphosphorylated derivatives than 

purine nucleosides. This study also proved that the same interactions in the HSV-1 binding site 

were observed for both D- and L-enantiomers and that the flexibility of the carbocycle is 

important for the activation process.  

To complete this rational design the interaction between the triphosphorylated 

derivatives of these nucleosides and HSV-1 DNA polymerase should be studied. However, no 

crystallographic structure of this enzyme with DNA was available and thus the interaction 

could not be investigated. 

This computational study prompted us to synthesise a new family of nucleoside 

analogues built on a bicyclo[4.1.0]heptane scaffold, 2, with different nucleobases (A,G,T,U).  
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