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SUMMARY

In the so-called Information society, data represent a key structural parts of knowledge 
generation. Likewise, present-day Bioinformatics ultimately relies on the proper management 
and processing of data originated from both traditional and high-throughput biological analyses. 

As a primary aim of this thesis, different practical approaches for the handling of raw protein 
sequence data and their applied resulting Bioinformatics analyses are compiled. Nonetheless, 
as a preliminary step, pre-existing Bioinformatics tools and algorithms are adapted to the 
characteristics of current informational paradigm, basically revolving around the World Wide 
Web. After a proper adaptation of those applications (in this document: ProtLoc, TransMem, 
TranScout and Bypass), it becomes possible to face the massive processing of protein data 
originating from the last genome sequencing projects. 

The outcomes of these analyses are made available for the world-wide scientific community in 
the form of user-friendly and fully accessible web-based biological databases. As examples, two
cases are presented: TrSDB, a compendium of well-known and putative transcription factors 
from different model organisms, and ArchDB, a structural web database of protein loops.
As a further step, starting from Bypass program —a fuzzy-logic based tool for the re-annotation 
and evaluation of protein homology search alignments—, a complete annotation and sequence 
management framework is deployed. As as strong point, the system is also flexible and modular
enough for allowing the input of different data (e. g. Gene Ontology) or cross-communicate with 
other future and existing applications. 

Parallely to this, and also taking advantage of the explosion of raw sequence data and database
curation, a Bioinformatics characterization of a new metallacarboxypeptidase family is 
introduced. By using computational means, it was possible to present a first hypotheses for the 
enzymatic activity and phylogenetical history of these group of proteins. Notably, their actual 
identification may represent an enlightening focus for dealing with biological processes such as 
malaria or neurodegenerative disorders, where these molecules are intimately linked.
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RESUM

En l'anomenada societat de la informació, les dades representen unes parts estructurals clau 
en la generació del coneixement. De la mateixa manera, la Bioinformàtica depèn en darrer 
terme d'una adequada gestió i processament de les dades que s'originen de les anàlisis tant 
tradicionals com d'alt rendiment.

Com a objectiu principal d'aquesta tesi, s'han compilat diferents aproximacions pràctiques per a
la manipulació de les dades de seqüenciació de proteïnes i les anàlisis resultants que s'hi 
apliquen. En tot cas, com a pas preliminar, eines i algorismes bioinformàtics preexistents s'han 
adaptat abans al paradigma de la informació actual, bàsicament centrat en el World Wide Web. 
Després d'una pertinent adaptació d'aquestes aplicacions (en aquest document: ProtLoc, 
TransMem, TranScout i Bypass), esdevé possible encarar el processament massiu de dades 
proteiques que s'han originat dels darrers projectes de seqüenciació de genomes.

Els resultats d'aquestes anàlisis es fan disponibles per a la comunitat científica d'arreu del món 
mitjançant bases de dades biològiques basades en el web, de ple accés i d'ús amigable. Com 
exemples, es presenten dos casos: TrSDB, un compendi de factors de transcripció coneguts i 
putatius de diferents organismes models, i ArchDB, una base de dades web estructural de 
llaços de proteïnes.
Com a pas posterior, a partir del programa Bypass —una eina basada en lògica difusa per a la 
reanotació i avaluació d'alineaments proteics obtinguts amb cerca per homologia— 
s'implementa un entorn complet d'anotació i gestió de seqüències. Com a punt fort, el sistema 
també és suficientment flexible i modular per a permetre l'entrada de diferents tipus de dades 
(p. ex., Gene Ontology) o comunicar-se amb altres aplicacions ja existents i potencialment 
futures.

De forma paral·lela, i aprofitant l'explosió de dades crues de seqüenciació i la curació de les 
bases de dades, es presenta una caracterització bioinformàtica d'una nova família de 
metal·locarboxipeptidases. Mitjançant aproximacions computacionals, va ser possible plantejar 
unes primeres hipòtesis per a l'activitat enzimàtica i la història filogenètica d'aquest grup de 
proteïnes. Notablement, llur identificació pot representar un enfocament esperançador per a 
tractar processos biològics com ara la malària o desordres neuronals, on aquestes molècules 
s'hi troben implicades estretament.
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RESUMEN

En la llamada sociedad de la información, los datos representan unas partes estructurales clave
en la generación del conocimiento. Del mismo modo, la Bioinformática depende en último 
término de una adecuada gestión y procesado de los datos que se originan de los análisis tanto
tradicionales como de alto rendimiento.

Como objetivo principal de esta tesis, se han compilado diferentes aproximaciones prácticas 
para la manipulación de los datos de secuenciación de proteínas y los análisis resultantes que 
se aplican. En todo caso, como paso preliminar, herramientas y algoritmos bioinformáticos 
preexistentes se han adaptado antes al paradigma de la información actual, básicamente 
centrado en el World Wide Web. Después de una pertinente adaptación de estas aplicaciones 
(en este documento: ProtLoc, TransMem, TranScout y Bypass), se hace posible encarar el 
procesamiento masivo de datos proteicos que se han originado de los últimos proyectos de 
secuenciación de genomas.

Los resultados de estos análisis se hacen disponibles para la comunidad científica mundial 
mediante bases de datos biológicas basadas en el web, de pleno acceso y de uso amigable. 
Como ejemplos, se presentan dos casos: TrSDB, un compendio de factores de transcripción 
conocidos y putativos de diferentes organismos modelos, y ArchDB, una base de datos web 
estructural de lazos de proteínas.
Como paso posterior, a partir del programa Bypass —una herramienta basada en lógica difusa 
para la reanotación y evaluación de alineamientos proteicos obtenidos a partir de búsqueda por
homología— se implementa un entorno completo de anotación y gestión de secuencias. Como 
punto fuerte, el sistema también es suficientemente flexible y modular para permitir la entrada 
de diferentes tipos de datos (p. ej., Gene Ontology) o comunicarse con otras aplicaciones ya 
existentes y potencialmente futuras.

De forma paralela, y aprovechando la explosión de datos crudos de secuenciación y la curación
de las bases de datos, se presenta una caracterización bioinformática de una nueva familia de 
metalocarboxipeptidasas. Mediante aproximaciones computacionales, fue posible plantear unas
primeras hipótesis para la actividad enzimática y la historia filogenética de este grupo de 
proteínas. Notablemente, su identificación puede representar un enfoque esperanzador para 
tratar procesos biológicos como por ejemplo la malaria o desórdenes neuronales, donde estas 
moléculas se encuentran implicadas estrechamente.
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CHAPTER 1 -
INTRODUCTION





Bioinformatics is a broad usage term, which we might simplistically ascribe to the theoretical 
and practical disciplines that care about biological data. By definition, this is necessarily a 
multidisciplinary approach at the intersection of both biological and non-biological sciences and 
engineerings (e. g. statistics or computer sciences). Being such as wide definition concept, it is 
no surprise that there is a non-fully ended discussion about what Bioinformatics is compared to 
other terminological coinages, such as Computational Biology (Altman, 2009; Homolog.us, 
2012).

Putting apart any further ontological or sociological discussion, it can be safely said this thesis is
centered on Bioinformatics. It encompasses different research and technical implementations, 
mostly focused in data management aspects, spanning several years since the start of some of 
its comprising works.

Looking into perspective, many of the central ideas and underlying principles and algorithms 
used in the presented projects, and within Protein Bioinformatics in general, can still be 
considered essentially valid at the time of writing. Nonetheless, how these are being put into 
practice is something that has been changing substantially year after year.

It can be argued that one of the main key changes has been the progressive increase of the 
amount of data researchers can access and how bioinformaticians can handle it without losing 
sight of what is really significant in the end. Being able to answer relevant questions or discover 
not necessarily explicit relationships without being overwhelmed by a flood of apparently 
meaningless data is one of the challenges of present-day science.

Bioinformatics, as a branch of knowledge, has expanded and matured fostered by the computer
science, and especially, the so called Internet Revolution (Okin, 2005). Because of this highly-
advancing and accompanying milieu, the field, also as a practice, has evolved from a quasi-
artistic manual curation of abstract biological entities (as biological sequences are in the end) —
where computers were often little more than elongation of dashboards, wide papers and pencils
—, to sophisticated intermediaries, where assumptions and definitely, theories, are ultimately 
tested directly in silico.

As it is the case with most of present-day disciplines which deal with huge amounts of data, 
extensively marketed as Big Data (Greene et al., 2015), Bioinformatics activities are not a 
matter of simply finding a needle in a haystack, but to make needles crystallize from a 
seemingly homogeneous haystack.

As commented, this situation does not invalidate many of the earlier conventions and algorithms
assumed during the first decades of Bioinformatics, e. g., the classic Smith-Waterman one 
(Smith & Waterman, 1981). However, because of dealing with huge amounts of data, different 
approaches can be followed for pre-filtering diverse inputs, always struggling with the dilemma 
of correction versus speed/performance.
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The mentioned flood of information and data imposes that care and time must be taken to 
differentiate what is relevant and innovative and what is not. Within this context, open source  
(Stajich et al., 2006), open data (Molloy, 2011) and open access  (Suber, 2002)  have become 
widely-accepted paradigms in science as a whole, and particularly in Bioinformatics. This is 
because they make reproducibility practically possible in a short timeframe (ideally the time 
involved in downloading datasets and performing any computing by just clicking a button or 
typing a command-line).

On the other hand, part of the Bioinformatics contribution is also offering colleague scientists 
effective ways to access, generate and test their own data and analyses; and, at the same time,
empowering them to continue using these data in other contexts not necessarily foreseen 
beforehand. 

After the Web has become the de facto platform not only for accessing but also handling most 
of nowadays knowledge, there are many additional considerations to be taken into account 
beyond strictly biological questions. 

As a direct consequence, biological sciences publication has largely increased during these last 
years. There is no doubt that IT resources, such as PubMed Central (Roberts, 2001), has 
facilitated the exchange of information; but largely, also a plethora of biological resources, 
notable biological databases and catalogs, have been indispensable tools for common-day 
research in Biology and Medicine.

1.1. Biological Databases

1.1.1. Context

As a result of genome sequencing projects and the high development of NGS techniques, an 
ensuing problem is how to deal with all the resulting accumulated data. Especially, how to 
gather them in a way to be accessible, filterable and comparable to other data we might 
generate by other different means.

A common approach is trying to index the input and output results in the different involved steps.
By indexing, we allow that an entry, which could be a single sequence that can be analyzed, or 
its actual analysis output, can be more quickly retrieved just by querying it via a unique identifier.
Alternately, we can get a set of entries which match a common property, therefore with a non-
unique value, shared by them. Otherwise, we would need to transverse, normally rather costly, 
a whole set for spotting the entry we are interested.

In practice, when indexing, an accompanying binary files (that is, non-human readable) are 
derived from a file or a set of files. These store pointers for easing access to reference entries. 
Obviously, this gain in speed is at the expense of an increase of used storage. Moreover, we 
should not forget that the effort and associated cost (time spent programming, storage, etc.) 
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may only makes sense if indexed data has to be accessed several times (either by further 
analyses or through a web service, for instance).

There are different type of indexes and an important variety of data structures under which they 
can fit, notable implementations are balanced trees, B-trees or B + trees or hashes (key-value).

Figure 1. Height fixed (3) balanced-tree. Source: https://commons.wikimedia.org/wiki/File:AVLtreef.svg

Figure 2. B-tree index. A very popular index structure used in most popular DBMS such as MySQL (Schwartz & Zaitsev, 2012) or 
CouchDB (Holt, 2011a). Source: https://commons.wikimedia.org/wiki/File:B-tree.svg

The index used has an important impact for improving the speed of retrieval of an entry. A good 
index for storing and retrieving integers is not necessarily a suitable one for long characters 
strings such as biological sequences, and the latter is not good for human language text that 
may be queried in a semantic way. 

In real life, most bioinformaticians do not normally design their own index mechanism for their 
data, but have to make the proper decision about indexing with the available tools they have. 
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This practically means either deciding either indexed flat file databases or database 
management systems.

1.1.2. Indexed flat file databases

This is the normal approach of popular application like BLAST. Actually performed by 
applications such as formatdb (now makeblastdb in NCBI-BLAST+) (Camacho et al., 2009).
By default, NCBI-BLAST uses GI, a unique integer used in NCBI databases as primary key. 
However, it’s possible to use custom indexes as well. 

It’s worth noting that makeblastdb also offers the possibility to have a secondary index, 
specifically intended for looking up sequences associated to a taxonomy ID and restrict BLAST 
searches to only certain taxa. 

Another existing solution, convenient when using pipelines with BioPerl (Stajich et al., 2002) and
BioPython (Cock et al., 2009) frameworks is Open Biological Database Access (OBDA) 
(Osborne, 2011), where different criteria or keys (let’s say in a FASTA header) can be used for 
building up an index.

Flat file indexes are still object of heavy interest (Agrawal, 2008), specially as more variation 
sequence information (single nucleotide variants, insertions/deletions, etc.) are being needed as
NGS practices are becoming more commonplace (UCSC Genome, 2015).

1.1.3. Database management systems

As data retrieval became more automatized, and specially, as there was an increasing demand 
to find different source data components, it turned out that scattered files were not just a 
convenient enough approach. A DataBase Management System (DBMS) allows to store under 
a same common infrastructure different data, and it normally provides a framework to relate 
them.

DBMSs offer a convenient way for users and external applications to connect, query and 
interact included data normally via a specific querying language.

As a rule of a thumb, DBMS hosts different databases (DBs), which can be considered a logical 
set of stored data where different tasks will be performed or mutual relationships drawn within. It
must be noted that there are DBMSs that allow relationships to be set between different DBs 
(with an associated performance cost).
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1.1.4. Relational Databases

Relational databases are so far the most popular and widely used database model. Only very 
recently their dominant position have been challenged by other models, as the ones we will 
comment in later sections of this document.

A relational database consists of data organized in the form of relations (or tables). A table 
essentially consists of rows with different fields/columns defined by a fixed schema. A column or
a group of columns can normally define a primary key, whose value(s) must identify 
unequivocally a row (a defined set of data).

Moreover, relationships can be established between a row of one table with the row in another 
one, which is the main strength of the model. These relationships are created by mapping a 
column(s) of a table against the column(s) of another, and can be extended subsequently with 
other tables. The actual fields involved in the mapping of tables with each other are known as 
foreign keys.

Figure 3. Schematic representation of the relationship between two relational tables. Foreign keys are actually keys in their own 
tables, foreign to the linked tables. Based on: https  ://  commons  .  wikimedia  .  org  /  wiki  /  File  :  Relational  _  database  _  terms  .  svg

Apart from these later keys, generic keys (not necessarily based on univocal values) can be 
created in different fields so the table can be queried over them. At the computer level, keys are 
actually translated as file indexes not so different from flat file databases commented above in 
the end.

How data is stored, linked to each other and the type of involved indexes (which constrains how 
data can be queried) ultimately depends on the database engines (table types) available in the 
database management system. As example,  at the time of writing, MySQL, one of the most 
popular relational DBMS available, is providing two main kind of table types: MyISAM (the 
original one) and InnoDB. If using the former, it’s possible to index human text at the word level 
so it can be queried (fulltext index), but it’s not feasible to have ensure referential integrity by 
using foreign keys (that is, simplistically, blocking any data modification if it only affects one 
table but the table it’s also linked to another where there is a matched mapping). Conversely, 
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InnoDB did not provide any fulltext indexing until very recently (Yang et al., 2011), but it allowed 
to ensure referential integrity by foreign keys. 

Another distinguishing feature of most relational database management systems (RDBMS) is 
using a Structured Query Language (SQL), which is a specific-purpose programming language 
which acts as a high-level interface for querying the database. Thanks to this, both the user and 
any external application must not deal with the computer-specific aspects of the different table 
types.

One common approach for reducing the redundancy of data is what is called normalization. 
Data is divided into smaller non-overlapping self-definable sets as tables, which in turn, can be 
linked between each other via relationships. Great care must be taken for defining proper 
indexes that link resulting tables in order not affect performance. Indeed, depending on the 
query, it might even be convenient to allow redundancy (via denormalization) if this implies a 
significant performance improvement (Sanders et al., 2001). A well-know case in biological 
applications is BioMart (Zhang et al., 2011), extensively used in projects such as ENSEMBL 
(Kinsella et al., 2011) and others (Durinck et al., 2005; Zhang et al., 2011).

Figure 4. Simplified representation about normalization vs denormalization.
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Data in text format is ideal for importing into a RDBMS such as MySQL. If contents are arranged
in a comma, semicolon or tab separated value file, they can be normally imported using default 
functionalities in already pre-defined tables as far as field order is kept the same in both files 
and relational tables.

If files, even if text format, are already too complex or may be not convenient to process them 
for just importing (e. g., because they may be reused for other means), they may also be parsed
for inserting their contents into a relational table. For this aim there are several database 
interfaces provided by different programming languages that can be helpful enough. As 
example, in most of the applications to be discussed below Perl DBI module has been used. 
This provides a unified and common interface, no matter the underlying RDBMS which is used 
(e.g. MySQL, Postgres, Oracle, etc., but nowadays also NoSQL database systems).

It's worth noting the existence of solutions such as SQLite, that allow performing typical 
Relational Database operations within a file context instead of a typical server connection. This 
will be further explored in Appendix A.

In latter pages we will also describe some case examples of biological databases that take 
advantage the approaches explained above and were actually published in different specific 
journals such as the yearly Nucleic Acid Research reference issue.

1.1.5. NoSQL Databases

In the previous sections some examples were provided of how a database could facilitate we 
could store different data we had previously gathered and processed in order to set up a 
resource that could be both useful for consulting researchers and also for planning further 
analyses.

As we have explained, in order to accommodate that data, we had to define tables that enabled 
relationships between the different kind of results we were handling. The storage of these data 
and definition of these tables is done by means of relational database software such as MySQL.

However, at the same time that bigger amounts of data were starting to flow into research, and 
Internet as a platform progressively became the favorite platform for an increasing number of 
daily routines, many technologists realized that SQL rigidity might be a concern.

From these circumstances, NoSQL (which means Not Only SQL) approaches started to 
develop. When talking about NoSQL, we actually refer to a plethora of different software 
implementations that would only be common in the sense that escape from the traditional 
relational tabular design of relational databases.
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3 kinds of NoSQL approximations can be differentiated:

Key-value: 
This could be roughly equivalent to porting traditional dictionary/hash variable types or data 
structures used in traditional programming into the database realm. At first, we would expect 
that less complex data could fit in this kind of schema (even though it may also expand in many 
dimensions), and at the same time it’s normally the fastest way to exchange data. Its major use 
in the real world is for caching. This means that data is not usually saved permanently in this 
kind of stores but rather kept temporally coming from other sources and delivered to a process 
queue or to the user that requested the resource. Indeed, that’s the case Redis, a key-value 
NoSQL software, as deployed in Wikipedia. 

Document:
This type of approach can be regarded as an extension of the former. But, instead of simple 
key-values, we deal with an already more complex kind of data, alike to XML (Extended Markup 
Language) and, especially JSON (JavaScript Object Notation). Since these 2 kind of formats 
were already ubiquitously used when exchanging information between applications in Internet, it
became convenient that some applications could store with them without the associated 
drawback of fitting data into a schema. We will describe a specific implementation we used in 
the next pages.

Graph:
Compared to the previous two types, this kind of database is specifically thought for storing data
modelled according to a mathematical graph, which essentially consists of a set of nodes and 
edges. In this case, relationships are specially relevant and we expect to get answers from 
perform queries that run along a path. There are many cases of biologically relevant graph 
approximations (from simple taxonomy relationships to interactomics networks) and we would 
detail an implementation in the next pages.

As a matter of a fact, some of the available NoSQL software solutions would not be purely of 
one type or another and, for instance, document-like information can be stored in node and 
edges of a graph database. There are even products ultimately designed to work as the three 
types, as it’s the case of ArangoDB (ArangoDB GmbH, n.d.)

Compared to relational databases, NoSQL ones do not force a defined schema (a table) for all 
the elements of a set. That means that different elements can have different 
properties/attributes. This would be like having rows of a same table with different types and 
numbers of columns.This is a huge flexibility but it also translates the responsibility of data 
integrity at the logical level (at the actual program that deals with the data).
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1.1.5.1. Using Document Databases

As commented before, document databases are suited to deal with the exchanging formats of 
Internet. One of these oldest formats, XML, have also become spread in many other contexts, 
not necessarily restricted to web usage, so many applications provide output in XML format.

If an XML outcome is provided, normally there exists an additional schema file in order to 
ensure that results comply (are valid) to what is expected. This schema file can be codified 
either as DTD (Document Type Definition) or as XSD (XML Schema Definition) and software 
providers publish them with their program packages or in their websites.  

A very-well known case of XML usage is NCBI Blast. Traditionally, BLAST provided results as a 
simple raw text file. In order to extract information such as hits, bioinformaticians had been 
elaborating different kind of text-processing tools. These tools might be often very sensitive to 
slight text particularities (let’s say, an unexpected diacritic) and prone to errors if some changes 
or new features were introduced in the results outcome with new versions.

Using XML avoids all these issues. Since there are already many existing tools to process XML 
in quite a generic way, there is no need to write a specific parser for one kind of document. The 
only inconvenience is that XML output files may be rather huge, as it’s the case, for instance of 
several iterations PSI-Blast analyses.

A too big file size is a problem if results are to be offered to the user inside the browser in a 
reasonable time. So, there is a need to simplify the XML content, for instance by stripping tags 
and skipping all these analyses details that are not relevant to further analyses or results. For 
this, a good approach is using XSLT (Extensible Stylesheet Language Transformations), which 
maps XML structure into any other structure, without any need to actually parse the whole XML 
file, which would little performant. 

Elements of the XML analysis output are selected to be present in the conversion and then a 
JSON file is generated. For this we use xsltproc. JSON is a leaner file format than XML. Tags
are substituted by keys but, as the former one, you can keep a hierarchy out the outcome 
values and the involved fields. Below an example of a XML file and the stripped converted 
JSON.
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Figure 5. Simplified excerpt of an XML blast document.
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Figure 6. Simplified excerpt of a JSON document transformed from XML thanks to an applied XSL transformation sheet: 
https  ://  gist  .  github  .  com  /  toniher  /2  b  1  e  96297  ade  920728  b  8

This JSON outcome can be accepted quite straightforwardly by Document Database engines. 
That way information is kept in a more coherent way than just by being stored as separate files 
and search can also be performed from the added results, as we would explain below.
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In our deployments we used CouchDB as Document Database Engine (Agrawal, 2008). As a 
main peculiarity among other similar solutions, it’s only way to interact with is via a REST API. 
This is an advantage in the sense there is no need to learn a completely different language and,
through little configuration, access can be easily granted to different locations. On the other 
hand, care must be taken to upload a huge amount of data into the database, and for this, 
instead of submitting only a JSON document in one request, many are submitted at once in a 
series of batches requests.

In order to search and present input data, it is necessary to index the fields we want to query in 
advance. This is done in CouchDB, following the same web philosophy as with its API, in 
Javascript and thanks to map-reduce functions. 

Figure 7. Graphical representation of how a map-reduce processing flow works. Based on: 
https  ://  commons  .  wikimedia  .  org  /  wiki  /  File  :  MapReduceCompleto  .  png

function(doc) {
    if(doc.ref && doc.results && doc.type=='blast') {
            emit(doc.ref, doc);
    }
}

Figure 8. Javascript map function for retrieving documents which have ref and results attributes, and which also have type attribute 
value of ‘blast’. ref attribute value and the whole document are returned. In a next section this approach is used for linking different 
kind of documents that are related between each other (e. g., input and output of an analysis).
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function(keys, values, rereduce) {
  if (rereduce) {

return sum(values);
  } else {

return values.length;
  }
}

Figure 9. Javascript reduce function coupled to the previous map function. The function above can also be called simply with the 
built-in function _count. The differential usage depending on rereduce parameter is a constriction posed by B-trees underlying 
indexing (Holt, 2011b).

1.1.5.2. Graph Databases

As advanced some sections before, graph databases may be convenient for certain biological 
challenges. Indeed, that’s the case when they can be more easily modeled by graphs.

Two well-known and widely-used graphs modellings in Biosciences are organism taxonomy, 
such as the one maintained by NCBI (Anderson et al., 2010), and Gene Ontology (GO), curated
by Gene Ontology Consortium (Federhen, 2012). Both cases can be mathematically described 
as directed acyclic graphs (DAGs). 

This kind of graphs implies that is not possible to have loops, that is, you cannot go from one 
vertex (node) and arrive at itself again after transversing along different edges (relationships). 
Moreover, edges are actually semantic, links between two nodes are meaningful and in the two 
examples above cannot be reverted.
NCBI Taxonomy DAG is far simpler than Gene Ontology, one node can only have one 
outcoming relationship and this is only possible type. As example, a species can only have one 
genus, and the only possible relationship is the intrinsic hierarchy between different taxonomic 
ranks (species -> genus -> family…)

Gene Ontology is actually 3 DAGs representing 3 ontologies: biological process, cellular 
component and molecular function. Unless we include gene products in the same graph as 
intermediaries, there is no way to go through any of the elements of two different ontologies. 
Moreover, within the same ontology, one node can have more than one relation with another 
(is_a, part_of, regulates, positively_regulates, negatively_regulates).
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Figure 10. Types of graphs. Left: simple hierarchy. Directed rule, 1 parent (e. g. NCBI taxonomy). Center: Directed Acyclic Graph. 
Directed Rules, but  >= 1 parents (e. g. Gene Ontology). Right: Not directed graph. Nodes can be both parents and children (e. g. 
metabolic networks) (The Gene Ontology Consortium, 2013).

The fact is that there are already existing and well-known approximations of modeling DAGs 
suchs a GO or NCBI taxonomy into a MySQL database (Mackey, 2002). However, since data 
needs to be transformed (by adding extra indices or foreign keys for instance) to fit to the 
restrictions of the engine requirements, as the number of involved nodes in a query increase, 
performance heavily degrades. 

Graph database engines specifically address this, and are more convenient if distant or many 
nodes in a path are involved. In our work Neo4j (http://www.neo4j.com) will be used, that is one 
of the most popular software of this kind at the time of writing. As a relevant feature, both nodes 
and relations are regarded as property containers. In the end, this means that every node and 
relationship can actually be a container, that is, like a document in Document database, that can
have a particular or predefined set of properties.

As example, a model representation of a NCBI taxonomy node with its stored properties:

Figure 11. Browser graphical representation of Neo4j node attributes and relationships with other nodes. In this case for NCBI 
taxonomy —highlighting human—.
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In order to search for actual values of these properties, care must be taken to set up some 
indexes. This is normally done at the same time of importing. Behind the curtains, Neo4j uses 
Lucene (http://lucene.apache.org/), which is a quite widely extended system used in many text-
searching environments.

Both NCBI and Gene Ontology Consortium provide the data commented above in tab-separated
files. This format is quite straightforward for populating MySQL tables, but it’s also convenient 
enough for Neo4J. For this we use py2neo (http://py2neo.org) (Python Node4j REST API 
wrapper) and Pandas (http://pandas.pydata.org/) (Python Data Analysis Library). As it was the 
case with CouchDB, in order to improve the performance and decrease the import time, 
submitting many REST requests at once in a batch is recommended.

Neo4j runs as a webservice instance, so it’s possible to have many different hosted graphs 
accessible as a webservice at the same time. So, one possible approach would be having NCBI
Taxonomy graph and GO graph as separate running services. In any case, for sake of simplicity,
we kept both them in the same instance, even though they are not linked by any node (they 
could be linked if we included, let’s say, gene products as well).

In order to query the graphs, Neo4J ships with an expressive SQL-like specific language named
Cypher. This is very convenient for testing imported data and as a proof concept but, at the time
of writing, it seemed not performant and fast enough for offering queries that are going to 
interact with the Web. Neo4J also provides a native Java API, which is more convenient in these
cases, only at the expense of a longer time devoted to programming. 

START n=node(nodeid1), m=node(nodeid2) MATCH p=shortestPath(n-[*]-m) 
RETURN length(relationships(p)) as distance

Figure 12. Example Cypher query calculation the shortest path distance between two nodes.

In the biological context, it's worth noting the platform Bio4j (Pareja-Tobes et al., 2015), that 
aims to integrate the latter mentioned sets and other more (such as UniProt or Expasy Enzyme 
DB).
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CHAPTER 2 - OBJECTIVES





General objectives

Designing advanced and user-friendly web services from the different programs created by the 
Bioinformatics Group of the Institut de Biotecnologia i Biomedicina (UAB). As a consequence 
and thanks to this, creating biological databases as reference resources and empowering other 
experimental research projects from the gained bioinformatical know-how. 

Specific objectives

1. Rewriting different applications formerly developed at IBB-UAB (e. g., ProtLoc, 
TransMem, Transcout or Bypass) so they could be used both as webservices and within 
a massive data-processing pipelines. 

2. Designing biological databases and user-friendly interfaces so resulting analyses from 
the former tools could be easily accessible by third parties.

3. Implementing and deploying a sequence analysis framework so common-day usage 
tools such as BLAST and the tools commented above could be used with little technical 
intervention.

4. Bioinformatics and phylogenetics analysis, function prediction and structural modeling of 
Nna-like proteins (also known as CCPs) as putative targets for diverse diseases such as
malaria or neurodegenerative disorders.
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CHAPTER 3 - RESULTS





3.1. ProtLoc

3.1.1. Context

Functionality of protein products make sense in their natural context, that is, in conjunction with 
other biological products (proteins, RNA, DNA, etc.) within the cell.

On the other hand, the biochemical milieu of the different compartments of the cell are not the 
necessarily same, having for instance different pH and pKa values. This electrochemical cell 
diversity determines or influences the presence, absence or quantity of different protein 
products, which are in the end conditioned by their actual amino acid composition. For instance,
certain proteins may not be able to fold, catalyze a reaction, or interact with other proteins in 
some cellular compartments because of the state of some of their amino acids at a certain pH 
(being hydrogenated or not). 

Based on this assumption, we might think that depending on the chemical properties of 
containing amino acids of a protein, that might be more likely to be present in one location or 
another. In some sense, this can be considered in the end a corollary of the central dogma of 
biology; that is, sequences (at the very gene level) do contain already information about their 
final functional location.

A subsequent question is elucidating how this final location information may be actually 
encoded. It may be ‘sequentially’ encoded, that is, the order and presence within a sequence of 
certain amino acids (sometimes in certain regions of the sequence, such as the extremes) may 
determine the final location. This is the case of the detection of signal peptides  (von Heijne, 
1990), present in the N-terminus of the translated peptides, which lead them to be sent to the 
secretory pathways. Another instance are transmembrane regions or experimentally well-known
DNA-binding regions, that necessarily imply a functional location. We will talk about these two 
latter in upcoming sections. Moreover, the determination in a polypeptide of certain regions or 
domains which are already known to imply an interaction with other protein products placed in a 
definite location, transitively implies that the former may share location with the latter (guilty by 
association) (Schauer & Stingl, 2009).

All these previous approaches are not necessarily incompatible with what introduced above, the
fact that certain abundance of some types of amino acids (e. g., these ones that may allow to 
have transmembrane regions in some sequence stretches) may indicate that a product may be 
in a cellular location. And this is actually the hypothesis behind Protloc (referring to Protein 
Location) (Cedano et al., 1997).

As a starting point, 5 different basic non-overlapping sets of proteins were created representing 
rough cellular locations: Intracellular, Extracellular, Nuclear, Transmembrane and Anchored. 
Each set was populated thanks to manually-curated annotation from Swiss-Prot database. 
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In order to assign a putative cellular location for an amino acid sequence, Malahanobis distance
statistic was used.

Query protein is converted in a vector of length 20 (one position for every amino acid), with the 
frequency of every amino acid in the sequence. Vector values necessarily sum up 1.

amino acid frequency of a sequence 

We calculate the distance of this vector against the different 5 sets, using Mahalanobis distance.
Each set consists of an average vector and a covariance matrix respect to the different amino 
acids. If all sequences of a certain set happened to have the same amino acid frequency 
average, covariance matrix but be an identity matrix, and instance of Mahalanobis distance we 
would be calculating a simpler Euclidian distance, that is the case as well when calculating the 
distance between each other. 

average amino acid frequency of a set

 Mahalanobis distance, 
  where S is the covariance matrix.

As explained in the published paper, the approach turned  to be sensitive enough and predicted 
protein location quite faithfully (either as first, or at worst, second position).

As example, for a protein such as TMM43_HUMAN (Transmembrane protein 43), we get the 
following result. The lower the distance, the more likely location assigned.

Membrane => 8.04007866311015
Anchored => 8.70351093081404
Nuclear => 8.92771314050655
Intracellular => 9.33241032405688
Extracellular => 11.0166179413074

3.1.2. Technical deployment

The program was originally implemented and published as an Excel spreadsheet macro 
(Cedano et al., 1997). 
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By the time it was originally published, it was not unusual to handle just a few ORFs that could 
be perfectly analyzed case by case basis. However, the advent of big genome sequencing 
projects rendered this technical approach as impractical, and the application was reprogrammed
as a modern Perl script, so it could be integrated in high-throughput analyses pipelines, as we 
would comment in a later section. Afterwards, it was also reprogrammed as a CGI (Common 
Gateway Interface) website.

For a long time CGI was the most used, if not the only, way bioinformaticians could make their 
tools available to non-tech savvy biologists. CGI consists in a rather language-neutral standard 
interface method for generating dynamic web content from any kind of underlying program in 
the web server. Therefore, in principle, converting a command-line program to a CGI web 
service is a matter of changing the input, from command-line parameters to REST-like requests 
normally submitted via web forms, and the output, from commonly raw text data to HTML output
which can be rendered in a browser window. That is the case of ProtLoc, which could be used 
as a CGI by any interested biologist who simply pasted their interest sequence in the available 
form.

CGI triggers an application process per request, so if a heavy computation is performed or 
many requests are submitted at once, the web server may get overwhelmed and even become 
unresponsive. As a workaround, developers normally submitted processes in the background 
and results were offered to the user by being queried after a succession of page refreshes or 
even by email. In case of long computations, the latter is the most common and realistic 
approach even if CGI is not actually used.

Later on, as alternatives to CGI, other methods have emerged such as:

• FastCGI, and actual improvement of the former but allowing to fork more easily 
processes, so blocking of the server is less likely.

• Apache modules, providing a specific language-compiled interface to the web server 
(Apache in this case), being the most popular case for PHP (mod_php). 

• Language-specific interfaces (e. g. PSGI for Perl, or WSGI for Python).

At the time of writing, ProtLoc is not only provided as a website but also as a webservice. This 
last possibility allow external web-enabled applications to use it straightforward. For this, 
Mojolicious Perl framework is used, which allows different web interface methods (CGI, FastCGI
or PSGI) to be relied on with minimal change depending on the configuration of the hosting 
server.  

3.1.3. Next advances and considerations

After this cellular location prediction approach was first introduced, other richer and more 
detailed annotation sources have emerged compared to the rather free SwissProt keywords. 
Notably, that’s the case of Gene Ontology (GO) (The Gene Ontology Consortium, 2013), which 
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for this case would fit into its cellular component domain. How Malahanobis distance approach 
could be effectively extended to further subsets based on GO layers is something we’re 
currently investigating.

Another open question for the application of this approach would be whether could be useful 
extending it for non-canonical amino acids, such as selenocysteine (Böck et al., 1991),  or 
pyrrolysine (Gaston et al., 2011) or even for amino acids that may have posttranslational 
modifications such as methylations or acetylations.

Moreover, it cannot be ignored the need of comparing this simpler methodology against more 
sophisticated computer approaches such as SVM (Wan et al., 2012, Kumar et al., 2014)

Code can be found at:
https  ://  github  .  com  /  toniher  /  ProtLoc  /
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3.2. TransMem

As in the case of ProtLoc trying to elucidate cellular location of ORF products, another program 
developed in IBB-UAB, TransMem (Aloy et al., 1997), aims to detect hydrophobic 
transmembrane (HTM) stretches. The prediction of these protein structural elements are samely
very relevant for assigning a function.

Compared to the previous approach used in ProtLoc, in TransMem Artificial Neural Networks 
(ANN) is the preferred method. Briefly, ANNs are a type of computational models initially 
inspired on living neural systems where a system of interconnected nodes (neurons) compute 
values which are ‘feeded’ to them. This feeding enables the system to learn about the input data
and, therefore, become capable of recognising certain patterns when new data is presented.
For TransMem, the network was based on Multilayer Perceptron mode (Rojas, 1996), which 
was trained with 5 transmembrane proteins with 39 helices and tested against a set of 55 
sequences with transmembrane stretches of a SwissProt database set used by a formerly 
reference algorism in transmembrane prediction (Aloy et al., 1997).

Figure 13. Example transmembrane protein Adenylate Cyclase. Source: 
https  ://  commons  .  wikimedia  .  org  /  wiki  /  File  :  Adenylate  _  cyclase  .  png

Initially deployed as an Excel spreadsheet, the program was ported to C/C++. For designing the
trained ANN, SNNS (Stuttgart Neural Network Simulator) simulator framework (Eberhard Karls 
University, n.d.) was used, and exported as a library.

This porting, as it was done with ProtLoc, allowed the application to be integrated in massive 
pipeline analyses.
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Later on, this program was also turned into a CGI (wrapped with Perl using Inline library 
(http  ://  www  .  slideshare  .  net  /  daoswald  /  getting  -  started  -  with  -  perl  -  xs  -  and  -  inlinec), and recently as a 
webservice as well following the same approximation as described with ProtLoc.

An outcome commandline result can be seen below, where a window size of n is used:

$ ./transmem -w 10 Q9BTV4.fasta
sp|Q9BTV4|TMM43_HUMAN    GMFVGLMAFLLSFYL    34    49
sp|Q9BTV4|TMM43_HUMAN    VESFMATAPF    174    184
sp|Q9BTV4|TMM43_HUMAN    IGRFFLSSGL    186    196
sp|Q9BTV4|TMM43_HUMAN    AAGWMAMFMGLNLM    312    326
sp|Q9BTV4|TMM43_HUMAN    LVNIGLKAFAFCVATSLTLLTVAAGWLF    342    370
sp|Q9BTV4|TMM43_HUMAN    LWALLIAGLALVPIL    373    388

By the time of writing, there are many other applications for predicting transmembrane helices, 
many of them based on Hidden Markov Model (HMM) approaches (Liakopoulos et al., 2001; 
Sonnhammer et al., 1998). 

A benchmark and comparative analyses of the available tools was performed in 2005 
(Cuthbertson et al., 2005), but TransMem was not among them, surely because of not being 
publicly accessible by that time. 

Nevertheless, it’s worth noting that, respect to other competing software, TransMem is open-
source and so other researchers can easily adapt it to their needs.

As a recent use case, TransMem has been utilized massively in plant genomes for detecting in 
a qualitative way ‘Receptor Like Proteins’ (RLP) (Sanseverino et al., 2012), which consist of 
leucine-rich receptor-like repeats and transmembrane regions of ~25 aa (Contaldi, 
unpublished).

Code can be found at:
https  ://  github  .  com  /  toniher  /  TransMem
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3.3. TranScout

Even though some rough clues of gene products functionality can be drawn from more or less 
generalistic methods such as the ones presented above, that is: non sequential (as ProtLoc) 
and partially sequential (as TransMem); the fact, is that in most other cases, sequential 
information is essential for elucidating any specific function. That is the case of transcription 
factors, which actually have regions that specifically bind to genomic DNA regions.

Transcription factors have a major role in the complex regulation of gene expression. Their 
identification, characterization and the exploration of their diversity is an actual important step 
towards understanding determinant biological processes such as cell development, tissue 
differentiation and apoptosis. Knowledge of the triggers and effectors that link these latter 
processes with their expression basis have evident biological and biomedical implications. 

Classifying transcription factors in related groups among different organisms (some used as 
model organisms) may help us to highlight evolutionarily conserved or dissimilar strategies and 
propose shared solutions to different problems where related transcription factors occur.
In recent years, a large amount of information has been accumulated about proteins with 
transcriptional regulatory activity. 

Figure 14. Leucine zipper type transcription factor in complex with DNA. Created from MMDB entry   48655 using visualization 
package VMD. Source: https  ://  commons  .  wikimedia  .  org  /  wiki  /  File  :  Leucine  _  zipper  2.  png

One of the frequent and most used methodologies is by using Position-Specific Scoring 
Matrices (PSSM). By this approach, a set of well-defined aligned sequences can be encoded 
into a profile matrix of occurrence frequencies which can be used to search against a query 
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sequence or database of sequences. Resulting probabilities matrices are normally weighed 
against existing substitution matrices, such as PAM (Cuthbertson et al., 2005) or BLOSUM ones
(Jones et al., 1992), which normally represent the rate of amino acid substitution as deduced 
from experimental datasets. At the time of writing, BLOSUM62 is the most commonly used one 
and the default option of popular programs such as BLAST (Mount, 2008). 

In the specific case of TranScout (Aguilar et al., 2002), different well-known protein domains 
associated to transcription factors (not necessarily only DNA-binding ones) were originally 
derived from TransFac classification (Matys et al., 2003) and later extended providing up to 73 
possible profiles.

DEF    Basic domain (bZIP)
SIGN    bZIP transcription factors
RNG    Class
FUNC    DNA-binding
ALIN    leuzip.basicdom.bench.alin.swiss
MAT    leuzip.basicdom.bench.matvor
MAX    8.22
MIN    4.65
THRES    19.00
GAPP    2.00
GAP    1.00
CAU    0

14
0.00 0.06 0.08 0.00 0.00 0.00 0.04 0.70 0.74 0.10 0.06 0.05 0.00 0.05 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.13 0.25 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00
0.00 0.00 0.29 0.00 0.00 0.00 0.28 0.00 0.00 0.00 0.10 0.00 0.00 0.05 0.00
0.04 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.00 0.00
0.00 0.00 0.04 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.12 0.00 0.00 0.00 0.24 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.13 0.14 0.13 0.29 0.00 0.23 0.00 0.00 0.00 0.13 0.24 0.00 0.00 0.23 0.39
0.00 0.35 0.11 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.06 0.00
0.00 0.16 0.13 0.00 0.00 0.00 0.06 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00
0.00 0.00 0.00 0.13 0.87 0.13 0.00 0.00 0.00 0.00 0.04 0.00 0.00 0.07 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.07 0.15 0.00 0.00 0.00 0.00 0.19 0.16 0.09 0.00 0.00 0.22 0.05
0.83 0.30 0.05 0.33 0.13 0.52 0.00 0.00 0.00 0.24 0.32 0.13 0.87 0.15 0.56
0.00 0.00 0.00 0.11 0.00 0.00 0.00 0.30 0.00 0.26 0.00 0.42 0.00 0.02 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.12 0.00 0.00 0.07 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.00 0.08 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.13 0.00 0.00 0.00 0.00 0.07 0.13 0.00 0.00
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Figure 15. Example definition and associated matrix of one of the classes scanned by TranScout.
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A web page describing the involved transcription classes and a demonstration of the application 
can be found at: http  ://  bioinf  .  uab  .  es  /  transcout  /

For sake of reference, another well-known program that uses PSSM is the popular PROSITE 
(Falquet et al., 2002), which has also be used for classifying putative transcription factors 
(Sigrist et al., 2009).

At the time of writing, there has not been any update of this method with newer classification 
updates and against other popular application, as the mentioned before.
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3.4. TrSDB: a proteome database of transcription factors

3.4.1. Introduction

The increasing knowledge on transcriptions factors has been progressively integrated in some 
comprehensively annotated biological databases such as TRANSFAC (Matys et al., 2003). In 
our approach, TranScout classification and algorithm (Aguilar et al., 2002) was used for 
analyzing nine eukaryotic non-redundant proteomes (Homo sapiens, Mus musculus, Rattus 
norvegicus, Drosophila melanogaster, Caenorhabditis elegans, Arabidopsis thaliana, Guillardia 
theta, Saccharomyces cerevisiae and Schizo saccharomyces pombe). Predictive analyses with 
ProtLoc (cellular localization assignment tool) (Cedano et al., 1997), TransMem 
(transmembrane domains prediction program) (Aloy et al., 1997), InterPro (Mulder et al., 
2003) and Gene Ontology Annotation (GOA) (Camon et al., 2003) are also integrated in our 
database, providing additional validation to our results.

The result is TrSDB (Hermoso et al., 2004) —TranScout Database— (http  ://  ibb  .  uab  .  es  /  trsdb), a 
proteome database of eukaryotic transcription factors based upon predicted motifs by 
TranScout and data sources such as InterPro and Gene Ontology Annotation

3.4.2. Web interface and automated analyses

TrSDB can be freely accessed at the website. Users may query TrSDB after selecting an 
organism by entering keywords to be searched for in the sequence annotation (e.g cancer), by 
sequence accession code (e.g.   Q  9  Y  5  A  6) or by accession codes that match InterPro (e.g. 
IPR001356), GOA (e.g. GO:0003700) or TranScout analyses or predictions (e.g. TRS0023). If 
preferred, queries may be restricted to two subsets: those entries showing positive TranScout 
matches (which are more likely to be transcription factors) or those that are annotated by 
InterPro. After submitting a query, a list of matching entries with a brief description (alternative 
sequence accession codes and annotation) is displayed.
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Figure 16. Detail of a query search output of the organism-based TrSDB browser. Source: (Hermoso et al., 2004)

When clicking one entry, all TrSDB available information about this sequence is shown, ranging 
from relevant external database crosslinks to matches of used predictive programs. A graphic is 
available with all the assumed protein signatures located along the sequence. Each matching 
signature is displayed in a different color together with the associated signature code of the 
prediction.
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Figure 17. Partial entry output showing several crosslinks and all the protein signatures found for this sequence. Source: (Hermoso 
et al., 2004)

At the bottom of the page, NCBI BLAST premade analyses against the proteomes in the current
database (using default parameters and a E-value threshold of 10–20) are available in order to 
allow users to browse similar entries within the same organism or in others.

Besides proteome browser facilities, TrSDB offers a set of compiled analyses and statistics of 
TranScout predictions with significant annotation from other resources. 

Derived sets of analyses may help researchers to test previously annotated or reannotated 
proteins that may have a novel and/or conflicting function. A selected list of GO entries are used 
as a criterion for considering which entries may have been previously annotated as transcription
factors by cross-checking against the InterPro (through InterPro2GO) and/or GOA databases  
(Camon et al., 2003). 

Previously poorly annotated entries are highlighted since they are hot candidates for which our 
predictions could be particularly useful. Furthermore, a list of proteome entries detected as 
positive by TranScout, which have high similarity (BLAST with default parameters and a E-value
threshold of 10–20) to other TranScout positive protein entries in TrSDB are offered for each 
organism in the database.
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Interested users may also download MySQL dumps of core TrSDB data obtained from 
TranScout, ProtLoc and TransMem runs against considered proteome sets of the current TrSDB
version, as well as TranScout classification definitions.

TrSDB relied upon proteome sets, derived InterPro analyses and GOA assignments maintained 
by EBI facilities (Mulder et al., 2003). Most data are stored and accessed through a MySQL 
relational database management system. Analyses and interchanging files are generated and 
stored in a suitably parseable way in specially formatted text or XML format. Many scripts for 
carrying out analyses, linking components and handling the web interface use BioPerl tools and 
modules 

3.4.3. Possible future approaches

As commented before in the document, at the time of writing, TranScout has not been recently 
updated to include any newer categorised transcription factor family. Moreover, being TransFac 
a licensed resource, it may be argued that there may a need to provide an updated 
Transcription Factor database based on already existing open-access data and with the new 
experimental and theoretical data from long-range chromosome interactions (Bartkuhn et al., 
2008). A recent example resource going into that direction would be HOCOMOCO (Kulakovskiy 
et al., 2013), which would be based on TransFac (as TrSDB) and specialy JASPAR (Mathelier et
al., 2014), that seems to be fully open-data based.
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3.5. ArchDB: Functional Annotations and Structural Classifications of Protein
Loops

3.5.1. Introduction

Loops represent an important part of protein structures. The study of loop is critical for two main 
reasons: 

1. Loops are often involved in protein function, stability and folding. 
2. Despite improvements in experimental and computational structure prediction methods, 

modeling the conformation of loops remains problematic. 

In the following pages, a structural classification of loops is presented, ArchDB, a compendium 
of information with application in both mentioned fields: loop structure prediction and function 
prediction. 

ArchDB is a database of classified protein loop motifs. At the time it was first designed, the 
database provided four different classification sets tailored for different purposes. ArchDB-40, a 
loop classification derived from SCOP40, well suited for modeling common loop motifs. 
Since features relevant to loop structure or function can be more easily determined on well-
populated clusters, another set, ArchDB-95, was developed, which is a loop classification 
derived from SCOP95. 

Other loops classifications are presented, ArchDB-EC, a classification of loop motifs from 
enzymes, and ArchDB-KI, a manually annotated classification of loop motifs from kinases. 
Information about ligand contacts and PDB sites has been included in all classification sets. 

The lengths of classified loops range between 0 and 36 residues long. ArchDB offers an 
exhaustive sampling of loop structures. Functional information about loops and links with related
biological databases are also provided. All this information and the possibility to browse/query 
the database through a web-server outline a useful tool with application in the comparative 
study of loops, the analysis of loops involved in protein function and to obtain templates for loop 
modeling.

3.5.2. Biological context

In a protein structure, loops are the regions of non-repetitive conformation connecting regular 
secondary structures, namely α-helices and β-strands. Loops are involved in protein function, 
stability and folding (Fetrow, 1995), and so represent an important part of protein structures. 
They can play a wide repertoire of roles related to protein function: (i) recognition sites 
Complementary Determining Regions (CDRs) (Kim et al., 1999), (ii) protein-protein interactions: 
signaling cascades (Bernstein et al., 2004), dimerization (Fritz-Wolf et al., 1996), PDZ-motifs 
(Feng et al., 2003), (iii) ligand binding (p loop (Saraste et al., 1990) EF-hands (Kawasaki et al., 
1995), Nicotinamide adenine dinucletotide phosphate (NAD(P)) binding loops (Wierenga et al., 
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1986), glycin-rich-loop (Schenk et al., 1999)), (iv) DNA-binding (helix-turn-helix motifs (Tainer et 
al., 1995), M13 phage (Coleman et al., 1986)); (v) forming enzyme active sites (e.g. Ser-Thr 
kinases (Johnson et al., 1998)) or serine proteases (Wlodawer et al., 1989)). Moreover, loops 
play a vital role in correctly positioning catalytically important residues (Gunasekaran et al., 
2003).

Experimental and theoretical evidences suggest that local structural determinants are frequently
encoded in short segments of protein sequence. Local sequence-sequence-structure 
relationships derived from local structure/sequence analyses could significantly enhance the 
capacities of protein structure prediction methods (Yang et al., 2003). The reports of Shindyalov 
and Bourne (Shindyalov et al., 2000) and (Tendulkar et al., 2004) suggest that folds are mainly 
made up of a number of simple local units of super-secondary structures, formed by few 
secondary structures connected by loops.

There is a large difference between known protein sequences (Bairoch et al., 2005) and protein 
structures (Berman et al., 2000). In the absence of an experimentally determined structure, ab 
initio and threading methods or comparative modeling methods can sometimes provide a useful 
3D structure of a protein (Baker et al., 2001). Nevertheless, the recent improvements on the 
performance of fold prediction and homology modeling methods in successive CASP (Critical 
Assessment of Structure Prediction) experiments (Venclovas et al., 2005)have not proved to be 
as successful as in loop model building. In general, these methods tend to correctly predict the 
protein core but not the loop regions. Errors in loops are the dominant problem in comparative 
modeling and often are the most difficult parts to model (Fiser et al., 2000). 
Thus, a database of structurally classified protein loops will have widespread applications (i.e. in
model building or to complete locally undefined regions from an X-ray diffraction map).
The impact of loop modeling is significant. 

According to (Pieper et al., 2004), approximately 60% of all protein sequences can have at least
one domain modeled on a related, known protein structure. At least two thirds of the 
comparative modeling cases are based on less than 40% sequence identity between the target 
and the templates, and thus generally require loop modeling (Sánchez et al., 1997).

Structural genomics initiatives attempt to infer details of protein function via 3D structure 
determination (Shapiro et al., 2000). If a new protein structure adopts a previously observed 
fold, functional details might be inferred by considering the function of other proteins adopting 
the same fold (Dietmann et al., 2002). 

If fold similarities are ambiguous or if a protein adopts a new fold, it is still possible to infer 
function by comparing key active site residues (Russell et al., 1998). Common structural motifs 
contain particularly useful information on the conservation of specific residues across species, 
being occasionally involved in the protein function (i.e. the activation loop of some kinases) or in
the folding nucleus (Mirny et al., 2001).
Several works in loop classification had been published before (Burke et al., 2000; Donate et al.,
1996; Oliva et al., 1997, 1998; Wintjens et al., 1996; Wojcik et al., 1999). However, these 
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classifications were not web accessible or updated regularly. ArchDB (Espadaler et al., 
2004) has been updated since its creation, and the new version presented here includes three 
new classifications: ArchDB-95, ArchDB-EC and ArchDB-KI, plus the added value of functional 
annotations. The web-server, accessible at http  ://  sbi  .  imim  .  es  /  archdb.

3.5.3. Material and Methods

3.5.3.1. PDB sets and loops extractions

The considered version of ArchDB contains 4 different types of loop structure classification of 
loops, namely: ArchDB-40,ArchDB-95,ArchDB-EC and ArchDB-KI each of them extracted from 
a different set of structures. ArchDB-40 is based on a list of protein domains of SCOP 1.67 (Lo 
Conte et al., 2002) with less that 40% sequence identity. ArchDB-95 is based in SCOP 1.67 
using sequences with identity smaller than 95%. The two lists of protein domains were 
downloaded from ASTRAL compendium (Chandonia et al., 2004). ArchDB-EC is derived from a 
set of structures with known Enzyme Commission (EC) number (Kotyk, 1999) downloaded from 
http://www.bioinf.org.uk/pdbsprotec/ (Martin, 2004). The program cd-hit (Li et al., 2002) was 
used to obtain a set of chain with less than 95% sequence identity. Finally, ArchDB-KI is derived 
from a set of structures with EC number 2.7.X.X (transferring phosphorus-containing groups).
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Figure 18. Overview of construction and annotation process of ArchDB. Four different PDB datasets were constructed to derive the 
four different classifications of loops. The process of the building of the database includes the extraction of loops, their clustering, 
etc. Source: (Hermoso et al., 2007)

The process of construction of the loop classifications is similar for the four sets included in 
ArchDB. First, structures not obtained by X-ray crystallography or with resolution larger than 3.0 
Å are removed from the initial sets. The DSSP (Dictionary of Protein Secondary Structures) 
program (Kabsch et al., 1983) is used to locate loop segments, defining loops as fragments 
between any two regular secondary structures. The initial dataset of loops is further filtered by a 
quality rule: no loops were considered with missing residues or missing main chain atoms 
(including Cβ, except for Glycine).
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3.5.3.2. Clustering process

Loops extracted in the previous step are clustered according to structural similarity. The 
structural clustering of loops is obtained with an improved version (Espadaler et al., 2004) of the
Arch-Type program (Oliva et al., 1997). In short, the clustering algorithm is based on a geometry
comparison of the flanking secondary structures and on a density search on the [φ, ψ] space of 
the loop conformation. Geometry is defined by four internal coordinates of flanked secondary 
structures, a distance, D, between ending points and three angles: hoist, packing and meridian. 
Two loop motifs share the same geometry if Δ (D, hoist, packing, meridian) belongs to the four-
dimensional semi-open interval I = ((0, 0, 0, 0), (2, 45, 45, 45)] (Fernandez-Fuentes et al., 
2006). The possible conformations of the loop fragment were defined by assigning the most 
accessible regions in [φ, ψ] space. The regions are α, αλ, γ, β, βp and ε (encoded by ArchType 
as “a”, “l”, “g”, “b”, “p” and “e”). Two special regions denoted “l/g” and “b/p” are defined as 
transition regions between the l and g conformations and between the b and p conformations, 
respectively. For a pair of loops, a conformational similarity score is obtained as the percentage 
of the total number of residues that can be equivalent with identical conformational codes.

Figure 19. Graphical representation of relevant loop geometry variables. D: loop distance, θ: packing angle, δ: hoist angle, ρ: 
meridian angle. 

Owing to the ±1 residue extension in loop length definition allowed because of the difficulty in 
defining the termini of the secondary structures and to the wide definition around [φ, ψ] regions 
in “l/g” and in “b/p” conformations, loops can cluster into more than one group. A re-clustering 
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protocol has been devised to deal with the overlap between clusters. Overlapping clusters are 
merged depending on the percentage of shared loops. A cluster-membership p-value is 
calculated for each loop motif (see below Statistic significance of clusters). Overlapping clusters 
are merged if they have more than 80% of loops or if there is a common loop with membership 
p-value < 0.002 to both clusters. Averaged coordinates are recalculated and the process is 
repeated until convergence of the classification. The result is an optimized partition of the 
conformational space of loops that joints clusters (as obtained in Arch-Type (Oliva et al., 1997)) 
that contain structurally similar loops and a minimum overlap between subclasses.

3.5.4. Outcomes

3.5.4.1. Organization and annotation

ArchDB was structured into four levels of hierarchy: (i) at the classification level, there are links 
to the four loop classifications included in ArchDB: ArchDB-40, ArchDB-95, ArchDB-EC and 
ArchDB-KI; (ii) at the second level of the classification, loops were identified according to the 
bracing secondary structure type: α–α loops α–β loops, β α loops and β–β loops that are further 
split into β βhairpins (which are those loops between two β strands with at least one hydrogen 
bond between both strands) and β–βlinks, the complementary set in β–β loops; (iii) at class 
level, loops are grouped according to the loop length and [φ–ψ] loop conformation; and (iv) at 
subclass level the classes are subdivided according to the orientation of secondary structures or
motif geometry. Each subclass is identified in ArchDB by a three-number code as defined in the 
original paper (Oliva et al., 1997). For instance, a subclass with a classification code αβ4.1.1 
means that: it belongs to type α–β, it is the most populated class αβ4.1 with loops of length 4 ± 
1 and it is the most populated subclass αβ4.1.1.

Subclasses were classified as putative structure/function-related subclasses (PSFRS) or 
functional subclasses according to the degree of conservation of the annotations (DCA). The 
considered annotations have been obtained from: 

(i) SCOP identifiers; 
(ii) GO terms;
(iii) EC codes among the original PDB chains; 
(iv) ligand contacts, i.e. residues found within a cut-off distance of 6Å from an hetero-atom, 
ligand, inhibitor, cofactor or complex partner molecule (protein or DNA) with the exception of 
D2O or crystallization buffer molecules; 
(v) PDB site information (residues identified by functional information from ACTSITE and SITE 
records in the PDB file header); and 
(vi) residues identified by the functional annotation collected from the literature and assigned to 
specific motifs (only for ArchDB-KI).

The functional annotation process is as follow. Each loop is annotated by its SCOP, EC and GO 
number. The conservation of these annotations is explored among the loops included in the 
same subclass. 
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Three groups of DCA were defined: <50% conservation, between 50 and 75% conservation and
>75% conservation. We define a subclass with more than 75% conservation of a given 
annotation as PSFRS. In case of ArchDB-KI, subclasses are considered functional subclasses 
when there is a meaningful conservation of functional residues in the loops of the cluster and 
more than 50% of its loops belong to proteins of the same SCOP superfamily. Besides the 
quantitative conservation of the SCOP, EC and GO numbers, a qualitative measure of potential 
function is also given if any loops included in the subclass have any annotation extracted from 
the PDB header (annotated as ACTSITE and SITE) and/or contacts with ligands. 

3.5.4.2. Content and web interface

Users can browse through ArchDB data-sets or perform queries searching for loops motifs 
satisfying particular features:

i. Belonging to a PDB structure by specifying the PDB identifier or SWISS-PROT 
accession code;

ii. Browsing through ArchDB levels: i.e. classes and subclasses;
iii. Loop with particular bracing secondary structures type and geometry, loop size or loop 

[φ, ψ] conformation;
iv. Loops with a specific SCOP family, super-family and fold, SWISS-PROT keywords  or 

GO accession codes;
v. Loops from subclasses with residues in contact with ligands and/or with PDB SITE 

annotations (and with bibliographical annotations for ArchDB-KI);
vi. PSFRS with DCA > 50%, between 50% to 75% or DCA > 75%;
vii. Sequence search. The search is performed on the selected classification using 

BLOSUM 62 as mutation table to calculate the sequence score;
viii. Classes with the same conformation and subclasses with the same geometry and/or 

conformation of the loops of an uploaded protein structure. Structural classes and 
subclasses are assigned comparing the loop geometries and conformations of all the 
loops of an uploaded protein structure with the loops from the database. Secondary 
structure and loops of the uploaded coordinates of the query protein are defined with 
DSSP (Kabsch et al., 1983).

Points (iii) and (vii) will allow the user to obtain potential templates for loop modeling, as well as 
retrieving functional information about similar loops to check whether our loop could play a 
functional role or not. Analogously, for non-clustered motifs (single member subclasses), 
information described in points (iii), (v) and (vi) can also be retrieved. However, not all the 
structures classified in PDB databan) are represented in ArchDB. If a structure is not present in 
our classification, the PDB code(s) of the closest protein(s) in homology (i.e. the smallest e-
value and the largest percentage of identity as aligned by PSI-BLAST) are shown.

Other type searches can be the list of motifs found in a given PDB structure, the list of 
subclasses satisfying specific features or the content of a given subclass. Structural and 
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functional information for each PDB structure is accessible, including resolution, R-factor, PDB 
source, GO annotation, Enzyme annotation, and the SCOP domain classification.
For each subclass, a table describing consensus features (sequence, geometry, percentage of 
sequence identity, averaged RMSD and its standard deviation) can be obtained. Additional 
information includes a PROSITE-like pattern (Falquet et al., 2002) with calculated position-
specific entropy (Pei et al., 2001) and a BLOSUM-like PSSM (Position-Specific Scoring Matrix) 
profile obtained with the multiple sequence alignment. 

3D Images of superimposed motifs and averaged coordinates can be viewed using any 
molecular visualization program, such as Jmol (The Jmol Team, 2007), that can handle atomic 
coordinates in PDB format.

Users can download coordinates for superimposed motifs or the average structure, which may 
be useful for loop reconstruction. Multiple alignments of sequences, secondary structures and 
[φ/ψ] conformations of the loops are provided. Information about residues in contact with ligands
and residue with PDB site annotations (and with bibliographic annotations for ArchDB-KI) are 
also given, if any. 

Finally, ArchDB is cross-linked to other important databases such as Protein Data Bank (PDB)  
(Berman et al., 2000), GO (Ashburner et al., 2000), SWISS-PROT (Bairoch et al., 2000) and 
SCOP (Lo Conte et al., 2002).

3.5.5. Discussion and conclusions 

The two major motivations for this study are: (i) to help to predict loop conformation in 
comparative modeling and, (ii) the availability of a functional annotated loop classification for the
study of loops.

We provide a classification of the conformation of loops with their associated sequence patterns
and a PSSM profile for each structural alignment; together with the ability to search ArchDB 
database, provides a powerful tool to analyze loops in protein sequences. We have proved the 
usefulness of sequence profiles in loop structure prediction (Oliva et al., 1998)

Instead of searching for potential templates, users can be interested on functional annotated 
loops that are related with its query sequence by browsing among the functional annotations of 
the subclasses delivered with the sequence search.

Functional annotated subclasses may help in the central problem of protein annotation. When 
sequence or structure comparisons fail to suggest a function, insights can come from discovery 
of functionally important local structural patterns. A subclass is a set of conserved local 
structural patterns. Conserved short stretches of amino acid sequences or motifs contain useful 
information on the conservation of specific residues involved in the protein function (catalysis or 
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binding) or in the folding nucleus. The analysis performed on ArchDB-40 showed that up to 35%
of active site residues are located in loops.

Functional annotated subclasses can be used to search for matches of loops in a newly 
determined structure and thereby suggest putative function or bindings. It can be of special 
interest given the pace of structures production on structural genomic initiatives worldwide, 
where functional insights can come from discovery of functionally important local structural 
patterns. For that reason, we created ArchDB-EC, a subset of ArchDB restricted to structures 
from proteins with known enzymatic function. ArchDB-EC is aimed at users focusing on loops 
involved in active sites. We expect this subset to be of interest when searching for loops with 
catalytic roles in protein structures. Figure below shows an example of a search using the loops 
extracted from a structure (noted as feature (viii) at the Browsing and Querying section). After 
uploading a protein structure, ArchDB extracts all loops and structurally compare with the 
classes and subclasses (and single loops if selected) classified. Users can easily explore and 
browser the results and assess the significance of the results to their specific queries. In 
addition, this type of search yields all possible loop conformations that bridge two secondary 
structures. Users could be interested on comparing its own loop conformation with alternative 
ones (i.e. structural models, alternative loop conformations in catalytic/mobile loops, etc.).

Figure 20. A snapshot of ArchDB website showing an example of a search using atomic coordinates. Loops are assigned using 
DSSP (Fernandez-Fuentes et al., 2005) and its location in the sequence is shown. Matching subclasses by loop geometry and 
matching subclasses by geometry. Source: (Hermoso et al., 2007)

On the other hand, the search using protein structures can be also used for loop modeling. All 
subclasses that fit the geometry of the adjacent secondary structures of a motif can be retrieved
from ArchDB. Consequently, for a missing or wrongly modeled loop region, users can download 
the atomic coordinates of the subclasses and superimpose them to the known framework.
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Broken or missing loops are shown as ‘-loop incomplete-’ at the result table if the loop region 
was missing while a list of compatible subclasses according to motifs-geometry is provided. This
feature is also applicable in case of structural models, namely structures predicted by 
computational means. Users might be interested on searching for loops that can span a fixed 
core (i.e. secondary structure elements) obtained by comparative modeling, threading, or an ab 
initio prediction.

Figure 21. Overview of the different screens of ArchDB. Source: (Espadaler et al., 2004)

The database, consisting on an exhaustive classification of loop structures, was composed of 
four different classifications customized for specific requirements and includes functional 
annotations. Moreover, a flexible search engine was designed that allowed the 
querying/browsing of the database in a number of ways, either using sequence, structure, and 
feature-based information. All this classified data and the wide range of possibilities of the 
search engine shapes a powerful tool with applications in different areas of biological sciences 
and bioinformatics.
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3.5.6. Current status

At the time of writing this document, a major update of ArchDB was published (Bonet et al., 
2013) with a 5-fold increase in the number of loops considered. Compared to what is explained 
above, precisely because of computational restrictions posed by the included loops, clustering is
also performed thanks to Markov Clustering (MCL) algorithm (Van Dongen, 2008), but density 
search classification is still kept for back-compatibility.
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3.6. Design and setup of a sequence analysis management system

3.6.1. Introduction

In the previous pages we detailed a few projects where different analyses with a considerable 
amount of data were involved. In some of the cases, it leaded to the creation and publication of 
the results in the form of an online public database that could be accessed and queried by the 
whole scientific community. In contrast, in the next pages, we will elaborate a slightly different 
approach. An initial web framework will be set-up that might be flexible enough to accommodate
different kind of analyses and, at the same, both linking initial data sources and final results 
which, in turn, can be accessed as any common web resource.

The core idea is making possible a coherent way of managing biological data, processes and 
results within the same location, so they can be easily shared (via a URL).

The considered biological data are biological sequences (mostly protein ones), and the 
processes, that is, analyses, are essentially PSI-BLAST and Bypass ones. The later program, 
designed and built in the IBB (Gómez et al., 2008), is discussed in more extensive detail 
beforehand. 

3.6.2. Bypass: A fuzzy logic approach for predicting protein function

The advent of Genomics yielded thousands of reading frames without a function Typically, from
the  initial  analysis  of  sequenced  genomes  20%-60%  of  the  ORFs  cannot  be  functionally
annotated.  For example,  the human genome contains about  40,000 genes,  roughly 50% of
which can be assigned a putative biological  function on the basis of  sequence similarity  to
proteins with a known function (Venter et al., 2001).

The exponential growth of sequence databases and the difficult task of the functional annotation
of the new protein sequences  (Lander et al., 2001) represent a major drawback not only for
genomic science but  also for  its biotechnological  and biomedical  applications  such as DNA
arrays, drug target identification, filing a patent of a protein sequence (because, of the three
requirements for patentability, the most elusive, “Utility”, depends on the biological function of
the protein). 

Therefore, in silico prediction of the function of a protein has become a key objective for most of
the “omics” science and derived biotechnology areas (Gilks, et al., 2005). For example, there
are other algorithms and programs which help to predict function from protein sequence, such
as GeneQuiz (Ouzounis et al., 2002), ProtFun (Hoersch et al., 2000).

One  of  the  best  procedures  to  computationally  predict  the  function  of  a  protein  from  its
sequence  is  by  finding  a  related  protein  with  high  sequence  similarity  for  which  biological
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information is available. This is performed by means of alignment algorithms, such as, BLAST
(Jensen  et  al.,  2002),  FASTA  (Altschul  et  al.,  1990),  PSI-BLAST  (Pearson  et  al.,  1988) or
HMMER  (Finn et  al.,  2011).  The main  problem comes out  when analyzing  and interpreting
sequence results in order to infer functional similarity from homology, even more so when the
proteins have limited sequence similarity (remote homologues) (Altschul et al., 1997). Analysis
and interpretation of the results remains a major challenge and typically requires a case-by-case
analysis of the output (Devos et al., 2000). A typical search of similar sequences by alignment
algorithms displays a sometimes-long list of protein sequence stretches presenting significant
similarity to different protein targets, ordered from the top by their respective E-values. However,
statistical and biological significance are not equivalent  and, sometimes, important biological
matches can have relatively low scores. 

As Tian and Skolnick stated, the E-value is not a good measure for transferring function from
sequence, specially when multiple iterations of PSI-BLAST are executed. It is been frequently
observed that function starts to diverge quickly and homologous proteins may evolve to different
functions, especially when sequence identity falls below 40%. For example, using a permissive
threshold for inclusion in a profile may cause the inclusion of unrelated sequences in the profile
and lead to diversion from the original  sequence  (Tian et al.,  2003). Nevertheless,  although
difficult to identify these true positives, it is a very important fact that upon running a PSI-BLAST
search, usually a true positive for the function of a query protein in some position of the output
can be found

A  way  to  facilitate  the  functional  annotation  of  a  query  protein  sequence  would  be  the
rearrangement of the PSI-BLAST program output according to characteristics other than non
directly sequence derived parameters, trying to find the true functional targets.
When no experimental evidence is available, methods based only on information derived from
sequence are required (Yona et al., 2002). This is actually the approach of Bypass (Gómez et
al., 2008). 

Since long ago, it is known that protein sequence hides characteristics related to its structure
and function. In the present work several protein sequence characteristics have been checked
in relation to their ability for helping to rearrange a PSI-BLAST output, raising lower E-value
matches to the top positions, to their biological functions. Four characteristics were found to
contribute to the accuracy of the functional prediction of proteins: 

● hydropathic profile 
● flexibility profiles
● amino acid content
● length of the matched sequence hit

A multiple parameters scoring function with these characteristics is used. The parameters may
involve very different representations from numerical and their relative importance. 
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3.6.2.1. Sequence Characteristics

Amino Acid Composition

In order to use the amino acid composition of a protein in a numerical  value,  we used the
Euclidean  distance  as  a  classification  tool.  Euclidean  distance  is  a  dissimilarity  index.  It
evaluates the difference in terms of amino acid composition between the query protein and each
subject protein from the database.

where x is the amino acid frequency of one amino acid i and j in the subject protein and query
protein.

Segment Length

For  each homologue to the query protein,  its  length  in  terms of  number  of  amino acids  is
reported.

Hydropathic Profile

For each homologue to the query protein, a hydropathic profile is calculated according to Kyte
and Doolittle algorithm (Kyte & Doolittle, 1982). The hydropathic profile of a protein is calculated
by assigning each amino acid a  numerical  value (‘‘hydropathy index’’)  and then repetitively
averaging these values along the peptide chain. The values assigned to each amino acid are
the  Kyte–Doolittle  values.  The  window  length  over  which  the  hydropathy  indices  are
averagedmust also be set.

Flexibility Profile

For each homologue to the query protein, the flexibility profile is calculated according Karplus
and Schulz (Karplus & Schulz, 1985; Vihinen et al., 1994) as follows: In a sliding window along
the sequence, the local flexibility if 7-amino acid stretches and averages them. The individual
measure for each amino acid is based on crystallographic temperature factors. The numerical
values for these properties are introduced as inputs in the fuzzy logic algorithm.
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3.6.2.2. The Fuzzy Logic algorithm

The fuzzy logic algorithm takes the decision of combining these four parameters: Amino acid 
composition, Segment length, Hydropathic profile and Flexibility profile, and giving a fuzzy score
for each protein. These data are converted to fuzzy data in a process called “fuzzyfication” 
converting numerical parameters into linguistic values (“low”, “medium” and “high”), which can 
be viewed as fuzzy sets or membership functions. 

From a protein sequence, fuzzy logic integrates several features from sequence data into single
rules  in  order  to  include  as much as possible  protein information from a remote homology
search. The fuzzy scores for the four above different parameters from a protein sequence are
then combined  to  give  a  single  score  using  a  fuzzy  inference algorithm which  reflects  the
relative importance of each criterion in a similar way than a human judgment does. A decision
matrix is constructed with fuzzy rules in order to compare the data included in these rules. This
is process is called the “decision-making logic”, which simulates human decision-making and
which infer fuzzy control actions employing fuzzy implication and the rules of inference in fuzzy
logic.  The  inference  algorithm  combines  scores  sequentially  by  pairs:  first  the  Amino  acid
composition and the Segment length (Numerical parameters) into a common score and then,
the Hydropathic profile and Flexibility profile (Profile parameters) into a second composite score.
Finally, these two composite scores are combined into a single score for all the parameters. No
training set are needed because the fuzzy inference engine uses the rules of maximum value
and of minimum value to make the combinations of them and automatically give the weights to
each one.

Finally, in a process called “defuzzification”, the qualitative fuzzy data is transformed to a 
numerical value (in a scale from 0 to 100) that is used for the rearrangement of the initial PSI-
BLAST profile. Thus, sequences from lower scores in the initial PSI-BLAST profile can “Bypass” 
the others and climb to top positions, suggesting another function for the query protein.
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Figure 23. Flowchart describing the Fuzzy Algorithm. First, the numerical data obtained from calculations (i.e. hydropathic profile, 
amino acid content, etc) are divided into numerical and profile parameters. Once they are introduced in the algorithm, they are 
fuzzified in order to obtain fuzzy data that can be applied to the controller. The output fuzzy set is defuzzified obtaining a crisp 
numerical data that can rearrange the numerical PSI-BLAST profile. Based on: (Gómez et al., 2008)

3.6.2.3. Evaluating the accuracy of the prediction

In order to evaluate the Bypass sensitivity in finding true positives in a non redundant database,
we used a database of sequences with less than 40% identity derived from ASTRAL SCOP 1.67
(King et al., 2004), that is ASTRAL 40% PDB subset (http  ://  astral  .  berkeley  .  edu.). SCOP entries
were excluded with sequences shorter than 25 residues length, errors in their header annotation
or if they included the terms “hypothetical protein”.

The involved procedure was: 

1. compare every sequence to the nr protein database (www.ncbi.nlm.nih.gov) and save
the matrix  computed after  the fifth  PSI-BLAST iteration,  or  when the program stops
because no further similarities are found.  (E-value threshold for inclusion in the next
iteration was 0.005, BLOSUM 62 matrix); 

2. each saved PSSM is used to search against the Astral SCOP1.67 database using the
restart option of PSI-BLAST; 

65

http://astral.berkeley.edu/
http://astral.berkeley.edu/
http://astral.berkeley.edu/
http://astral.berkeley.edu/
http://astral.berkeley.edu/
http://astral.berkeley.edu/
http://astral.berkeley.edu/


3. amino acid sequences of the hits above the selected threshold in the PSI-BLAST profile
generated are extracted from every pairwise alignment and analyzed according to their
properties: Amino acid composition, Segment length, Hydropathic profile (Brenner et al.,
2000), and Flexibility profile (Kyte & Doolittle, 1982); 

4. the numerical values for these properties are introduced as inputs in the Fuzzy Logic
algorithm.

The procedure involved measuring the number of true positives found at 100% specificity (that
is, before the first false positive appears) and at 99% specificity. ASTRAL 40% PDB is used at
two levels, Fold level and Family level; so, we consider true positives if two proteins belong to
the same family or share the same fold. Table I shows that Bypass gives a higher number of
true positives before the first false positive appears than PSI-BLAST. These results show the
improvement  obtained by Bypass improves PSI-BLAST in  removing false positives  that  will
corrupt the PSSM profile in subsequent iterations.

The principal improvement of Bypass versus PSI-BLAST is to remove the false positives in the
first positions, so the usual ROC curve is not the best way to show the accuracy of the method,
because it plots the True positive rate versus the False positive rate. In our case, we want to
show only the removal of false positives from high score positions. So to assess the accuracy of
Bypass and PSI-BLAST on the data sets, Specificity vs. Score curves are used. It is also known
as True positive rate before the first false connection.
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Figure 24. Effect of Bypass removing false positives in high positions of PSI-BLAST output and moving up of true positive hits
located in lower positions. Higher positions of the output  correspond to higher levels of  specificity, lower levels correspond to
specificity low values. Based on: (Gómez et al., 2008)

Several  examples  will  show different  results  and  situations  selected from a set  of  proteins
related to human diseases for their biomedical relevance whose function had been previously
experimentally established was used. Two larger tables can be found in the web server with
more examples of proteins whose functions have been properly predicted by Bypass. Showing
some examples of  previously  hypothetical  or  incorrectly  bioinformatically  predicted functions
(prior to the experimental determination of the function). When PSI-BLAST has applied to these
sequences  no  experimental  data  of  the  protein  function  were  available  and  the  obtained
prediction using the top hits of the PSI-BLAST was full of hypothetical, ambiguous or poorly
annotated hits. But in the same output there were others well-annotated hits with high E-values. 

67



3.6.2.4. Examples

Running Bypass, the user generally finds one of different situations (Gómez et al., 2008): 

a) PSI-BLAST output has detected the protein function but in low positions

The McKusick-Kaufman syndrome (MKKS) and the Bardet-Biedl syndrome correspond to a rare
autosomal recessive genetic disease with classic hexadactyly and hydrocolpos in females, and
sometimes cardiac abnormality. Both are inherited in an autosomal recessive pattern caused by
mutations  in  the  MKKS  gene.  The  protein  has  similarity  to  a  Thermoplasma  acidophilum
chaperonin.  The PSI-BLAST analysis shows in the first  hit  an (AK025741) unnamed protein
product,  in  the  next  positions  a  group  of  MKK  proteins  of  non  determined  functions  from
different species was found. The Bypass rearrangement moves a chaperonin up, from the 88th

position in the original PSI-BLAST output, to the top position (AF226725).

b)  PSI-BLAST  output  depicts  a  huge  number  of  hypothetical/putative  proteins  and
Bypass  rearrange the set,  moving the  right  one  up to  top  positions and suggests  a
function for the whole set

The Smith-Lemli-Opitz syndrome (SLOS), or RSH syndrome, is a multiple congenital  mental
retardation condition due to the deficient activity of the enzyme 7-dehydrocholesterol (7-DHC)
reductase. PSI-BLAST shows several functionally unknown proteins at the top matches. Bypass
reorders the output and a group of proteins moves up to the top positions. The top hit is sterol
delta 14 reductase,  gi545906,  (from PSI-BLAST position  29).  In this case,  we observe that
Bypass  reorders  PSI-BLAST output  according  to  the  proper  function  of  the  protein  (sterol
reductase),  but  it  also  moves  up  several  putative  proteins:  gi21645453,  gi1370272  and
gi21293863, CG17952-PC and D7SR gi2935281, another sterol reductase. A CLUSTALW multi-
alignment (as shown below) not only suggests that they are not false positives, but also that this
set  of  previously  functionally  unannotated  proteins  could  belong  to  the  reductase  sterol
metabolism functional class.
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3.6.3. Data management and analysis framework

3.6.3.1. Using CouchDB and MediaWiki

As main storage solution, CouchDB was chosen because its document database model was 
highly convenient for mapping the hierarchical diversity of PSI-BLAST and Bypass analyses (as 
explained in previous NoSQL section). It’s actually not the first case this relatively young NoSQL
DBMS is used in biological context (Manyam et al., 2012).

Concatenation of analyses results are kept in the database just by having key values that match
the identifiers of other documents. This allow us to browse the results. The relationship link can 
be described as: Protein sequence submission -> PSI Blast outcome -> Bypass result.

In order to make possible that Bypass program can be more easily integrated into a web 
framework, this was rewritten so it could accept and return JSON content. Moreover, by using 
cURL library (http://curl.haxx.se/), the program could interact directly with HTTP-friendly 
CouchDB, so saving any additional file write/read process in the disk (still inevitable for other 
used components, such as PSI-BLAST).

MediaWiki, the software behind Wikipedia, was chosen as a CMS (Content Management 
System), that is, a web platform for hosting everything that was being developed. This wiki 
system provides a quick and straightforward content input mechanism and because of other 
potential benefits (e. g., integrated API or the possibility data structuration of user-input data) 
that could be explored if needed in the future. Accompanying Appendix B presents in further 
detail the possibilities of this platform.

At the time of writing, the deployment can be accessed from: http://bypass.uab.cat, replacing 
the previous CGI interface to PSI-BLAST and Bypass program.

3.6.3.2. User interaction and data-input

Users can paste their sequences and analyse them against a set of predefined BLAST analyses
(e. g. PSI-BLAST or BLASTN) and databases. In case the hosting server does not have enough
memory, in order to reduce the delay using certain databases (such as NCBI non-redundant), 
NCBI-BLAST network option is used. This means that analyses are sent to NCBI servers and 
retrieved back from there.
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Figure 25. Look of main search interface.

Once submitted, sequences are stored and accessible from a single page. From that location, 
launched BLAST analyses can be retrieved at any time, and it’s also possible to launch 
additional runs with different parameters.

BLAST results can be browsed in a graphical way, switching between iterations if available, and 
Bypass can be run (with default or custom weight parameters) for the selected results set.
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Figure 26. Graphical browser outcome linking a PSI-BLAST result an its associated Bypass processing. Red lines show alignments 
that are given higher importance after processing, yellow ones are the ones that are put behind and green ones are the ones that 
remain in the same position order.

As extra feature for helping in interactive manual annotation, integration with Gene Ontology is 
also provided, as it is explained below.

3.6.3.3. Gene Ontology cross-integration

Within our framework application we provide researchers the possibility of comparing a 
candidate set of matching sequences against their subject one in order to foresee new or 
unexpected functionalities. Even though they can simply compare them by reading the 
annotation, it might help things if we can stress what matching sequences have already in 
common. 
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There already existing applications, as it is the case of BLAST2GO (Conesa et al., 2008), that 
assign GO annotation to sequence queries from a set of matches (e.g. a BLAST result). 
However, in our case, compared to the former application, we provide both an interactive and 
selective way to generate this annotation. 

From candidate sequences, which user may selectively choose, GO annotations are retrieved 
via a MySQL database populated by a UniProt-GOA. We include assigned GO accession codes
by UniProt ID and also a mapping of identifiers among different DBs (RefSeq, GenBank, etc.) 
As reference, in this case we prefer a traditional SQL storage approach, because original data 
were huge tabular files that can be crossed along certain indices (UniProt ID) a reduced number
times. In cases like this, SQL is still simpler and outperforms other methods when looking up by 
ID. 

From retrieved GO accession codes of every hit, a subset of those more abundant codes is 
offered (weighted by the number of involved sequences). Furthermore, in order to try to extract 
additional annotation, codes that are not necessarily shared in different hits are analyzed for 
common parent accession codes that might be shared though. Finding a common parent in a 
tree or a graph, also known as ‘Least Common Ancestor’, is a common problem in graph 
manipulation and analysis. In the case of GO DAG, this is actually a bit more complex, since 
every node can have different kind of relations respect to other nodes (is_a, part_of, regulates, 
positively_regulates, negatively_regulates). In our case, only ‘is_a’ and ‘part_of’ relations are 
considered to set up a parent relationship, since the other ‘regulates’ ones can extend in 
faraway locations of the tree. 

A brute-force approach is stopping at every node and decide the next node to follow in a path by
checking (for every possible available relation) which is the next node that has a smaller 
distance to the root node. 

Root nodes are already defined for GO (GO:0008150: biological_process, GO:0005575: 
cellular_component, GO:0003674: molecular_function). 

Implementing this algorithmically in top of Neo4j (e.g. with a Py2Neo script) is time prohibitive. 
Instead of the former approach, we recur to already built-in Java native Neo4j path discovery 
methods and we collect all the paths that go from the candidate GO accession codes to their 
root node and we try to find the least common ancestor (Pareja-Tobes, 2012). If the least 
common ancestor is actually one root node, we consider it as meaningless, otherwise we save 
it. 

Since performing it on the whole set of GO access codes may easily render a root node result, 
ignoring the fact that a gene product may have different assigned annotations, the analyses are 
performed in all different possible subsets with a size lower  than the whole set ( e. g. (n/2)+1 
vs n). That way we are able to retrieve any additional possible annotation that might be more or 
less spread among the hit matches. Of course, any singular annotation (either because of a 
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specific functionality of a gene product, or because of a lack of annotation coverage) is not 
covered by this method. 

As explained above, both MySQL and Neo4j are used for querying different biological datasets 
(semantically linked, though). Since it’s not recommended that final users may be somehow 
aware of this underlying infrastructure diversity, a wrapper tool is set up for providing 
transparent queries. For this, Express (StrongLoop, n.d.), a Nodejs framework, is used for 
creating a REST API. The script tool performs HTTP requests and MySQL connections and 
always returns a JSON outcome that can be easily parsed. This provides a read-only way to 
query and integrate what has been explained in the preceding sections. Service is offered to be 
used in Bypass interface, but we offer it as well as a service by itself for 3rd party applications.

Figure 27. Screenshot of the interface for crosslinking GO annotations of different results.
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Code of data import can be found at:
 https  ://  github  .  com  /  toniher  /  biomirror
Code of Express REST API can be found at: 
https  ://  github  .  com  /  toniher  /  gogoapi

3.6.3.4. Batch upload of analyses

At the time of writing, Bypass web platform does not allow to perform analyses of a huge 
amount of sequences at once (e.g. a whole candidate proteome). However, it’s actually possible
to import into the platform a whole set of different analyses performed apart, browse the results, 
get some statistics and perform further analysis on every entity if desired.

As example of import mechanism, we analyzed different strains of Mycobacterium bovis with 
Blast and PSI-BLAST (5 iterations), InterPro (Hunter et al., 2009) and Blast2GO using the 
former Blast analysis. This represented an average of 1 GB per strain in different text format 
outputs (as tab separated and XML files, the latter preferred for sake of information).

As a first step, we create a CouchDB database. Therefore, we include the different views that 
will be used afterwards for querying the data we are going to import. The actual views (map 
functions) are codified as documents themselves and imported in the newly created database.
As a next step, we generate a project, that will group a batch of sequences (for instance from a 
single strain).

curl -X PUT http://admin:passwd@127.0.0.1:5984/mbovis

Once a project is generated, a unique ID and a timestamp are returned, which will be used for 
linking the following import steps between each other.

The first actual data import is from original sequences, normally stored in FASTA format. Either 
in advance or just before the import process, it is a good practice to codify the whole sequence 
string as a unique MD5sum string which we will use as base identifier for the sequence 
document and also for the documents related to analyses performed to that sequence (e.g. 
Blast or InterProscan). For avoiding the eventuality of the same sequence happening in different
batches (very likely to be the case for batches of different organism strains), we generate a new 
MD5 hash string with batch ID generated before. For analyses such as Blast, MD5sum of query 
sequence is also used, but adding a batch ID, an analysis distinctive descriptor (which can be a 
string such as ‘blast’ or simply ‘b’) and the timestamp retrieved before. If more analyses are 
performed lated using the same program against the same (set of) sequences, it’s simply a 
matter of using another timestamp.
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Batch Document

{
   "_id": "2b4e2",
   "_rev": "3-72762f1d426e405fcb85489d3587a2fa",
   "username": "EQuerol",
   "date": "20140616-2305",
   "type": "batch",
   "name": "Mycoplasma bovis PG45"
}

Sequence Document
ID -> MD5hash( Batch ID + MD5 SeqID )

{
   "_id": "615de85a28f2f13aeb9166a3de59d100",
   "_rev": "1-9672bd50f23d82b8561ace60f3967855",
   "username": "Anonymous",
   "date": "20140616-2306",
   "seqs": [
       {
           "name": "sp|O84898|UVRC_MYCBG",
           "desc": "sp|O84898|UVRC_MYCBG UvrABC system protein C OS=Mycoplasma bovis 
(strain ATCC 25523 / PG45) GN=uvrC PE=3 SV=1",
           "id": "sp|O84898|UVRC_MYCBG",
           "seq": 
"MDKNEIILMLKNVSTSPGVYLWKDAKQNVLYVGKAKNLRKRMLQYFDGAINSYKTNKLVSLIYDFDVYICKTNKEALLLEKAMI
DRYNPEFNILLLDDRKYPYLKVQLLKDSLLINLSRKVNAKDSKNTFYYGPFPSGYGAKPILKLLQHETLYENGLLIKNKDYNFWI
NQFNKIKEILSFKNNNYINELTNKMHQAANNMQFELALFLRDGLTYLKKLKESQIIELSQYKNIDVFAYKTDEKLIFATVLFYRY
GILINKVNLTIPLGLSVDESLRVFFEQFYEDKILPDNLIVQEELLNFDLNLSSEYKFISPKIGTNKKVLDLAILNLNDYYEKEHL
VIKNQLDKASNMLDSLNKYLNLPKLKNIVVFDNSNINNINPVGVAIVYTNGIKNKSLYRKFNLEALNERSADVEYIKQSISKFFS
SNKNTKDYDLVIADGGIQQVNEAKKTLKTLNINIPVIGLVKNEFHKTKALIDLDMNEIHINDLELYNYLVQIQVEVDRFAKSHFR
NRQKISSLEGKLRNIKGLGPNMEQNLLNHFKSYAKIYDASVEELSKIVPLNIAKSIKNKDYE",
           "md5": "a8231e9b2b9670f39522eba15e668683"
       }
   ],
   "type": "submit",
   "seqtype": "prot",
   "ref": "2b4e2"
}
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Blast Document
ID -> MD5hash( Batch ID + “Blast” + MD5 SeqID + Timestamp )

{
   "_id": "10c8022d2184d1f0d1f0e1fbc0a82a75",
   "_rev": "1-18b1b5cd788da43d1aefa5fe93896dcc",
   "username": "Anonymous",
   "ref": "801030615d506565633d660c5d003d90",
   "maxiters": "5",
   "db": "blastdb",
   "results": [
       {
           "iters": [
               {
                   "hits": [
                       {
                           "hsps": [
                               {
                                   "qend": 334,
                                   "score": 1730,
                                   "positive": 334,
                                   "evalue": 0,
                                   "hend": 334,
                                   "hit_frame": 0,
                                   "query_frame": 0,
                                   "length": 334,
                                   "num": 1,
                                   "hstart": 1,
                                   "hseq": "MY..NE",
                                   "qseq": "MY..NE",
                                   "bit_score": 671.003,
                                   "qstart": 1,
                                   "identity": 334,
                                   "gaps": 0
                               }
                           ],
                           "name": "fatty acid/phospholipid synthesis protein PlsX",
                           "length": 334,
                           "num": 1,
                           "id": "gi|313678610|ref|YP_004056350.1|",
                           "gi": 313678610
                       },...
          ],
           "md5": "0009b8af1d6c83e23da345447700348c"
       }
   ],
   "program": "psiblast",
   "params": {
       "filter": "F",
       "gap_extend": 1,
       "expect": 10,
       "gap_open": 11
   },
   "date": "20140616-2304",
   "type": "blast"
}
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Figure 28. Futton (CouchDB web interface) preview of a Bypass document. ID used here is the same as blast linked analysis. This 
is not an issue as far as no further Bypass runs are expected.

MD5 hash is 16 bytes long, which can be converted to ASCII hexadecimal resulting in 32 
characters string length. This is the same length as default random ID generated by CouchDB.
This should be convenient enough, however, it must be taken into account that querying 
indexes size will be dependent on ID size of the involved documents. One way to reduce ID 
length is using Base64 instead of hexadecimal, getting 24 character string length, or even other 
approaches such as Base91. However, as far as we could test, the index size difference was 
not significant enough, and at the same time, using hash approaches that resulted in a reduced 
index ID length actually imply having to cope with non-URL friendly characters such as ‘?’.

In order to avoid unwanted errors during imports (which are critical in second step analyses, 
such as Bypass —which require previous Blast analyses—), file checks are included between 
different steps in the workflow. For Blast or InterPro, since we opt for XML as output format 
(since this can converted to JSON and then imported document databases), xmlwf command-
line tool is used. This checks well-formedness of the document (XML validity is skipped). As 
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example, PSI-BLAST under many iterations may fail and this is a way to check any failed query. 
For other analyses which directly return JSON, such as Bypass, NodeJS jsonlint is used.

Even though disk space may become cheaper as consequence of Kryder's law (Walter, 2005), 
though disputed (Mellor, n.d.), handling and indexing text fields in a database continues to be an
issue at the performance level. So, if the whole bulk of BLAST (or other) analyses are stored in 
CouchDB document, involved hit or query sequences (if chosen to be kept) continue being an 
important burden because of their relatively wide length, likely redundancy among entries and 
sequence informational complexity (higher in proteins than in nucleic acids). With this in mind, 
sequences are removed from documents and appended in a FASTA file, being replaced in the 
document by a MD5sum hash string generated from the actual sequences and used as 
sequence IDs in the FASTA file.

>MySeq (sent on 20150101)
METGPHYNYYKNRELSIVLAPFSGGQGKLGVEKGPKYMLKHGLQTSIEDLGWSTELEPS
MDEAQFVGKLKMEKDSTTGGSSVMIDGVKAKRADLVGEATKLVYNSVSKVVQANRFPLT
LGGDHSIAIGTVSAVLDKYPDAGLLWIDAHADINTIESTPSGNLHGCPVSFLMGLNKDV
PHCPESLKWVPGNLSPKKIAYIGLRDVDAGEKKILKDLGIAAFSMYHVDKYGINAVIEM
AMKAVHPETNGEGPIMCSYDVDGVDPLYIPATGTPVRGGLTLREGLFLVERLAESGNLI
ALDVVECNPDLAIHDIHVSNTISAGCAIARCALGETLL

Seq Hash function (MD5) --> c89c50faff250aba83f2b5691b4efa08

>c89c50faff250aba83f2b5691b4efa08
METGPHYNYYKNRELSIVLAPFSGGQGKLGVEKGPKYMLKHGLQTSIEDLGWSTELEPS
MDEAQFVGKLKMEKDSTTGGSSVMIDGVKAKRADLVGEATKLVYNSVSKVVQANRFPLT
LGGDHSIAIGTVSAVLDKYPDAGLLWIDAHADINTIESTPSGNLHGCPVSFLMGLNKDV
PHCPESLKWVPGNLSPKKIAYIGLRDVDAGEKKILKDLGIAAFSMYHVDKYGINAVIEM
AMKAVHPETNGEGPIMCSYDVDGVDPLYIPATGTPVRGGLTLREGLFLVERLAESGNLI
ALDVVECNPDLAIHDIHVSNTISAGCAIARCALGETLL

Once all the biological sequences from the different documents in the database are pushed into 
a FASTA file, this is processed so no redundant entries are left. Specifically, BioPython (Cock et 
al., 2009) is used for parsing the target FASTA file and we rely on IDs as unique identifiers 
(since IDs are generated from sequences).

If sequences are formatted with NCBI BLAST tools (makeblastdb), they can be later retrieved 
using blastdbcmd and, at the same time, being used as well as database to be searched with 
BLAST applications.

Unfortunately, this approach cannot be followed if among original sequences there are strings 
that contain dashes ‘-’, e.g. from alignments, since makeblastdb do not accept them at the 
time of writing. Luckily, there are other indexers that can handle this, as it is the case of 
samtools faidx (Li et al., 2009). Other possibilities could be using relational databases or 
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key-value stores such as Redis, or even an apart document database only for the sequences 
and their IDs. None of these latter options provide the versatility of running BLAST (or other 
programs if FASTA is suitably indexed) on the stored sequences though.

>5114b61fbe9e12123335a8a192deb321
PPKCTSCGSQSPQ----HAEMCLHTA-GPTFPEEMGETQSEYSD------SSCENGAFF
CNECDCRFSEEASLKRHTLQTHS-DKPYKCDRCQASFRYKGNLASHKTVHTGEKPYRCN
ICGAQFNRPANLKTHTRIHSGEKPYKCETCGARFVQVAHLRAHVLIH

3.6.3.5. Enabling querying of sequences as a webservice

In the case of dealing with sequences with common biological alphabetical characters (e. g., not
from alignments), we can choose to keep them in a FASTA formatted file instead of storing them
in another DBMS (such as a MySQL or a CouchDB) but, in any case, keeping the same ID 
references in both places. Thus, sequences can be retrieved by using their ID thanks to 
blastdbcmd and, at the same time, programs such as BLAST can be run against the resulting 
binary files database. By following this approach, we allow each software to address what it was
more proficient for.
 
Even though this same functionality can be directly integrated into any software (e. g., via a 
mere system call and some IO magic), since this is likely to be a service that could be used in 
many other instances, a dedicate REST webservice API was specifically created. 
Based on Express NodeJS framework, it was possible to expose both sequence retrieval and 
BLAST searches, hiding the system calls on the background. JSON outcome, but also bulk 
FASTA files, could be retrieved by using HTTP calls. So, the service could be used in 
MediaWiki-based websites, using client jQuery Javascript or, even plugged to a CouchDB, 
proxying requests with Externals API (http  ://  docs  .  couchdb  .  org  /  en  /  latest  /  externals  .  html)
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More Databases can be simply included in a configuration JSON file.

{    
    "express":{
    "db": {
    "def": "prot",
    "list": {
    "prot": {
    "drosoph_aa": {
    "path": "/home/toniher/seqservice/db/drosoph.aa"
    },
    "moonlight": {
    "path": "/home/toniher/seqservice/db/moonlight.fasta"
    }
    },
    "nucl": {
    "drosoph_nt": {
    "path": "/home/toniher/seqservice/db/drosoph.nt"
    }
    }
    }
    },
    "exec": {
    "path": "/home/toniher/seqservice/soft/ncbi-blast-2.2.30+/bin",
    "method": {
    "blastdbcmd":"/home/toniher/seqservice/soft/ncbi-blast-2.2.30+/bin/blastdbcmd",
    "samtools": "/home/toniher/seqservice/soft/samtools-1.1/samtools"
    }
    },
    "xsl": {
    "blastn": "/home/toniher/seqservice/xsl/blastn.xsl",
    "blastp": "/home/toniher/seqservice/xsl/blastp.xsl"
    },
    "port": "10030",
    "jsonp": false,
    "basepath": ""
    }
}

Figure 29. Example configuration file for defining sequence service.
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And below an example REST FASTA query:

curl -X GET http  ://127.0.0.1:10030/  db  /  drosoph  /  entry  /7290020/  fasta  /1

{
"def":">gi|7290020|gb|AAF45487.1|:1-1624 (AE003417) EG:BACR37P7.2 gene product

[Drosophila melanogaster]",
"seq":"MTDFVELMNSMSSTFNSDCATSTAEGGTLLNLNLAEDKTLKWRNLANNQFASKEKKHKDKEEEERKEARNQ

EEIEDIKAL\nLADVVDAAAVKLEEEEAQNAEKVEPHTKCEIEEEGRKEMEYDQDVAKQDSEMEKKQNGKATSITVKMESNERAE
KHATEI\nATTSTERWENESFKTEQQNKKAAEKEEEPILAATQKLEANAEPLTTTRIEVAVASPLVVSSASVKLAADATNQMRAA
TSA\nGAATLADKNVQVSPGGTRRSRRTPRPIDTPTSVTDEHVQVENKKFGKSEQYTDCSSHLERFTLDDNTAIVRLQLKSEPDK
\nPSLTALSPEENSAPAPKRGRGRARKIRPDAEVETSEVILPCEDSLGEKKPGRKRKLPDEPIDQQQLSDLVVVKTEQEELG\nD
APLGDVKRMRRSVRLGNRLHADGSPWEEVKTEALHPQPSAELSFAEVTSEILPLAVLDEKTPPKKRGRKAKTPCVKLES\nETSC
GLPFANGNKKTNSSGGCELQLPKRSKRRIKPTPKILENDELRCEFETKHIERMTQWESAAAVDGDFETPTTGGNGS\nNSSTSRQ
KSDKSDGSNFEGGPGHPAGTSAIKKRLFSKSQRDIENYGAAMLAKSKLPPCPDVEQFLNDIKASRINANRSPE\nERKLNKKQQR
KLAKQKEKHLKHLGLQKNHRDEPSDNDSSNTDNEFFPTTRVQVGKPSVTLRVRNSVTKELPTTATLKSRR\nNPVVQAAKLTRRI
GARAAGEVTEAARASVPISTPDAEQLHSLDTSIQADVTPIRDLDMRPSTSRVSKFICLCQKPSQYYA\nRNAPDSSYCCAIDHID
DQKIGCCNELSSEVHNLLRPSQRVSYMILCDEHKKRLQSHNCCAGCGIFCTQGKFVLCKQQHFF\nHPDCAQRFILSTSYEKELG
DEEDQGVKFSSPVLVLKCPHCGLDTPERTSTVTMKCQSLPVFLRTQKYKIKPARLTTSSHL\nTQFGTVENANTPGATARNKGGL
STAVTLSAASSPASKTNGAQRGRAGTSNSNSRHALNSINFAQLIPESVMNVVLRGHVV\nSASGRVTAEFTPRDMYYAVQNDDLE
RVAEILAADFNVLTPIREYLNGTCLHLVAHSGTLQMAYLLLCKGASSPDFVNIVD\nYELRTALMCAVMNEKCDMLNLFLQCGAD
VAIKLGNLEATQLIVDSYRTSRNITSFLSFIDAQDEGGWTAMVWAAELGHTD\nIVSFLLNQDADPNICDNDNNTVLHWSTLHND
GLDTITVLLQSGADCNVQNVEGDTPLHIACRHSVTRMCIALIANGADLM\nIKNKAEQLPFDCIPNEESECGRTVGFNMQMRSFR
PLGLRTFVVCADASNGREARPIQVVRNELAMSENEDEADSLMWPDF\nRYVTQCIIQQNSVQIDRRVSQMRICSCLDSCSSDRCQ
CNGASSQNWYTAESRLNADFNYEDPAVIFECNDVCGCNQLSCK\nNRVVQNGTRTPLQIVECEDQAKGWGVRALANVPKGTFVGS
YTGEILTAMEADRRTDDSYYFDLDNGHCIDANYYGNVTRF\nFNHSCEPNVLPVRVFYEHQDYRFPKIAFFSCRDIDAGEEICFD
YGEKFWRVEHRSCVGCRCLTTTCKYASQSSSTNASPT\nNATTAPENETGTLSSTNTEKIGHA"
}

Letting simple sequence retrieval apart, performing analyses such as BLAST (as for example 
PSI-BLAST with different iterations) is a completely different story. These cases take longer than
what we expect from the ‘immediateness’ of browsing the web. With these constraints, different 
workarounds have been devised for handling this situation. 

As the analysis process is computed in the background in order not to block any other ongoing 
web browsing, one way or another must be envisaged to inform users that their analyses have 
actually finished and inform them about their associated results. Especially for long-time 
analyses, the most traditional approach is just email the users about their progress (normally at 
the end of this, but also at the submission time). 

Parallelly, a common practice is reloading the submission page within the browser to show 
users the final results. Once the submission state is detected as finished, analyses results are 
fetched and they will be printed, otherwise there will be a periodical delay until this is retried and
page is reloaded again. However, a more modern approach is available nowadays: Websocket 
(Fette & Melnikov, 2011), an Internet protocol which allows a more intimate communication 
between server and client. Compared to the traditional approach, page reloading (via HTTP), 
where there is a client request to the server, with Websocket server does actually send direct 
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output to the client once a two-way communication is established. This protocol is normally used
in chat or gaming services, but it might be also convenient in moderate time analyses, where 
user may expect some kind of interaction and check for instance how a workflow is progressing 
without the hassle of continual page reloads (or non-necessary data storage).

A real-time communication with Socket.IO library (Socket.IO Contributors, n.d.) (defaulting to 
WebSocket in modern web browsers) was implemented in the same Express NodeJS 
webservice used for sequence retrieval. However, this approach might only be practical if the 
actual database is not too large enough (e. g. NCBI non-redundant might be too large). 
Nonetheless, a practical application could be for monitoring the status of an ongoing long 
analyses, and even depending of its output, checking live the resulting data.

Figure 30. Schematic representation of the WebSocket communication when performing a process such as a BLAST.

Code of the sequence retrieval service can be found at: 
https  ://  github  .  com  /  toniher  /  seqservice
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3.6.4. Conclusion

As stated as main objective in the introduction of this section, we managed to develop a 
biological sequence analysis management platform centered on the 3rd party NCBI BLAST and 
specially Bypass program. Moreover, it is a system flexible enough to include other applications 
such as Blast2GO, ProtLoc or TransMem, or any other program that can generate an output 
that can be converted into a key-based document object.

By using this environment, this platform has already been used with Bypass in other more 
recent studies for assessing other moonlighting proteins  (Hernández et al., 2014).
As a side note, just as a reference of the interest in product annotation, it’s worth to mention that
there are other recent approaches that try to process PSI-BLAST output, in this case, using text-
mining and machine learning approach (Biodados, n.d.).

Focusing back on the web framework, even though MediaWiki is being used as a base CMS for 
containing the sequence functional analyses platform described above, all its powerfulness as 
platform is not fully taken into advantage. For that reason, in the Appendix B of this document,
some technology approaches already used by the author of this thesis in other projects are 
presented as possible ways to allow and enhance integration with other data. 

In addition, within the Appendix C, a more throughout and detailed study of pros and cons 
regarding storage and retrieval of biological sequences is presented.

Moreover, at the time of writing, all the different involved software applications involved in this 
workflow platform; that is, scripts, web applications or even the underlying supporting DBMS are
being ported into application containers using Docker technology (https://www.docker.com/). 
Despite the additional complexity of including another layer, the idea is to improve the 
maintenance and posterior deployment of the different software and associated data 
components. As a bonus, precisely this kind of approach is also a way to warrant a better 
reproducibility by 3rd parties. Indeed, this is a trend that is already being followed in some HPC 
Bioinformatics practices (Chatzou, 2014) (e. g., nucleotide assemblers benchmarks (Barton, 
2014)) and already widely used in non-scientific web services environments.

As a final comment, the idea is that some of the other analyses approaches that have been 
introduced in previous sections of this document could be integrated in this platform and benefit 
from these last explained approximations as well. Furthermore, it would not be such a far-
fetched plan to include more complex workflows (ideally compatible with Galaxy (Goecks et al., 
2010) or Apache Taverna (Oinn et al., 2004))or, alternately their outcome results, in this 
presented framework. 
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3.7. Bioinformatics elucidation of Nna1-like proteins as active 
metallocarboxypeptidases

3.7.1. An introduction to metallocarboxypeptidases

Metallocarboxypeptidases (MCPs) are exopeptidases that catalyze the hydrolysis of C-terminal 
amino acids from their substrates. They are found in genomes from phyla of all five biological 
kingdoms and belong to Clan MC in MEROPS database (Rawlings et al., 2006) , which contains
only one peptidase family, M14. The active site of M14 peptidases contains an essential 
catalytic zinc atom per molecule, which is penta-coordinated in a slightly distorted tetrahedral 
manner to two His, one Glu, and a water molecule. One of the histidines and the glutamate 
occur in the motif His-Xaa-Xaa-Glu-Xbb; the third zinc ligand is 103–143 residues C-terminal to 
this motif. Based on sequence conservation within the motifs containing the zinc ligands and 
around the catalytic residues, family M14 is grouped into three subfamilies: M14A, M14B, and 
M14C. Such divergence is confirmed by phylogenetic analyses. 

In subfamily A, the zinc ligands occur within the motifs His-Xaa-Arg-Glu-Xbb, in which Xaa is 
Ser or Ala, and Xbb is Trp or His; and Xaa-His-Xbb-Tyr-Ser-Xcc, in which Xaa is a hydrophobic 
residue, Xbb is Ser or Thr, and Xcc is Gln or Glu. In subfamily B, the motifs are His-Gly-Xaa-
Glu-Xbb, in which Xaa is Asp or Asn and Xbb is uncharged; and Xaa-His-Gly-Gly-Xaa-Xbb, in 
which Xaa is any small amino acid, and Xbb is hydrophobic or Arg.
Members of the M14A subfamily contain a catalytic domain ~300 residue in length preceded by 
a prosegment of 90–100 residues at the N terminus. The precursor of the enzymes is either 
completely inactive or has greatly reduced enzyme activity relative to the form with the 
prosegment removed. 

The A/B subfamily (M14A) includes the pancreatic digestive enzymes CPA1, CPA2, and CPB, 
the mast cell CPA, a plasma CPB that functions in clot lysis, and four additional genes that are 
expressed in a limited number of tissues (Huang et al., 1999; Wei et al., 2002)

Members of M14B subfamily are not produced as inactive proenzymes; instead of the 
prosegment, these proteins contain a transthyretin-like subdomain at the C terminus of catalytic 
domain. Members of this subfamily contain other domains and even repeats of the 
carboxypeptidase domain. 

The N/E subfamily (M14B) includes CPN, a serum enzyme, CPE, a neuroendocrine enzyme 
that activates peptides, CPD, a broadly expressed enzyme that functions in the processing of 
proteins within the trans Golgi network, CPM, a broadly distributed enzyme that functions on the
cell surface, and CPZ, an enzyme present in the extracellular matrix (ECM) that regulates the 
activity of specific forms of Wnt. In addition to these active members of the N/E subfamily, there 
are three members of the N/E family (CPX1, CPX2, and ACLP/AEBP1) that do not appear to 
encode active CP enzymes based on the absence of critical active site residues as well as on 
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direct biochemical analyses (He et al., 1995; Layne et al., 1998; Lei et al., 1999; Xin et al., 
1998).

The M14C subfamily comprises the bacterial orthologs of d-glutamyl-(l)-meso-diaminopimelate 
peptidase I (Hourdou et al., 1993).

Figure 31. Ribbon structural representation of typical carboxypeptidase family members. Left: Human procarboxypeptidase B 
(1KWM). Right: Human carboxypeptidase N (Kininase I) catalytic domain (2NSM). Source: Protein Data Bank.

3.7.2. Linking Nna1-like proteins to metallocarboxypeptidases

3.7.2.1. Introduction

It was presumed that there was cytosolic metallocarboxypeptidase which acted in the removal 
of Tyr from the C terminus of α-tubulin (tubCP). However, despite much effort, there was no 
sequence information of any tubCP, and the gene (or genes) corresponding to this activity had 
not previously been reported . Even though two members of the M14B subfamily may be 
expressed in the cytosol and nucleus: the adipocyte enhancer binding protein-1 and CPD-N, but
neither are functional as the tubCP because both were reported to be specific for C-terminal 
basic residues (He et al., 1995; Too et al., 2001).

As it will be presented later in this document, a gene transcript highly homologous to MCPs was
identified as being up-regulated in spinal cord of mice subjected to sciatic nerve transection or 
crush injury. After the initial rise following nerve crush, transcript levels decline in affected motor 
neurons, with a time course coincident with target reinnervation. This transcript was named 
Nna1 (nervous system nuclear protein induced by axotomy) (Harris et al., 2000) and was 
identified as the gene mutated in the classical recessive mouse mutant Purkinje cell 
degeneration (pcd) (Fernandez-Gonzalez et al., 2002) . Nna1 is also known as ATP/GTP 
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binding protein (AGTPBP-1), and human related genes have been named ATP/GTP binding-like
proteins: AGTPBP1, AGBL2, AGBL3, AGBL4, and AGBL5 [Human Genome Organization 
(HUGO) Gene Nomenclature Committee: http://www.gene.ucl.ac.uk/nomenclature/; human, 
mouse and rat degradomes: http://www.uniovi.es/degradome/. 

The large number of putative unclassified MCPs sequences is what prompted us to perform a 
detailed scanning of genomic, cDNA, and protein-based databases to give rise to a structurally 
driven classification analysis for sequences carrying the M14 signature. This was accompanied 
with an extensive phylogenic analysis to demonstrate that Nna1-like proteins represent a new 
M14 subfamily (named M14D).

Different conformational modeling also suggested representative Nna1-like proteins from a 
variety of species indicated an unusually open active site, a property that might facilitate its 
action on a wide variety of peptide and protein substrates. To test this, a recombinant form of 
one of the Nna1-like peptidases from Caenorhabditis elegans was expressed. This leaded us to 
demonstrate that this protein is a fully functional metallocarboxypeptidase that cleaves a range 
of C-terminal amino acids from synthetic peptides. The enzymatic activity is activated by 
ATP/ADP and salt-inactivated, and is preferentially inhibited by Z-Glu-Tyr dipeptide, which is 
without precedent in metallocarboxypeptidases and candidates as tubulin carboxypeptidase, 
being so a fundamental protein for cytoskeleton and an important pharmaceutical target. 

Overall, all these works provided the necessary groundwork for other studies aimed at 
understanding the multiple physiological and pathological processes catalyzed by Nna1-like 
proteins, and stresses the importance of this new subfamily of metallocarboxypeptidases. A new
name, cytosolic carboxypeptidases (CCPs), was then proposed for members of this M14D 
subfamily.

3.7.2.2. Database searches

The Protein Information Resource (PIR) nonredundant reference database (Wu et al., 2003)
was scanned using the HHMER program (Durbin et al., 1998) to detect 
metallocarboxypeptidase sequences using the peptidase_M14 PFAM model (Bateman et al., 
2004). Those sequences that matched the Hidden Markov Model profiles with an e-value of <1 
× 10−10 were grouped as a candidate dataset. All sequences shorter than 230 aa were 
discarded. All candidate sequences in the dataset were aligned to one another using basic local 
alignment search tool (BLAST) 2.2.x (Altschul et al., 1990) blastp option of blastall 
program with default parameters. BLAST scores for each sequence analysis were used to 
generate a lower triangular matrix of all members in the dataset. This matrix was used to 
generate a clustering tree with the UPGMA algorithm of the PHYLIP neighbor program (Tuimala,
2006).
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The novel putative metallocarboxypeptidase subfamily had already been defined as a clustered 
separate block of sequences at considerable BLAST-derived distance from well-known classic 
carboxypeptidases.

JOY (Mizuguchi et al., 1998) structural alignment information used in the modeling procedure 
(explained below) was taken into account during this iterative process and was stopped when 
no more promising sequences could be added to the working set.

To expand the analysis, in those organisms where information from current genome projects 
could be extracted, working sequences were mapped to chromosomal locations using available 
annotation and/or by searching the all of the currently sequenced genomes with BLAST and 
SSAHA (Ning et al., 2001) applications in ENSEMBL (Birney et al., 2006). Sequences with an 
incomplete carboxypeptidase domain or ones that appeared to represent alternative splicing 
variants were sorted out in order to reduce and refine the working set of proteins.

3.7.2.3. Comparative conformational modeling

Caenorhabditis elegans gene EEED8.6 encodes the C. elegans AGBL4 homologue (ceAGBL4).
The amino acid sequence of ceAGBL4 was taken from the C. elegans ORFeome cloning project
database (http://worfdb.dfci.harvard.edu/). The amino acid sequences and 3-dimensional (3-D) 
structures of pancreatic CPA from Bos taurus (2ctc) and Sus scrofa (1pca), pancreatic 
carboxypeptidase B (CPB) from Sus scrofa (1nsa), and CPT from Thermoactinomyces vulgaris 
(1obr) were obtained from the Protein Data Bank (PDB) (www.rcsb.org/pdb/) and used as 
templates in comparative modeling.

Secondary structure predictions of ceAGBL4 were obtained using PSIPRED (McGuffin et al., 
2000) and its carboxypeptidase domain (CP domain) limits were defined. The ceAGBL4 CP 
domain sequence was aligned to templates using BLAST and FUGUE (Shi et al., 2001) . Key 
residues involved in substrate binding and catalysis were annotated with a secondary structure. 
Models were generated using MODELLER 8v1(Fiser & Sali, 2003a; Sali & Blundell, 1993) and 
later evaluated for correctness of stereochemistry, energy distribution, and fold assessment 
quality with PROCHECK (Laskowski et al., 1996), VERIFY3D (Eisenberg et al., 1997) and JOY. 
The process of modeling and manual realignment using GeneDoc (Nicholas et al., 1997) was 
repeated until models with good geometry and conformation were obtained. Root mean square 
(r.m.s.) deviation calculations of the modeled structures with respect to the crystallographic ones
were obtained using COMPARER (Sali & Blundell, 1990) . PyMOL (Rother, 2005)  was used for 
representation and visual inspection of models. All residues are numbered according to mature 
bovine carboxypeptidase A1.

87



3.7.2.4. Phylogenetic analyses

A total of 151 protein sequences belonging to M14 family from 46 different species representing 
the major lineages from Eubacteria and a wide range of eukaryotes were aligned with ClustalX 
(Thompson et al., 1997) in order to infer the evolutionary history of these proteins. Manual 
arrangement was carried out to correct disruptive inserts in the alignment. These corrections 
respected all conserved motifs and functional domains of M14 family. The definitive maximum 
length alignment for the complete phylogenetic analysis ranged from 370 sites in the case of the
described metallocarboxypeptidase subfamilies M14A, M14B, and M14C to 565 sites for the 
novel putative carboxypeptidase unclassified sequences. In this alignment, 531 sites were 
“parsimony informative”. A manual correction of the alignment was required especially for the 
sequences from Trichomonads, Kinetoplastids (Trypanosomatidae), Apicomplexans, 
Rhodopirellula baltica, and Idiomarina loihiensis.

Figure 32. Diverse domain organization of Nna1-like proteins. Conserved N-terminal domain (Nt) and carboxypeptidase domain 
(CP) are represented as blue boxes and green tubes, respectively. Other conserved motifs among subgroups are represented as 
colored boxes, with numbers indicating the PfamB family. Bacterial signal peptide is represented as an orange box labeled Sp. 
Conserved motifs located at the N-terminal domain and active site residues of the peptidase unit are indicated. Source: (Rodriguez 
de la Vega et al., 2007)
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Figure 33. A) Structural model of C. elegans AGBL4 carboxypeptidase domain obtained by comparative modeling exhibits the 
characteristic topology of well-known zinc carboxypeptidases. Zn atom is represented as a yellow sphere. B) Superimposition of 
ceAGBL4 CP domain model (orange) and bovine pancreatic CPA (green) (PDB code: 2  ctc). Overall topology is coincident (r.m.s.d 
value: 0.571). Main differences have been found in LoopA (α4-α5), LoopB (β8-β9), LoopC (β2-β3), and LoopD (α5-β5). C) 
Representation of the ceAGBL4 model active site. Zn ligands, catalytic residues, and substrate binding residues are represented as 
sticks. Zn ligands are shown in green, catalytic residues in orange, S1′ site in blue, and specificity pocket residues in red. Zinc atom 
(Zn) and water molecule (W) are represented as yellow and red spheres, respectively. Bovine CPA numbering has been used.  
Source: (Rodriguez de la Vega et al., 2007)

Figure 34. Sequence Logos for first (A) and second (B) zinc binding motifs in M14 peptidase subfamilies. The representation was 
generated using Weblogo (Crooks et al., 2004). The height of each amino acid indicates the relative frequency of that amino acid at 
that position. Source: (Rodriguez de la Vega et al., 2007)
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Figure 35. Phylogeny of M14 family. Reconciled tree of metallocarboxypeptidases obtained from the definitive alignment by the 
Minimum Evolution method under the Poisson Correction model. Numbered nodes were specifically analyzed for consistency by 
Bootstrap and Interior Branch Test; AGTPBP1, AGBL2, AGBL3, AGBL4, and AGBL5 group those homologues to the human Nna1-
related genes named according to the HUGO Gene Nomenclature Committee: http://www.gene.ucl.ac.uk/nomenclature/; and the 
human, mouse, and rat degradomes: http://www.uniovi.es/degradome/; Tryp1 and Tryp2 group Clade 1 and Clade 2, respectively, 
from the family Trypanosomatidae; Trich groups T. vaginalis paralogous; Rho, Rhodopirellula baltica; Idi, Idiomarina loihiensis. 
Source: (Rodriguez de la Vega et al., 2007)
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3.7.3. Outcomes and discussion

Available genomes, transcriptomes, and protein sequences databases were searched against in
order to profile the Nna1 gene family in various taxa.  More than 100 Nna1 homologues were 
collected in bacteria, Protista, and Animalia, but not in Archaea, Fungi, or Plantae. Exhaustive 
sequence studies with all the putative Nna1-like sequences revealed distinctive architecture in 
domains despite sharing a characteristic zinc carboxypeptidase signature confirmed by both 
Pfam (Punta et al., 2012) and MEROPS (Rawlings et al., 2006) databases. Nna1-like genes that
did not appear to conserve the peptidase unit were excluded throughout the study; for example, 
mouse and human Nna1-like gene products that had sequence similarity only to the N-terminal 
portion of Nna1 were not further considered in this study, and so only five mouse and human 
Nna1-like gene products were detected by this analysis. In a more thorough analysis of the 
mouse genome, this partial sequence in the mouse database was extended using PCR and 
found to contain further Nna1-like sequence similarity over the entire peptidase domain; thus 
there are a total of six Nna1-related genes in the mouse genome (Kalinina et al., 2007), and 
presumably in the human genome as well.

3.7.3.1. Domain architecture and sequence analysis

Nna1-like proteins range from 400 to 2000 residues in length and comprise a common 
metallocarboxypeptidase domain of ∼300 residues. From the full-length sequence alignments, 
an N-terminal conserved domain was also identified that is ∼150 residues in length and 
contains three highly conserved motifs: F[E,D]SGNL at the N terminus, W[F,Y][Y,H,N]Y 60 
residues downstream, and [F,Y]P[F,Y][S,T]Y at the C terminus, right before the peptidase 
domain.
Nna1-like genes from the different phyla are highly diverse. Some bacterial Nna1-like proteins 
display a signal peptide at their N terminus, which suggests they may be secreted to their 
environment. In contrast, eukaryotic Nna1-like proteins lack this signal peptide, which correlates
with the experimentally demonstrated intracellular localization of Nna1 in cultured murine 
neurons.

Three different organizations in protist eukaryotes were found. Species from the genera 
Plasmodium have only one large Nna1-like gene (>1000 residues), with long N- and C-terminal 
extensions and widespread insertions of up to 300 residues long that were not conserved, 
probably caused by the particular nucleotide composition bias shown in this genera (Aravind et 
al., 2003). Trichomona vaginalis shows 11 paralogous genes encoding Nna1-like peptidases 
from 500 to 600 residues, all with N- and C-terminal extensions <100 residues in length. On the 
other side, Trypanosomatids encoded three paralogous genes of 800-1200 residues, depending
on N-terminal extensions size.

Nna1-like genes of multicellular eukaryotes also display several organization patterns. The 
AGTPBP1 homologues are the largest proteins, reaching up to 1200 residues in length. They 
present the CP domain located at the C terminus and wide N-terminal extensions with highly 
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conserved motifs, among them the PfamB families (conserved protein motifs with unknown 
function)   PB  052974,   PB  063034, and   PB  018501 (Pfam 20.0, PfamB clusters information are 
given as supplemental data). AGBL2 and AGBL3 homologues are similar in sequence, the main
differences found in Cys distribution. Their size varies from 400 to 1000 residues due to the 
presence or absence of C-terminal extensions. The presence of two conserved motifs, 
PB  012725 and   PB  009161, at the N and C terminus, respectively, also defines these closely 
related AGBL genes. AGBL4 homologues are relatively small due to the lack of N- or C-terminal 
extensions and the absence of other un-Nna1-like conserved domains. These AGBL4 genes are
unique in their active site, with two conserved Arg residues close to position 255 instead of the 
single Arg found in the rest of the Nna1-like peptidases. AGBL5 homologues extend between 
700 and 800 residues, with a large CP domain centered in the sequence and an additional 
highly conserved domain, the proline-rich   PB  028944 in the C-terminal side of the CP domain. 
Two other features distinguish AGBL5 homologues: first, substitution of the motif FESGNL 
located at the beginning of the N-terminal domain, by FDSGNL; second, the presence of two 
main insertions in the CP domain just before the zinc-anchoring motifs: the shortest is 20 
residues in length (PB  017213 and   PB  036922) and is located in β2-β3 loop; the largest consists 
of a 80 residue-long insertion (PB  019879) located in α5-β5 loop.

M14A carboxypeptidases have a conserved 100 residue-long proregion located at the N 
terminus of the peptidase domain. This proregion folds in a globular-independent unit called the 
activation domain, which is necessary for the folding of the adjacent peptidase domain (Ventura 
et al., 1999).There is no amino acid sequence similarity between M14A prodomain and the 
conserved N-terminal domain of Nna1-like peptidases and, based on secondary structure 
predictions and fold recognition analyses using FUGUE and GeneTHREADER (Jones, 1999; 
McGuffin et al., 2003), we found no clear structural relations between them. N-terminal domain 
sequences were submitted to PSI-BLAST (Altschul & Koonin, 1998) analysis, but no significant 
sequence homologues were found other than Nna1-like species. Searches using Pfam HMMs 
(hidden Markov models) showed clear links to   PB  003298,   PB  030815,   PB  029118,   PB  017470, 
PB  011640 and   PB  003904 domains. The PfamB families identified above only comprise Nna1-
like proteins, confirming earlier PSI-BLAST results
.
Although it was not possible to assign a function to the N-terminal domain of Nna1-like 
peptidases by sequence homology or by fold recognition analysis, we suggest that this domain 
might act as a folding domain because it is conserved among Nna1-like peptidases, it is specific
for these proteins and does not appear to exist in proteins that do not contain an adjacent CP 
domain. Furthermore, all known M14 metallocarboxypeptidases have a domain adjacent to the 
catalytic one that seems to help in folding M14A peptidases (Ventura et al., 1999) at the N 
terminus and M14B peptidases at the C terminus. The N-terminal domain might also act as a 
regulatory domain (discussed later) or as a binding domain, as is the case of the N-terminal 
extensions found in M14C peptidases (Bateman & Bycroft, 2000).
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3.7.3.2. ceAGBL4 CP domain model

To examine whether Nna1-like peptidases conserve the typical secondary structures and the 
spatial conformation of the active site of known MCPs, we built a 3-D model of ceAGBL4 CP 
domain. Based on secondary structure predictions, the ceAGBL4 CP domain was defined from 
residue 131 to 415 and the conserved N-terminal domain motif YPYTY was located right before 
the first α helix of the peptidase unit. An initial alignment of templates and ceAGBL4 CP domain 
sequence was achieved using fold recognition software FUGUE. After >10 rounds of modeling 
and manual realignment, the Ramachandran plot for the final model showed 87.4% residues in 
most favored regions, 12.6% in allowed regions, and 0.0% in disallowed regions. The 
PROCHECK overall G-factor was –0.19 and the VERIFY3D report indicated that no poor areas 
were present in the model.

The ceAGBL4 CP domain model shows a fold containing an α/β/α sandwich structure with an 
antiparallel β-sheet of eight strands. The main chain atoms of the ceAGBL4 CP domain model 
and templates can be superimposed fairly well using COMPARER, displaying closest 
topological similarity to pancreatic MCPs. The overall r.m.s. deviation values calculated between
the enzyme moieties of the model and the templates denote that all regular secondary 
structures of the model lie in regions topologically equivalent to porcine CPA (0.679), bovine 
CPA (0.571), and porcine CPB (0.567). A mayor divergence was observed between the model 
and the CPT from T. vulgaris, with an r.m.s. deviation value of 1.574.

The main differences between the model and templates were found within the lengths of the 
loops. At the active site entrance, the largest loop (α4-α5) of pancreatic carboxypeptidases has 
been reduced to half the number of residues in Nna1 homologues (LoopA), but the β8-α9 loop 
is a few residues larger in ceAGBL4 (LoopB) and other Nna1-like peptidases. LoopB might 
interact with natural substrates of these enzymes or confer resistance against natural protein 
inhibitors, as is the case of the Helicoverpa zea CPB (Bayés et al., 2005). However, the 
ceAGBL4 CP domain model clearly has a more accessible active site when compared with 
pancreatic carboxypeptidases, suggesting that the Nna1-like enzymes are capable of 
hydrolyzing bulky substrates like compact proteins, which do not have an extended C-terminal 
tail. At the opposite side of the peptidase domain, the β2-β3 loop (LoopC) and the α5-β5 loop 
(LoopD) are both larger in ceAGBL4 than in M14A peptidases. Most of the insertions found in 
Nna1-like sequences are located in those loops, suggesting they could play a role in the 
biological function of the native protein.

The predicted active site of ceAGBL4, the residues involved in the coordination of the Zn atom 
and the series of conserved key residues that form the different active center subsites have 
essentially the same conformation described in other well-characterized 
metallocarboxypeptidases.
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3.7.3.2. Active site analysis

Nna1-like peptidases conserve the Zn ligands and the catalytic residues of 
metallocarboxypeptidases, but the motifs where they occur differ from the ones defined for 
M14A, M14B, or M14C subfamilies. In M14 family, the Zn atom is held in place by penta-
coordination with two His residues (His69 and His196), one Glu residue (Glu72), and a water 
molecule (the numbering system corresponds to bovine CPA and will be used throughout). Zinc 
ligands are located in two zinc-anchoring motifs. The first Zn binding motif of Nna1-like 
peptidases contains a highly conserved proline adjacent to His69, in contrast to known MCPs, 
which contain an alanine or glycine in this position. A new consensus pattern for the first Zn-
anchoring motif in Nna1-like proteins can be defined as His-Pro-Gly-Glu-[Ser,Thr]. The second 
Zn-anchoring motif of Nna1-like peptidases also differs from those found in M14 subfamilies. It 
can be defined as [aliphatic,aromatic]-His-[Gly, Ala,Ser]-His-[Ser, Ala] for eukaryotic Nna1-like 
peptidases and [aliphatic]-His-Gly-Asp-Glu for prokaryotic ones.

In addition to zinc ligands, other important MCPs residues involved in catalysis or in substrate 
binding are conserved in Nna1-like peptidases; these include Arg127, which helps to stabilize 
the oxyanion hole in the S1 site; Glu270, which is the general base for catalysis (Kim & 
Lipscomb, 1990); and Asn144 and Arg145 at the S1′ site, which bind to the C-terminal 
carboxylate group of the substrate. The Arg71 residue at the S2 binding site is substituted by an 
Asn residue in M14B or M14C subfamilies. In contrast, Nna1-like peptidases lack basic or 
amide polar residues at this position.

The role of Tyr248 at the S1′ site of MCPs has been the subject of much debate over the years. 
From the X-ray crystal structures of CPA in complex with Gly-Tyr it has been proposed that 
Tyr248 plays a role as a proton donor (Rees & Lipscomb, 1981). Subsequent high-resolution X-
ray crystallographic study of the complex failed to confirm the proposition and demonstrated that
the Tyr phenolic hydroxyl instead forms a hydrogen bond with the terminal carboxylate of the 
substrate (Christianson & Lipscomb, 1986) ; a kinetic study performed with the Y248F mutant 
rat CPA showed that Tyr248 was not required for the catalytic process (Gardell et al., 1985). In 
contrast, when this study was repeated with bovine CPA and its Y248F and Y248A mutants, it 
was shown that Tyr248 is essential for the catalytic activity of bovine CPA and that its aromatic 
ring plays a significant role in it (Cho et al., 2001). Nna1-like peptidases have either a Tyr or Phe
at position 248, preserving the aromatic ring. Based on this substitution, T. Wang et al. proposed
that the substrate(s) for Nna1 may have structural characteristics that set them apart from those
of other members of M14 family (Wang et al., 2006) ; controversial results regarding the role of 
Tyr248 in the enzymatic reaction indicate that this is an important issue to be investigated.
In M14A members, residues Ser-194, Ile243, Ser-253, Ile255, and Thr268 define the substrate 
specificity pocket. Predictions of individual specificities are based largely on the conformational 
and space-filling effects of the amino acids in these positions (García-Sáez et al., 1997). In 
Nna1-like peptidases, CPA1 Ser-194 has been replaced by a highly conserved Asp residue (this
position is adjacent to the second zinc binding motif;) and CPA1 Ile243 has been replaced by a 
Glu residue in ceAGBL4. According to the ceAGBL4 model, the acidic side chain of Asp 194 and
Glu243 point into the active site cleft, suggesting a possible catalytic role (discussed bellow). 
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The major contributor to the substrate specificity of M14A peptidases is residue 255, which 
interacts with the side chain of the substrate’s C terminus (Wei et al., 2002). In M14B 
peptidases, this role is carried out by a highly conserved Asp in position 207 (Gomis-Rüth et al., 
1999). M14A, M14C, and Nna1-like peptidases have a conserved Gly residue at position 207; 
therefore, we can be relatively confident that residue 255 is responsible for the specificity of 
Nna1-like peptidases. Given that there is no sequence similarity with the M14A peptidases in 
this region, it is not straightforward to accurately predict this position in Nna1-like peptidases. 
Based on secondary structure predictions and fold recognition results, there are three optional 
residue types that could occupy position 255: an aliphatic/hydrophobic residue, a conserved Arg
residue, or an Ala, Ser, or Gly residue. The first possibility restricts the substrate specificity of 
Nna1-like peptidases to CPA-like; the second option restricts it to CPO-like activity, and the third
confers less restrictive substrate specificity. The presence of a small uncharged residue at 
position 255 is thought to confer broad specificity to H. armigera CPA1 (haCPA1), which has Ser
at this position and hydrolyzes CPA-like and CPB-like substrates (Estébanez-Perpiñá et al., 
2001). haCPA1 also presents Ser-194 substituted by an Asp residue. 

The role of Asp194 should be further investigated to confirm whether the presence of such an 
acidic residue at this position could be implicated in CPB-like specificity of haCPA1 and Nna1-
like peptidases (see below for kinetic results). The Glu243 substitution in ceAGBL4 could also 
contribute to the CPB-like activity of this enzyme. As shown below, C. elegans AGBL4 displays 
CPA-like and CPB-like activities; those results were also obtained for human AGBL3 peptidase 
(not shown). Thus, based on our substrate specificity results and the sequence similarities with 
haCPA1 on specificity pocket residues, it can be suggested that Nna1-like peptidases have Ala, 
Ser, or Gly at position 255. Nevertheless, until the 3-D structures of these new peptidases are 
determined, the exact residues that contribute to substrate specificity remain unknown.

In summary, Nna1-like peptidases conserve the zinc ligands as well as the key catalytic and 
substrate binding residues of the M14 family, but the motifs where they occur are distinct from 
the other M14 subfamilies. Some Nna1-like peptidases are classified into the M14B subfamily in
the present MEROPS classification; however, on the basis of well-defined and different 
sequence conservations at the active site motifs, we propose that Nna1-like peptidases 
constitute a new M14 subfamily, which we have tentatively named M14D. The divergence of 
M14D peptidases has been demonstrated by phylogenetic studies.

3.7.3.3. Distinct and early separation of carboxypeptidases and Nna1-like proteins

The molecular phylogeny of M14 carboxypeptidase family and their homologous Nna1-like 
proteins was reconstructed based on their amino acid sequences by using the Minimum 
Evolution method with the Poisson Correction model. Phylogenetic inference with Neighbor 
Joining and Maximum Parsimony produced similar and congruent trees with respect to the four 
main groups in M14A, M14B, M14C, and M14D. All analysis and methods yielded highly 
concordant topologies, with only slight differences in Bootstrap support for a few basal nodes 
within the new M14D subfamily members corresponding to sequences from R. baltica, I. 
loihiensis, T. vaginalis (11 sequences), and those from the family Trypanosomatidae, which 
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distributed into two different clades (8+4 sequences). We can draw several interesting 
evolutionary trends from a comparison of Bootstrap and Interior Branch Test supports on those 
nodes (Supplemental Table B) and from the main topologies. First, from a common ancestor 
there is a distinct and early separation of Nna1-like proteins from the classical 
carboxypeptidases belonging to the M14A, B, and C subfamilies, with 100% Bootstrap support 
in all trees. This split is a clear example of how the addition of new functional signatures on a 
gene causes functional divergence to acquire a new protein function in a group of organisms. 
This partition supports classifying Nna1-like sequences into a new subfamily, which we propose 
to name M14D.

Second, gene duplication has accompanied the specialized evolution of Nna1-like peptidases. 
Thus, the earliest duplication found is in I. loihiensis, which has two paralogous genes clustered 
separately (one is the most ancestral to all Nna1-like genes and the second is within the 
bacterial grouping M14D1), also contains two recent copies from N. meningitidis. The derivation 
of three main subgroups of eukaryotic Nna1-like genes (M14D2, M14D3, and M14D4) reflects 
several duplication events that are not restricted to vertebrates but also extend to protozoan 
species.Trypanosomatids Nna1-like genes cluster at two main groups, M12D2 and M14D3, 
revealing two duplication events with great divergences among them. Remarkably, Trichomonas
vaginalis shows the most abundant gene duplication, with 11 copies in its genome from two 
main duplication events clustering together as sister groups within the M12D2 subfamily. The 
most striking exception of a whole group where the evolution of Nna1-like genes do not proceed
through gene duplication is the genus Plasmodium, where a single gene copy was present in 
the genome of each of the seven species analyzed. According to phylogenetic clustering, gene 
duplications took place before the divergence of vertebrates (Meyer & Schartl, 1999) , since 
genes from Arthropoda also distributed along the three Nna1-like eukaryotic groups (M14D2, 
M14D3, and M14D4). This observation agrees with the fact that many early chordate gene 
families were formed or expanded by large-scale DNA duplications (McLysaght et al., 2002). 
According to the AGBL nomenclature regarding its ability to bind ATP/GTP (AGTPBP1, AGBL2, 
AGBL3, AGBL4, and AGBL5), numbering of these M14D peptidase paralogous genes in 
humans and mice does not match the phylogenetic distribution. Hence, the ancient M14D2 
cluster includes AGBL5 and AGBL4, while the most recent M14D4 group encompasses AGBL2 
and AGBL3. Although this alternative nomenclature can be applied to most multicellular 
eukaryota, some exceptions are found (rat has only AGTPBP1, AGBL2, and AGBL3 and mouse 
has the entire set). Moreover, since not all organisms might contain the full set of paralogous 
AGBL genes.

Third, Nna1-like proteins might have evolved from a common ancestor shared in two bacteria 
R. baltica and I. loihiensis. The sequences from these two species show sister-group 
relationship with both, classical carboxypeptidases and Nna1-like peptidases . It should be 
mentioned that only a few bacterial genomes contains either previously classified 
metallocarboxypeptidases or Nna1-like proteins. Bacterial carboxypeptidases from the 
subfamily M14C are restricted to two families from Firmicutes and one from Actinobacteria.2 
Nna1-like genes are spread along nine families from Proteobacteria and Plantomycetes. All of 
them are Gram-negative and flagellated bacterial. The mosaic pattern of bacterial phylogenetic 

96

http://www.fasebj.org/content/21/3/851.long#fn-1


distribution is most readily explained by vertical inheritance and selective loss in many bacterial 
lineages, with specific retention in metazoans and some protozoans.

Fourth, the simplest explanation for the absence of Nna1-like proteins in plants and fungi is that 
a common mutual ancestor already lacked a Nna1-like gene, and thus the function executed by 
the Nna1-like proteins is either not required in these organisms or is covered by another gene 
family. The protozoan and metazoan lineages of Nna1-like genes were assembled from unique 
components (N-terminal domain) not found in any other gene family, and thus alternative Nna1-
like function in plants and fungi could be evolved by assembling components from other origins, 
like the different lineages of assembling the hedgehog genes (Ventura et al., 1999) , which in 
turn did not reveal their identify through a data mining search scheme. 

Bacterial, protozoan, and metazoan Nna1-like homologues are virtually identical in domain 
organization and belong to the same M14D subfamily, suggesting that the N-terminal domain is 
an integral part of the protein that cannot be separated from the carboxypeptidase domain 
during gene duplication; this association precedes the eubacterial/parazoan split, the earliest 
divergence among existing organisms containing Nna1-like proteins. This observation is 
consistent with the proposal that the conserved N-terminal domain functions in the folding of the
carboxypeptidase domain, as described above.

At the time of the study, only 14 bacteria genomes contained Nna1-like genes (<1.5%). Since 
genomes from Archaea (29 complete and 28 in progress), Fungi (9 and 56), and Plantae (2 and 
34) are notably less profuse in databases than those from bacteria, we cannot discard the 
possibility that Nna-1-like genes may later be found in those other kingdoms. Thus, the low 
occurrence of Nna-1-like genes in bacterial genomes could also be explained by the relatively 
small horizontal transfer rate described from eukaryotes (Snell et al., 2006), which has been 
associated with pathogenicity (Koonin et al., 2001).

3.7.3.4. Link between tubulinyl-Tyr carboxypeptidase (EC 3.4.17.17) and Nna1-like proteins

As shown above, the computer-based modeling of ceAGBL4 indicates that the active site 
entrance is much wider and open than in the previously studied carboxypeptidases. Because 
this AGBL4 of C. elegans is representative of the entire M14D subfamily with respect to the 
gaps and inserts required for alignment with the other subfamilies, it is likely that the other 
Nna1-like proteins will have generally similar structures. This, together with the absence of an 
N-terminal signal peptide in the eukaryotic members of this new protein subfamily, implies that 
they function in the cleavage of cytosolic proteins. 

The only cytosolic protein known to undergo C-terminal processing is the α subunit of tubulin. 
This protein is initially produced with a C-terminal Tyr, which is removed by the tubulinyl-Tyr 
carboxypeptidase (tubCP) and reattached by a specific tubulin ligase. Although the ligase has 
been identified (Ochman et al., 2000), tubCP has not, despite a great deal of effort since it was 
first described in 1977 (Erck et al., 2005).
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It has been reported that tubCP activity is increased with ADP, inhibited by intermediate to high 
concentrations of NaCl, and shows strong specificity for Z-dipeptides, which, in the carboxyl 
end, contain Tyr or Phe linked to glutamic acid (Hallak et al., 1977). Such an enzyme is thought 
to prefer polymerized over dimeric tubulin as substrate and performs tubulin detyrosination 
better on microtubules (Argaraña et al., 1978). In proliferating cells, tubCP activity is not 
detectable, but when cells undergo differentiation, the enzyme is activated. In the case of 
nervous cells, tubCP activity seems to be restricted to differentiating neurons whose processes 
are rich in detyrosinated tubulin, indicating that tubCP is involved in growing of processes (Bosc 
et al., 1996; Gundersen et al., 1987; Wehland & Weber, 1987).

Several observations from the present study are consistent with the possibility that Nna1 and/or 
related enzymes function as tubCP. First, cytosolic localization of Nna1 and Nna1-related 
enzymes fits with this proposed role. Second, the modeling suggests the ability to remove C-
terminal Tyr residues from proteins based on both a consideration of the substrate binding 
pocket (which can accommodate a Tyr) and the loops surrounding the active site pocket 
(discussed above). Third, the direct demonstration that one of the Nna1-like proteins has 
enzymatic activity toward small peptides that contain C-terminal hydrophobic groups implies that
this enzyme is capable of cleaving C-terminal Tyr. Fourth, the nucleotide dependence 
(ADP/ATP) of the activity of that recombinant enzyme is congruent with its potential involvement
in a pathway regulated energetically, as is the transformation of tubulin in cytoskeleton 
remodeling, and with the reported activation of tubulin carboxypeptidase by ADP (Contín & Arce,
2000). Fifth, the higher inhibitory capability of the dipeptide Z-Glu-Tyr vs. Z-Gly-Tyr, and the 
negative effects of moderate or high salt concentrations on the activity of such enzyme, match 
the properties of the previously reported tubulin Tyr carboxypeptidase and contrast with other 
well-known metallocarboxypeptidases from different subfamilies.

The biological significance of tubulin would easily justify the occurrence of various alternative 
processing forms, although some organisms might survive with a single one or might develop 
substitutive mechanisms. Perhaps this would be the case for fungi and plants, which apparently 
lack Nna1-like enzymes. It is important to mention that the tyrosination cycle is highly conserved
among eukaryotes and has been found in most cells where it has been searched for, with the 
exception of the fission yeast S. pombe (Argaraña et al., 1978). It was demonstrated that in 
Saccharomyces cerevisiae there is no turnover of the α-tubulin C-terminal and that the tubulin 
ligase activity is absent despite the presence of a gene with a significant homology to tubulin-
tyrosine ligase in other organisms  (Alfa & Hyams, 1991). The lack of Nna1-like peptidases in 
fungi would be consistent with the lack of the detyrosinylation cycle of α-tubulin in those 
organisms.
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3.7.4. Study of Nna1 subfamily of mouse cytosolic carboxypeptidases

3.7.4.1. Mouse Nna1-like proteins

A screen for mouse mRNAs up-regulated by axonal regeneration identified a gene product with 
homology to the carboxypeptidase (CP) family; this gene product was named Nna1 (Bloom, 
2004). However, the initial alignments of Nna1 with the enzymatically active CPs did not support
a role for Nna1 as an active enzyme due to the absence of critical active site residues.

Because Nna1 was found to be both cytosolic and nuclear when expressed as a fusion protein 
with green fluorescent protein (GFP), Nna1 was proposed to function in the processing of 
nuclear factors needed for neuronal regeneration and survival. Support for a role in neuronal 
survival was provided by the discovery that Purkinje cell degeneration (pcd) mice have a defect 
in the gene encoding Nna1 (Harris et al., 2000) . These mice, which resulted from a 
spontaneous mutation, have an altered gait due to the degeneration of Purkinje cells 
(Fernandez-Gonzalez et al., 2002). The pcd mice also show degeneration of olfactory bulb 
mitral cells (Landis & Mullen, 1978) , retinal photoreceptor cells (Greer & Shepherd, 1982) , and 
other defects such as sterility (LaVail et al., 1982) and abnormal sperm shape (Landis & Mullen, 
1978) . Altogether, five variants of the pcd mutation are known. 

In order to address these questions, the mouse genome was searched for additional Nna1-like 
sequences. From these searches, it was clear that five additional Nna1-like genes existed in 
mouse and human genomes. Alignment of these various sequences revealed several highly 
conserved residues, including critical active site residues that are necessary for the catalytic 
activity of A/B and N/E subfamily CPs. Structural modeling based on these alignments resulted 
in structures that share the basic CP catalytic domain structure of both A/B and N/E CPs. 

Parallely, via accompanying experiment studies, the distribution of the mRNAs encoding the 
various Nna1 homologs in mouse tissues suggested a broad function with some redundancy, 
thus explaining why only a few cell types die in the pcd mice. 

The absence of a signal peptide from all forms of the five novel Nna1 homologs suggested a 
cytosolic distribution; this was confirmed by expression in cell lines and immunofluorescence 
analysis. Because the name Nna1 was based on the previous study of nuclear localization in 
neurons and from the present data, it is clear that neither Nna1 nor the other family members 
are restricted to neurons or the nucleus, and this subfamily was so named cytosolic 
carboxypeptidase (CCP). The new members are numbered from CCP2 through CCP6, and we 
refer to Nna1 as Nna1/CCP1. One function of these family members appears to be tubulin 
processing, based on the absence of C-terminally-truncated alpha tubulin forms in the mitral 
cells of pcd mice.
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3.7.4.2. Bioinformatics and cDNA sequence analysis

To identify genes and gene products with homology to Nna1/CCP1, the mouse genome was 
searched with mouse Nna1/CCP1 protein sequence using tblastn. The non-redundant (NR) 
and expressed sequence tag (EST) GenBank databases were searched using mouse 
Nna1/CCP1, and the fragments were identified from the genome search. Full-length cDNA 
sequences of the various splice forms were compiled from the NR and EST databases. Several 
cDNA clones with incomplete sequences in GenBank were purchased (Invitrogen, Carlsbad, 
CA) and sequenced in both directions; these included clone 3994516 (CCP2), 6813901 (CCP5),
and 6446357, 5024144, and 6742069 (CCP6). For CCP4, the longest cDNA sequences in the 
NR and EST databases appeared to encode only a portion of the CP domain, whereas the 
genome showed the presence of additional potential exons with homology to the CP domain of 
Nna1/CCP1. To confirm this, reverse-transcription polymerase chain reaction (RT-PCR) was 
performed and the resulting PCR product was actually sequenced.

3.7.4.3. Alignment of CCPs and modeling

Amino acid alignments of the six mouse CCPs were performed using DNA-Star MegAlign 
version 5.05 using gap penalty and gap wt penalty values of 9. For this analysis, a 
representative amino acid sequence of each mammalian metalloCP was included.
Structural modeling was performed on mouse CCP1 using a CPA/B structural alignment 
extracted from HOMSTRAD database (Stebbings & Mizuguchi, 2004), which includes 
pancreatic CPA from Bos taurus (2ctc) and Sus scrofa (1pca) and the pancreatic CPB from Sus 
scrofa (1nsa) and CPT from Thermoactinomyces vulgaris (1obr). These structures were 
checked as templates against mouse CCP1 and used for modeling the latter protein sequence 
with MODELLER 8v2 modeling suite environment (Fiser & Sali, 2003b; Sali et al., 
1995).Batches of at least 500 submits were performed until models with good geometry, and 
suitable fold requirements were retrieved and verified with PROCHECK  (Laskowski et al., 
1996), VERIFY3D (Eisenberg et al., 1997), and JOY (Mizuguchi et al., 1998).

The CCP1 derived alignment was transferred to the other candidate CCPs, and they were 
subsequently modeled following the same procedures and crosschecked against each other 
and their templates to ensure their quality. Swiss-PDB Viewer (Guex & Peitsch, 1997), Jmol  
(The Jmol Team, 2007), and PyMOL  (Rother, 2005) were used for visually checking the quality 
of the final models and to determine the spatial orientation of certain key residues (discussed 
below). PyMOL was also used for generating surface representations of the models.

3.7.4.4. Analysis of Nna/CCP genes and cDNAs

A bioinformatics approach was used to screen for homologues of Nna1/CCP1 in the mouse and 
human genomes and in GenBank NR and EST databases. Altogether, five additional family 
members were found in both human and mouse databases. These five additional family 
members have been designated CCP2–6, based on the order by which they were detected. 
Each of these CCP genes is present on a distinct chromosome. The length of the CCP2–6 
genes varies from 18,000 nucleotides for mouse CCP5 to over 1,200,000 nucleotides for mouse
CCP6. Interestingly, the human gene for CCP6 is also over 1,200,000 nucleotides, and the 
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introns are generally similar in length between human and mouse genes. The length of the 
cDNA for each of the CCPs ranged from 1881 bp for CCP6 to 4369 bp for CCP2. 
Representative sequences of the splice forms of each mouse CCP have been deposited in 
GenBank (accession numbers   DQ  867026 through   DQ  867040).

Figure 36. Gene structure of Nna1/CCP1 homologs. Filled boxes represent exons, and open boxes indicate alternatively spliced 
regions of exons. Size of exons and introns correspond to scale bar shown (lower right), unless indicated. Initiation ATG(s) and stop 
codon(s) are indicated. Active site amino acids that are near N-terminal region of CP domain (the zinc-binding HxxE) and C-terminal
region of CP domain (E270) are indicated. Chromosome is indicated on left and size of gene is indicated on right (kb). Source: 
(Kalinina et al., 2007)
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3.7.4.5. Alignments and modeling of the CCPs

The amino acid sequences of the CCPs have similarities to the 300-residue CP catalytic domain
of A/B and N/E family CPs. In addition, all six mouse CCPs have a 120–150 residue N-terminal 
domain that is moderately conserved among CCPs. This N-terminal domain begins with the 
FEGSN sequence and ends with the YPYTYS sequence. The length and location of the 120–
150 residue N-terminal domain in the CCPs are similar to the pro domain within A/B family CPs, 
although there is no substantial amino acid sequence similarity. Nna1/CCP1 has a long N-
terminal extension of over 500 amino acids, while CCP5 has only 10–15 amino acids preceding 
the N-terminal domain. There is also considerable variability in the length of the C-terminal 
extension following the catalytic CP domain. The various CCPs show no sequence similarity 
among their N-terminal or C-terminal extensions.

Figure 37. Alignment of CCPs. Relative positions of CP domains are indicated for CPA/B subfamily enzymes and also for CPE, a 
prototype of N/E subfamily. Key residues in CPA/B subfamily CPs are indicated such as the HxxE sequence, R145, H196, and 
E270; same residues are present in comparable positions in N/E CPs and in each of the CCPs. In addition to the CP domain, CPs in
the A/B subfamily all contain an N-terminal pro domain of 90–100 amino acids, and all members of the N/E subfamily contain a 
conserved region on C-terminal side of the CP domain, which has structural homology to transthyretin. All A/B and N/E subfamily 
CPs also contain a signal peptide domain, whereas none of mouse CCPs have this domain. Each CCP contains an N-terminal 
domain that has amino acid sequence similarity to other CCPs but not to other subfamily CPs or to proteins in the various 
databases. In alignments small gaps or insertions required to align the various sequences are not shown; only large insert in CCP5 
is indicated. Source: (Kalinina et al., 2007)
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Figure 38. Amino acid sequence alignments of N-terminal and CP domains of each of CCPs and representative members of A/B 
and N/E subfamilies. Indicated sequences of human proCPA1 and CPE start immediately following the signal peptidase cleavage 
sites; 90 residue pro domain of CPA and 15-residue pro domain of CPE are shown. CCP sequences start 10–14 residues ∼
upstream of conserved N-terminal domain. Key active site residues and/or other conserved motifs are indicated in bold. Numbering 
below alignments represents position within bovine CPA, numbered relative to first amino acid after removal of pro domain. Source: 
(Kalinina et al., 2007)

Within the N-terminal and the CP domains, most of the CCPs require similar short gaps or 
inserts (<20 residues) to align both the sequences and the predicted secondary structure 
elements with other CPs. The exception is CCP5, which contains several large inserts relative 
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to the other CPs. Structural modeling suggests that mouse CCP catalytic domains display the 
typical fold containing an alpha/beta/alpha sandwich structure with an antiparallel beta-sheet of 
eight strands. The residues involved in the coordination of the active site zinc share the same 
conformation described in other metalloCPs of the A/B and N/E subfamilies. The Zn atom is 
held in place by penta-coordination with two His residues, one Glu residue, and a water 
molecule (data not shown). A comparison of the structure of mouse CCP1 and bovine CPA gave
a root mean square of 1.602 and a DRMS of 1.191, indicating that the two structures are quite 
similar.

There are several motifs found in all CCPs, some of which correspond to active site or important
structural residues of A/B and N/E family CPs. Others, such as the FESGN motif, the WFYF 
motif, and the YPYTYS motif found in the N-terminal domain of the CCPs, have no counterpart 
in other family CPs. Of these regions, the FESGN corresponds to the beginning of the 
conserved N-terminal domain. Interestingly, the YPYTYS sequence corresponds to the junction 
between the N-terminal domain and the CP domain, which is located ∼70 residues upstream of 
the HxxE sequence.

Motifs common to the CCPs and other CP families include the zinc binding residues His69, 
Glu72, and His196 (by convention, the numbering system of bovine CPA and CPB is used, 
which assigns residue 1 as the N terminus after pro peptide removal). Other conserved residues
include Arg127, which in the A/B and N/E family CPs binds to the carbonyl bond at the cleavage
site, and Glu270, which transfers a proton from the incoming water molecule to the leaving 
amine. Another conserved motif is the NPDG sequence located upstream of Arg127; this NPDG
sequence is highly conserved in all CPs and presumably plays a role in the structure or 
interactions of the catalytic domain. Based on the presence of the active site residues that are 
critical for catalytic activity and the modeling results that suggest these residues are properly 
located in the 3-dimensional structure to perform a catalytic role, it is likely that the CCPs 
encode functional peptidases. This proposal is supported by experimental results in the 
accompanying paper, in which a C. elegans CCP homologue was shown to be enzymatically 
active.

Analysis of the residues in the putative substrate binding site allows for predictions of the 
cleavage specificity of the CCPs. The presence of an Asn and Arg in the positions equivalent to 
144–145 of CPA/B implies that the CCPs will cleave C-terminal residues (in CPA and CPB, 
Arg145 binds to the carboxylate of the C terminus of the substrate). Another critical substrate-
binding site in CPs is residue 255. It is not possible to accurately predict the residue in the 
position equivalent to 255 for any of the CCPs due to limited sequence similarity with A/B or N/E
CPs in this region. For Nna1/CCP1 and CCP4, the residue in position 255 is likely to be an Ala, 
and for CCP2, CCP3, CCP5, and possibly CCP6, a Gly. If so, then these enzymes would 
presumably cleave C-terminal hydrophobic and/or basic amino acids, based on the broad 
substrate specificity of an insect CP with a Ser in position 255. For CCP6, it is also possible that
position 255 is occupied by an Arg. This would imply that CCP6 cleaves acidic C-terminal 
residues. In the modeling studies, the difference between models was small since the particular 
region involved does not offer a high local stability within the model.
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3.7.4.6. Discussion

Nna1/CCP1 and the related CCP genes encode active enzymes that function in the processing 
of cytosolic proteins such as tubulin. Modeling and analysis of the residues in the putative 
substrate binding pocket suggests that Nna1/CCP1, CCP2, CCP3, CCP4, and CCP5 have 
similar specificities toward bulky C-terminal residues, such as hydrophobic and/or basic amino 
acids. CCP6 either has a similar specificity as the other CCPs or else it cleaves acidic residues; 
modeling could not resolve these two possibilities.

All of the mouse CCPs considered lacked an N-terminal signal peptide sequence, in contrast to 
the previously characterized CPs of the A/B and N/E subfamilies, which function either in the 
secretory pathway or following secretion. By experimental evidence, the cytosolic distribution of 
CCP2, 5, and 6 observed seem to be consistent with the absence of a signal peptide. 
Previously, human Nna1/CCP1 was reported to show a cytosolic and nuclear distribution when 
expressed in primary cortical neurons as a fusion protein with GFP (Estébanez-Perpiñá et al., 
2001). 

By different experiments in several cell lines, Nna1/CCP1 was shown to be predominantly 
localized to the cytoplasm. However, CCP5 showed a nuclear-like distribution in each cell line 
tested, with some lines showing a more pronounced nuclear staining than others. The deduced 
amino acid sequence of CCP5 contains several stretches of three or more basic residues in the 
C-terminal region; these may function as nuclear targeting signals.

In addition to the CP domain that is conserved in all mouse CCPs and all other members of the 
M14 CP family, there is also an N-terminal domain immediately adjacent to the CP domain that 
is highly conserved among mouse CCPs but not with other M14 subfamily CPs. The other 
subfamilies of M14 CPs each contain a conserved domain of about the same length (100 amino
acids) that functions in the folding of the CP domain, although there is no sequence similarity 
between subfamilies. In the case of the A/B subfamily of M14 CPs, the N-terminal pro domain 
functions both in folding of the CP domain and in maintaining the enzyme in an inactive state 
until cleavage by an endopeptidase. N/E subfamily members do not have this pro domain and 
instead have a domain immediately to the C-terminus of the CP domain; this C-terminal domain 
has structural but not amino acid sequence homology to transthyretin. Unlike A/B CPs, the 
transthyretin-like domain of N/E CPs does not need to be cleaved before the enzyme is fully 
active. Although the CCPs appear to be more similar to the A/B subfamily by the presence of an 
N-terminal conserved domain and the absence of a transthyretin-like C-terminal domain, the 
amino acid sequence similarity is too low between the pro region of CPA or CPB and the N-
terminal domain of CCPs to permit modeling. Also, it is not clear if the N-terminal domain of the 
CCPs is removed like the pro domain of A/B CPs or if it remains attached like N/E CPs.

Mouse Nna1/CCP1 was proposed to contain an ATP-GTP binding motif (Harris et al., 2000). 
Although this sequence is not conserved in other members of the mouse CCP family or in a C. 
elegans homologue commented in the previous sections, the cleavage of small peptide 
substrates by the C. elegans enzyme seems to be stimulated by ATP or ADP (Harris et al., 
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2000). This stimulation might reflect the movement of an inhibitory domain away from the active 
site.

The role of the tyrosinylation and detyrosinylation of tubulin is likely to contribute to microtubule 
stability and/or function. In various human carcinomas, the extent of tubulin processing 
correlates with tumor progression (Lafanechère et al., 1998; Kato et al., 2004). Thus, inhibitors 
of the these studied proteins may have value as therapeutics in cancer treatment.

3.7.5. Current status

After the resulting publications of the work mentioned in the pages above (Rodriguez de la Vega
et al., 2007; Kalinina et al., 2007), different other articles have reinforced the relevance of this 
new carboxypeptidase subfamily in existing key biological processes.

Notably, a following paper confirmed the involvement of mouse CCP1 (cpd) in α- and β-tubulin 
Glu processing  (Berezniuk et al., 2012). Because of its wide presence among Eukarya, some of
the members of this family have been highlighted as one of the components in tubulin 
posttranslational modifications in what is being referred as tubulin code (Verhey & Gaertig, 
2007). 

CCP functions, which may be directly involved in axonal regeneration, axogenesis, 
dendritogenesis, and ciliary axoneme seem to be related to cilia and their basal bodies. It is 
speculated that during eukaryotic evolution there may have been a transfer of these functions 
from these latter locations to inside the cell in axon microtubules (Wehenkel & Janke, 2014; De 
La Vega Otazo et al., 2013). 

In the meantime, the first CCP structure has also been resolved. That structure, from 
Pseudomonas aeruginosa bacterium, named PaCCP (Otero et al., 2012), displays a novel β-
sandwich N-terminal domain followed by the classical carboxypeptidase α/β-hydrolase domain. 
The actual crystal structure appeared to be an inactive version and might only be active against 
intracellular or specific substrates. In any case, it opens a window for more accurate homology 
modelling against eukaryotic M14D candidates than the ones described above.
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4 - DISCUSSION AND
FUTURE PROSPECTS





10 years before the conclusion of this thesis, most of biological scientific community was still not
aware of the importance of data management for generating new knowledge. Only after 
genome sequence projects contributed huge amounts of sequence data to the public 
databases, and different laboratories purchased their first high-throughput machinery, it started 
to become clear that data was not a mere nuisance anymore. Handling data at their different 
stages is an unavoidable necessity for performing any meaningful research nowadays. And, this
is not only for practical and technical research, but also for basic research itself, when more 
nations are joining in this innovation effort (Qiu, 2014). 

However, at the time of writing, despite the situation is being finally acknowledged, most 
research facilities endure an important shortage of human capabilities for facing this already 
present scenario. There are still very few researchers or technicians with the suitable skills for 
these computational challenges (Rubinstein & Chor, 2014), and worst of all, the academic and 
institutional milieu does not always provide a proper professional path for these experts, who 
may decide to divert their careers to other sectors (Chang, 2015).

In the pages of this document, we have described with many peer-reviewed examples some of 
the different necessary steps for developing a full long approach to data in Bioinformatics, or 
widely speaking, even in present-day biological sciences. Hopefully, all these experiences can 
be a useful guide for other research laboratories that may be struggling to join this “data 
revolution” in a good shape.

First of all, as a preliminary step to any later stage, it is important to review and adapt any 
existing tools that may be relevant for our research so they can work in this massive data 
paradigm. This is what we initially performed with many of the tools described above: ProtLoc, 
TranScout, TransMem or Bypass. Achieving this requires a good knowledge of the actual tools, 
both at the technical and scientific level, and also being openly exposed to different 
programming practices (Dudley & Butte, 2009), so it may be feasible to perform any wanted 
analyses within the constraints of our computer infrastructure.

Concurrently to this need, there is an ongoing emphasis on the possible benefits of using “the 
cloud” in Bioinformatics (Krampis et al., 2012; Schatz et al., 2010). However, we should not 
forget that the simplification in the “infrastructure burden” (computing and storage hardware), 
specially if externalized —because in-house 'clouds' are also an existing possibility—, normally 
entails a major complexity in routine DevOps (Edwards, 2010) and, in the case of 
Bioinformatics, particularly in storage management. 

As already commented during the text, as hardly-manageable data became to accumulate, the 
WWW got the merits to become the natural platform where all these data could be not only 
exchanged but also consumed by the final users. 

The Web leverages the inconveniences of having to deal with different operative systems at the 
client-side. Likewise, the emergence of HTML 5, the progressive displacement of 3rd party 
plugins (e. g., Flash or Java applets) (Gille et al., 2014) and the improvements of client 
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programming languages such as JavaScript (Corpas et al., 2014) or technologies such as 
WebGL (Rego & Koes, 2015; Rose & Hildebrand, 2015), are minimizing the hindrances that 
actually existed for having to adapt your work for the experience of visitors with different 
browsers. 

Moreover, even though final users were initially fellow researchers, more and more often, other 
user profiles, such as medical doctors, patients and, although arguably, also citizens (Franzoni 
& Sauermann, 2014) should be considered.

Both the above mentioned tools and the databases that were created afterwards, such as 
TrSDB or ArchDB, could not be understood without being hosted on a web server. On one side, 
the former research tools and their processed predictions could be easily accessible to non 
tech-savvy scientists so they could test their own experimental hypothesis (e. g., checking 
putative transcription factors). And, on the other side, specialty-focused bioinformaticians could 
take advantage from the resources we provided, for instance for refining loops of protein 
structural models.

However, as it is the case with literature mining and reading (Lok, 2010; Round & Campbell, 
2013), directly accessing and browsing the presented huge amounts of contents and data may 
not be practical enough and abusively time-consuming, specially when researchers have the 
chance to look up different alternative or competing resource websites.

At the strict data level, this problematics had already been handled by different initiatives, 
notably BioDAS (Dowell et al., 2001) for gathering annotation from different interconnected and 
separate resources, and which was used in platforms such as ENSEMBL or EBI. However this 
system is going to be discontinued in both locations (EMBL-EBI, 2015; ENSEMBL Blog, 
2015) in the near future in favor of either track hubs, an approximation pioneered by UCSC 
Genome Browser (Rosenbloom et al., 2014), and/or REST webservices.

At the more analysis/processes level, we had BioMoby (Wilkinson & Links, 2002), which acted 
as a registry of webservices. As in the previous case, it has been progressively abandoned in 
favor of more generalistic REST approaches, or alternately evolving to Semantic Web ones, 
such as SADI (Wilkinson et al., 2011).    

At the time of writing, I would dare to say that is hardly justifiable any newly published biological 
resource that may not consider some kind of programmatic access, both for biological 
databases or analytic web services. Considering the huge amount of data that are available at 
public databases and also all the information researchers may need to handle in their own 
studies, this may be the only practical way a wide public can take advantage of the possibilities 
of Bioinformatics.

Accordingly, some of the applications that we adapted in the previous pages, concretely 
ProtLoc, TransMem and Bypass, will be soon available as REST services as well.
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Although there are initiatives such as BioCatalogue (Bhagat et al., 2010), a repository of data 
and web services accessible via an API, we might lament that, despite some attempts such as 
BioXSD (Kalas et al., 2010), there is not any existing successful acknowledged exchange 
format or schema so far. This is also aggravated by the fact that XML format is not anymore the 
most common web exchange format, but JSON. Whereas, the former format does have schema
widely-used description formats (such as XSD, and before DTD), usage of JSON Schema 
(Court & Zyp, 2010), an equivalent description specification for JSON, is practically anecdotal so
far.   
 
An alternative approximation would be recurring to Semantic Web solutions. Arguably, because 
its sophistication may have even repelled Bioinformatics technologists in the past, it is worth 
noting that websites such as BioPortal (Whetzel et al., 2011) are being populated by an 
increasing amount of ontologies describing very different biological aspects. Specifications such
as JSON-LD (Sporny et al., 2013) for exchanging linked data (semantic web information) and 
flexible content server solutions such as Semantic MediaWiki (Krötzsch et al., 2006), mentioned
in one of the accompanying appendices, may be the definitive chance for closing the gap 
between web formality and everyday practice.

Of course, all these massive analysis web-enabled paradigm described above requires the 
development of programmable web robots (bots). An alternative option is using integrative 
platforms, that may hide to non-technical users the inherent complexity at the level of workflow 
specification (Amstutz, 2015) and management (Goecks et al., 2010; Oinn et al., 2004) or data 
analysis and visualization (Chelaru et al., 2014). 

Apart from the strictly technical aspect of handling data and how they are processed, one key 
component in their management is their actual annotation. Indeed, no organization of data is 
possible, and so no database can be built from them, if no kind of annotation is previously done.
However, data which can be retrieved from public biological databases have already a huge 
amount of, what can be called, metadata (e. g., tissue/origin or provider) that can be already 
directly used for annotation purposes. In fact, some researchers have already tried to go one 
step beyond an extract additional metadada from the social component of the Web (B. M. Good,
Tennis, & Wilkinson, 2009; B. Good, 2009).

In any case, in this document we have approached annotation with applications such as Bypass
in a more classical way: taking into account homology search and the physiochemical properties
of the involved molecules. As it can be seen in literature, this is far from being a closed topic, 
and there is still a huge demand (Ijaq et al., 2015) for these kind of solutions, which are often 
handled precariously in many laboratories. So far this approximation has been quite successful 
for finding out possible moonlighting cases in proteins (Hernández, Calvo, et al., 2014; 
Hernández, Ferragut, et al., 2014). 

Among the later improvements in our annotation platform, I would highlight its Gene Ontology 
integration. By crossing annotations from these very curated ontologies, at the evidence level 
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we may choose (Škunca et al., 2012), we might ideally find out newer predictions or contrast 
existing ones.

Apart from this, one interesting addition to be included in this platform may be interaction 
information, which has already been defended to be significant in multitasking discovery of 
proteins (Gómez et al., 2011). 

Concurrently to the works included in this thesis —mostly focused on proteins—, as a 
consequence of an increase experimental sensitivity, there has been a boom in the knowledge 
of non-coding RNAs (apart from the already well-known tRNAs and rRNAs). These other non-
coding RNAs (ncRNAs), normally classified according to their length and/or location (e.g. 
lncRNA, exRNA, microRNA, snRNA, etc. (Morris & Mattick, 2014), have been assigned to 
different processes, notably, RNA silencing (Eggleston, 2009), transcriptional regulation (Anders
et al., 2012) and even intercellular communication (Mittelbrunn & Sánchez-Madrid, 2012). Thus,
RNAs are being studied as key molecules for better understanding epigenetics (Castel & 
Martienssen, 2013) and, relatedly, observed Lamarckian-like inheritance (Devanapally et al., 
2015).

Coherently, we may wonder whether some of the methodologies introduced in the pages above 
could be translated (or rather retrotranslated) to these molecules, despite RNA Bioinformatics is 
rather different from that of proteins. 

First of all, considering just one dimension, starting from a smaller alphabet (~4 vs ~20 letters), 
it is more difficult to find in a defined-size region the same meaningful information (e.g. 
homology), that could be retrieved in a protein counterpart alignment. Secondary and tertiary 
structural work is also normally managed by different software than that used with proteins 
(Gardner & Giegerich, 2004; Laing & Schlick, 2011).

In any case, even taking into account these differences, it is worth considering some of the 
already used informational approaches in proteins for handling the huge outcome of data 
resulting from projects such as ENCODE (Myers et al., 2011) —with all the ongoing and 
controversial discussion about the prevalence of what was named junk DNA (Palazzo & 
Gregory, 2014) and what function really means (Germain et al., 2014)—. 

Although we have been mostly dealing with biological data from a broad-view perspective, it 
must not be forgotten that sometimes some of the more meaningful achievements can arrive 
focusing on specific aspects. This is actually what it was attained with the bioinformatical 
characterization of new metallocarboxypeptidase family M14D. This is an example that 
demonstrates that no novel methodology may be needed to be developed for delving into 
certain hypotheses, but a deep-enough understanding of both the biological issues and existing 
applications (in this specific case, Hidden Markov models or homology modeling software). At 
the time of writing, this very protein family is still in need of further characterization for having a 
clearer explanation of its diversity at the organism and genomics level, and Bioinformatics can 
help ongoing experimental practices in this effort. 
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Undoubtedly, there may be many other little-know protein families, even with human members, 
that may have not received the deserved scrutiny yet. For handling this, the first thing is 
ensuring a proper (inter)institutional collaborative environment between wet-lab researchers and
bioinformaticians. This may also be promoted at a larger community level by using networking 
and content-sharing tools such as wikis (Romano et al., 2011). A non-excluding possibility could 
also be training experimental biologists into Bioinformatics (Fernandes et al., 2012). This can be
beneficial for the mutual collaboration and, above all, for the actual research.

As a final sum-up, as it has been explicitly detailed in the previous sections, we can see an 
increasing need for data integration in the biological and medical fields. Moreover, we can safely
foresee this is not going to slow down, for instance, with challenges such as personalized 
medicine (Fernald et al., 2011). 

If it was ever the case, in nowadays Bioinformatics, we can hardly regard anymore data 
management as a secondary aspect that can be dealt within generic IT practices. As much as 
possible, it is important to have a holistic enough vision to model biological data and make it 
accessible in a useful and rich way. This thesis has been written guided with this exploration, 
adhering as far as it was possible to the scientific dogma of reproducibility and the philosophical 
direction of openness in the technical practice. 

Hopefully this document and its associated works and code can become a useful resource and 
reference for all those new bioinformaticians that might decide to assume the challenges of 
biological data generation, management and interpretation.
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5 - CONCLUSIONS





Different methodological advances for handling and processing data in a Bioinformatics context 
are presented within the pages of this work. Except from the initial raw retrieval (e. g., from 
sequencing machines), the whole succession of data manipulation is considered: ranging from 
the adaptation of existing resources to the set up of data management environments, public 
web services, and ultimately their interpretation.

1. A set of tools developed at IBB-UAB were actively rewritten in order to be suitable for 
present-day computational paradigm. These applications, ProtLoc (cellular location 
assignation), TransMem (transmembrane stretches prediction), TranScout (transcription 
factor signature detection) or Bypass (protein functionality annotation), were wrapped 
into scripting languages (e. g. Perl) so they could be used within Bioinformatics pipelines
for performing high-throughput analyses.

2. Those very tools were also modified and adapted so they could be used as websites by 
the whole scientific community. Likewise, by being deployed as web services as well, 
they could be more easily integrated into diverse workflows in the future.

3. By adapting those programs into massive analyses pipelines, it was possible to process 
genome sequence data from different model organisms. Taking advantage of the 
possibilities of relational database management systems, the resulting outcomes could 
be fit into a publicly available web databases. 

4. As example, a public resource named TrSDB was created based on TranScout previous 
classification of transcription factors. This was also enriched with ProtLoc and TransMem
predictions as discriminant criteria. As additional accompanying results, different 
candidate sequences were compiled so they could be further examined for a putative 
transcription factor activity.

5. Using the same approaches as in the previous case, ArchDB, a database of protein 
structural loops was designed and published. In that example, this was created starting 
from ArchType —and automatic procedure program for protein loop classification based 
on loop conformation and geometry— plus a posteriori clustering of different involved 
protein structure datasets. Among them, it is worth noting a biologically selected group 
such as protein kinases. That resource represented an important repository especially 
useful for the refining structural protein models, which are normally problematic at loop 
regions.

6. Bypass, an application which uses fuzzy logic for highlighting additional functionalities of 
proteins from PSI-BLAST analyses and their intrinsic physiochemical properties, was 
ported into a website. Moreover, in order to facilitate its usage by non-technical profiles, 
it was integrated in a later stage as a part of a sequence data management platform.
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7. This latter framework made possible the exploration and study of protein moonlighting, 
that is, the presence of different biological activities among proteins that were supposed 
to have an only function in the cell.

8. By using NoSQL database approaches, still relatively unexplored in Bioinformatics, it 
was possible to host interlinked batch analyses in a coherent way within a web 
environment. Moreover, in order to empower users for exploring annotation of the 
included protein sequences, a custom Gene Ontology enrichment method was 
integrated. This system was also open and flexible enough for accommodating 
additional webservices to improve annotation of gene products.

9. Additionally to the previous studies, a group of little known proteins, previously 
mentioned as Nna1-like or ATP/GTP-binding proteins, were characterized by 
Bioinformatics methods to be part of a distinctive group of metallocarboxypeptidases. 
This was concretely performed thanks to Hidden Markov Model search of curated 
alignments against public databases and phylogenetic analyses. 
This novel family of proteins, assigned under M14D group of Merops classification, was 
also referred as cytosolic carboxypeptidases because of their main cellular location.

10. Thanks to protein homology modeling and active site inspection, it was proved that  
some members could present enzymatic activity, for instance, notably Tubulinyl-Tyr 
carboxypeptidase activity. Therefore, they may be key participants in biological 
processes such as tubulin processing in microtubules and other cell components.

11. Parallely to these latter studies, up to 6 Nna-1 like proteins in mice were described with 
the help of computational approaches. This protein abundance highlights the relevance 
of these molecules, still little-know in life processes, representing a promising starting 
point for future experimental studies.    
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6 - APPENDICES





6.1. SQLite as convenient in-situ DBMS for analysis

As we have detailed in the main pages of this document, database management systems 
(DBMS) are truly useful environments for handling huge amounts of data commonly present in 
Bioinformatics field. However, apart from the obvious flat-file databases, relational and NoSQL 
DBMS normally require a previous setup consisting in several steps. Moreover, it may also 
happen that bioinformaticians may not have full administrative privileges in the machines where 
they perform their analyses. In these circumstances, installing a DBMS can be problematic.

A possible solution is using SQLite (Owens, 2010), as its name suggests, it’s a ‘lite version’ of a 
typical SQL relational DBMS. Instead of establishing a connection via a UNIX socket or a 
network port for interacting with databases, databases are handled as individual binary files. 
One database per file.

As a general example application, at the time of writing, SQLite is for instance the preferred 
local storage option of browsers such as Firefox when storing browsing history, passwords and 
other user configuration parameters.

In the same philosophy, SQLite is a convenient in-situ relational DBMS for command-line 
analyses. It’s quite common that both input or output files are simple human readable text files. 
Although UNIX piping allows to handle IO (input-output) between different applications almost 
transparently, sometimes is inevitable to recur to intermediary files. And, these intermediary files
are perfect candidates to be replaced by database-indexed rows of data. 

Some notable exceptions could be binary files, such as images, but even in these cases, 
databases can be suitable for storing their file paths. 

As stated above, when dealing with the administration of a DBMS is an issue, having a file 
working as a whole database is really convenient. One database file can be used for replacing 
multiple intermediary files and copying/moving the database file with the rest of associated 
scripts and input/output files is easier than in other scenarios. And what is most, it provides a 
more powerful approach to query for information (via SQL in this case). Indeed, there are 
existing end-user solutions that are using SQLite in the background for handling huge CSV files 
for this latter reason (Adaszewski, 2014).

As a caution, despite SQLite accepts many concurrent open connections, there can be file lock 
issues if the database file is placed in a NFS, which can be a possible situation when submitting
analyses in a cluster environment.
On the other hand, even though SQLite is open-source and nowadays present in most Linux 
distributions, since its outcome is a binary format, this is not necessarily going to be easily 
readable in all present and future systems. It’s noteworthy to mention that plain text files are 
preferable as input and output files to be kept for the future.
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6.1.1. Example application

As a part of a wider project (Gonzalez, unpublished), starting from Mycoplasma genitalium 
proteome analyses, we wanted to find out the distribution of resulting peptides among different 
phyla, and so elucidate new candidate essential peptides restricted to a certain taxonomic group
or even present in all the phyla.

A whole set of n. peptides (starting from a threshold size) was searched against NR and NT 
NCBI BLAST DBs with PSI-BLAST and TBLASTN respectively allowing up to 20000 possible 
hits per sequence with a threshold e-value of 10.

BLAST results were stored in XML format so subsequent analyses could be performed, as it is 
the case of phylum distribution of certain candidate peptides.

At the time of writing, but to be changed soon (NCBI, 2014), BLAST output result do not still 
provide taxonomy identifiers of the matched hits. So, in order to retrieve that information, since 
text parsing of the outcome is not reliable enough (not all entries provide organism information 
in their sequence descriptions), Eutils (Sayers, 2012) was used. 

EUtils are a set of web API tools developed by NCBI in order to allow automation and machine 
access to their DB resources via request instead of downloading and processing whole huge 
files at first. Although there are already existing initiatives that provide a JSON-friendly interface 
to Eutils (Loman & Pallen, 2010), it was preferred that the request could also be integrated into 
the Express framework introduced in previous sections.

In  order  to  hurry  the  retrieval  of  information  from NCBI  webservice,  a  batch approach  (as
documented in their documentation) was used and mappings between GI codes and Taxonomy
ID  codes  were  stored  in  a  SQLite  file  database.  In  that  way,  already  stored  entries
correspondences didn’t need to be retrieved from an external server again and were accessible
to the analysis script workflow from within the local machine.

Moreover, if  other similar  analyses needed to be done,  e.  g.  from another batch of  BLAST
results from a different organism, the same database file could be simply reused, copied to the
directory where the new analyses are being run. That database file could even be reused in
other projects that may need the same mapping correspondence, just taking care to follow the
same SQL schema as defined in the previous application.
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6.2. MediaWiki as a biological database repository

Wikis, from Hawaiian language “wiki”, quick, were designed as a fast way to create webpages 
without having to recur to the higher complexity of HTML markup language (and its subsequent 
styling). From an actual webpage, that very page can be modified and also more pages could 
be added to the containing website (or deleted from). At the same time, different users can 
contribute by editing within the same interface provided by the browser, increasing so the 
possibilities of a collaborative content curation.

This is actually the case of the most well-known wiki, Wikipedia, which has already become the 
most comprehensive encyclopedia ever made.

Centering on the biological domain, Wikipedia itself is hosting scientifically relevant 
documentation projects such as Gene Wiki (Good et al., 2012),, a combination of automatic and
manual annotation approaches for describing gene and protein functions (at the time of writing 
only for Homo sapiens). Moreover, reference resources such as Xfam (Finn et al., 2010) hosting
catalogues of protein or RNA families, are directly exposing their entry descriptions to Wikipedia.

However, apart from these examples, Wikipedia and other Wikimedia Foundation projects (such
as WikiSpecies), there are other independent wiki projects that deal with biological knowledge 
and discovery. In most of the cases, they also use MediaWiki, the software behind Wikipedia. As
examples, we have Subtiwiki  (Michna et al., 2014) , centered on different aspects of the biology
of Bacillus subtilis microorganism, WikiPathways (Kelder et al., 2012), an actual encyclopaedia 
of metabolic pathways from different species or Proteopedia (Prilusky et al., 2011), a visual 3D 
encyclopaedia of proteins and other biomolecules.

Some of these cases include important customizations that make the wikis depart from 
considerably from Wikipedia implementations.

Another example of further complexity using MediaWiki is Semantic MediaWiki (Krötzsch et al., 
2006; Krötzsch et al., 2007), an extension over the former software, that enables having a 
database-like layer over a wiki by using a wiki-like syntax, and so allowing users to contribute 
with structured data in a transparent way.  

Even though the underlying foundation of Semantic MediaWiki is the very Semantic Web, it also
exposes a close relational-like model, where categories or namespaces act as tables, pages as 
rows and properties plus values as fields plus values.
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Figure 40. Representation showing how a Semantic MediaWiki deployment can match into a relational database 
schema. 

Likewise, a query language, named ask (in contraposition with SQL in RDBMS), is provided for 
drawing the relationships from the above-mentioned entities.

{{#ask:[[Category:Genes]][[Description::+]]|?Id|?Chrom|?Start|?End|?
Genome|format=table|limit=100}}

Its Semantic qualification refers to the fact that the extension also enables wikis that include it to
act as nodes of the Semantic Web and export their contents in RDF formats. The Semantic Web
envisions a World Wide Web made up of data that might be interlinked (linked data) in a similar 
fashion as a worldwide database. A paradigmatic example in the biological domain are initiatives
such as Bio2RDF (Belleau et al., 2008), SPARQL endpoints of UniProt (The UniProt 
Consortium, 2014) or the Linked Data platform of Nature Publishing Group 
(http://data.nature.com).

As example of Semantic MediaWiki powered wikis we have SNPedia (Cariaso & Lennon, 2012),
a database of Human SNPs mostly maintained by bots (automated scripts that interact with wiki 
websites), or PRGDB (Sanseverino et al., 2013), an expert curated of plants resistance genes 
information.
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6.2.1. Example applications

Because of Wikipedia popularity, MediaWiki offers a well-known interface for most end-users 
(here including scientific community as well). Moreover, it provides a quick and easy way to edit 
content in a way quite close to WYSWYG. Actually, at the time of writing, Wikipedia is already 
allowing editing via a WYSWYG interface.

For that reason, once we have some properly stored data (e.g. in a MySQL databases), 
MediaWiki can provide an accessible interface for presenting those data and their mutual 
relationships. Starting from different resulting analyses in a parseable text format (e.g. CSV), 
page entities can be generated, which could be, in turn, hyperlinked (interrelated) following wiki 
principles and syntax.

As a paradigmatic application example, we have websites as PRGDB (Sanseverino et al., 2013)
or GreeNC (Paytuvi et al., 2015, under review), which match a relational database against the 
above explained Semantic MediaWiki schema methodology.

Bulk data (in formats such as CSV) can be imported in MySQL relational tables and therefore 
queries can be set up for showing data to be printed for the visiting user. This linkage is thanks 
to ExternalData MediaWiki extension (Koren, n.d.), actually a custom extension based on the 
former one which, apart from linking external MySQL instances, it already contains keywords for
the involved queries and the resulting fields, abstracting the implicit relations between the 
involved relational tables. 

In order to print out all the different entries (for instance in the latter example case: genes 
including transcripts and plant organisms), different templates are designed so that they 
included those predefined keywords in the extension (which can used to call database-stored 
values). By only using page names as identifier values (such as gene alias and scientific 
names), we are able to print all pre-designed data in the contained templates. 

As an extra benefit, all the Semantic MediaWiki assignments in the templates can actually 
become potential search points in the wiki. And, at the same time, they can be used for 
generating filtered lists (e. g., transcripts of a certain organism)
Care must be taken to preserve 1->n relationships. For this, subobjects / internal objects. In 
relational parlance, subobjects allow to have additional rows to be defined within the spacial 
context that is normally assigned to a row, that is a page.
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Figure 41. Representation showing how Semantic MediaWiki subobjects fit into a wiki page. 

Code of the mentioned extension can be found at:
https  ://  github  .  com  /  toniher  /  mediawiki  -  BioDB
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6.3. Benchmarking different DBMS as storage systems for biological 
sequences

Throughout many previous pages of this document different applications that make extensive 
use of diverse DBMS were presented. It must be said that, in some cases, a certain solution 
was simply chosen because it was the most commonly (if not only) available option at the time 
of the application design (notably MySQL). On other cases, the platform choice was based upon
the underlying structure of the data being considered (e.g., Neo4j, a graph DBMS, for Gene 
Ontology DAGs, and CouchDB for handling documents derived from BLAST reports, structured 
hierarchically, but at the same time, with variable elements). 

On the other hand, the fact that a DBMS should be supposedly more suitable for a kind of data 
is not a full assurance that a better result is going to be achieved. Every software has its strong 
points and issues, and it may be convenient to convert some data to other formats or fit them in 
a different structure so they can be handled more efficiently in another system, and thus get a 
better result.

Moreover, what is a better result is also a matter of discussion, or more correctly, it should be 
more properly stated in light of the processes to be optimised (that is, considering time, disk 
space, etc.), which are the stakes that are assumed and at what costs are acceptable within 
some of the steps involved. For instance, in a web service, the waiting time for the user to 
receive any kind of outcome should be considerably reduced, but this may be at the expense of 
other processes (e. g., it may be necessary to precompute or cache certain values before, 
which represents an extra expense in CPU or disk space).

As the web becomes a more common user interface, also for biological analyses, different 
decisions and trade-offs must be taken into account in this scenario. This is important 
considering that biological data can normally represent huge files (e. g. GB). Moreover, some 
analyses cannot always be split into smaller processes (and those actual huge files must be 
wholly put into memory). This leads to the need of having to plan carefully a proper 
infrastructure (web server, computer cluster in the background) that may adapt to these 
restrictions.

Below different technology DBMS and indexing approaches are explored dealing with protein 
sequences. Concretely, the following functionalities are tested:

● Bulk import of FASTA sequences into a database (or indexing a flat file databases)
● Retrieval of a sequence from the database
● Import of another single sequence into the previously filled database; retrieval of the last 

sequence just imported and retrieval of another sequence.

For sake of homogenization, MD5sum derived header IDs and non-redundant generated files 
have been used. 
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Input data
record.id -> record.value

>5c23fcce0fb1dd3bd338749415729d87
MRMRGRRLLPIILSLLLIVLLSLCYFSNHLRDSSQSRKNGFLLHLPLETKRNPSNPNTPLSNLLNLTDFHYLLASNVCRKAKREL
LVTSYAGHDALRSAHRQAIPQSKLEEMGLRRVFLLAALPSREHFISQDQLASEQNRFGDLLQGNFIEDYRNLSYKHVMGLKWVSE
ECKKQAKFIIKLDDDIIYDVFHLRRYLETLEVREPGLATSSTLLSGYVLDAKPPIRLRANKWYVSKKEYPQALYPAYLSGWLYVT
NVPTAERIVAEAERMSFFWIDDTWLTGVVRTRLGIPLERHNDWFSANAEFIDCCVRDLKKHNYECEYSVGPNGGDDRLLVEFLHN
VEKCYFDECVKRPVGKSLKETCLAAAKSRPPKHGFPEIKALRLR

For most of the DBMS options (that is, all except flat file databases), one convenient, if not 
realistically mandatory, way to handle the import of many rows of data is to use existing batch 
options. This basically entails grouping many insert queries into one single request. This 
approach reduces the time log involved in establishing and closing any connection associated to
the request.

...
conn = MySQLdb.connect()
c = conn.cursor()

batch = 1000
if len( argv ) > 1:
    batch = int(argv[1])
itera = 0

handle = open( argv[0], "r")
for record in SeqIO.parse(handle, "fasta") :
    c.execute("INSERT INTO SEQS VALUES ('" + str(record.id) + "', '" + 
str(record.seq) + "' )")
    itera = itera + 1
    if itera > batch :
    conn.commit()
    itera = 0
if itera > 0:
    conn.commit()

handle.close()

Figure 42. Example code in Python showing how to do batch insert in MySQL. Unless using a builtin importing method (e. g., LOAD
DATA in MySQL), which is normally more efficient, It would be very similar approach for most other DBMS.
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Figure 43. Chart with the performance for different solutions for droso.aa (~13,000 seqs). When using BLAST or SAMtools, no 
batch can be performed (at the user level) and the file is processed at once.

Figure 44. Performance of importing in batches with set of ~ 460,000 seqs (swissprot.aa NCBI)
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As it can be seen from the figures above, it would seem that the most optimal solution when 
bulk-adding, single-adding and also retrieving sequences is Redis. 

Since Redis is essentially a key-value store by definition, this outcome could be more or less 
expectable. However, at the time of writing, management (naming and listing of databases) and 
storing (persistence) using Redis is not so straightforward as with the other, sometimes more 
widely known, solutions. However, as results would seem to show, this higher complexity would 
compensate for the benefits of opting for this DBMS for this kind of data.

Figure 45. Comparison of performance of flat indexed methods for a bigger DB of ~ 460,000 seqs (swissprot.aa)

As it is evident from the outcome above, when using the flat indexed database options, we see 
that NCBI-BLAST makeblastdb indexing seems to be very convenient when retrieving 
sequences (via blastdbcmd), but it’s rather slow when bulk importing. Moreover, when more 
sequences are appended to an existing flat sequences file, it seems that is necessary to start 
the indexing process from scratch again. In any case, it’s worth to mention that by using this 
technology, we do not only benefit from retrieval and storing of sequences, but also with 
homology search capabilities (that is,. BLAST). Hence, this approach seems to be very suitable 
for webservices with a non-changing (or slowly-changing) amount of sequences.

On the other hand, SAMTools faidx function, another flat file database approach, seems to be 
the other way around. Bulk indexing is relatively fast and specially reindexing after appending 
new sequences. Compared to makeblastdb reindexing, it does not seem to restart the 
indexing process when new sequences are added. However, the retrieval of sequences by ID is 
not as responsive when managing a huge DB (at least with MD5sum derived IDs), and so it 
becomes little convenient to be used within a webservice for these latter cases. Taking into 
account the fewer analysis possibilities compared to the previous option, it remains as a worth-
considering alternative for offline analysis (especially if many sequences are manipulated back 
and forth from the dataset).
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Another interesting aspect is the huge bulk-import performance difference of SQL DBMS tested 
(MariaDB/MySQL and SQLite at the time of writing), even when using batch method, compared 
to builtin import methods (that require files to be converted to CSV beforehand). Specially with 
MariaDB/MySQL is also important to fine-tune some parameters in advance.

However, if very large files are involved, it may be necessary to split original data files into 
smaller chunks so they can fit into existing computer memory when read and parsed.

Figure 46. Performance of using builtin import methods (LOAD) for relational databases previously splitting files and converting into 
CSV ~ 460,000 seqs (swissprot.aa NCBI)

In any case, both single-add and retrieval are rather fast, and so both would be suitable 
methods to be used in web contexts (more MariaDB than SQLite).

CouchDB, a platform used for storing sequences in a previous chapter of this document, offers 
us an average performance when bulk-uploading, which can be improved dealing with batch 
chunks size, but its rather fast when single-adding and retrieving sequences, so not surprisingly,
it’s a convenient platform also for web environments.

In conclusion, the benchmarks above, which can be easily extended in the future to other 
database platforms (e.g. Postgres or MongoDB) are a simple way to have a quick outlook of 
which solutions are better for a certain kind of sequence manipulation problems (e.g., user-
submission via the web vs massive offline data analysis).

In many cases, different solutions can perform the same role under the same restrictions and 
other criteria, such as compatibility with other parts of the developed framework or the desire to 
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use less systems because of system administration simplicity, may be as well important in the 
end. 
 
At the time of writing, tests are being ported so they can be run within Docker instances. By 
doing this, third parties can use these tests with their own datasets and without having to install 
all necessary database software by themselves.

Code and reference datasets of the benchmarks can be found at: 
https://github.com/toniher/biodb-benchmark
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