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The description and explanation of genetic variation within and between populations, the goal 

of population genetics since its origins, have been hampered by decades because of the 

technical inability to directly measure the genetic variation of populations. The present genome 

era, with the explosive growth of genome sequences fueled by the next-generation sequencing 

technologies, has lead us to the present golden age of the study of genetic variation at the 

genome scale. Population genetics is no longer an empirically insufficient science, but it is more 

than ever a research field where bioinformatics tools for data mining and management of large-

scale dataset, statistical and evolutionary models, and advanced molecular techniques of mass 

generation of sequences are all them integrated in an interdisciplinary endeavor. As a 

consequence of this breakthrough, a new ‘omic’ discipline has emerged: Population Genomics.   

 

But, what is Population Genomics? For Charlesworth (2010), it's simply "a new term for a field 

of study as old as Genetics itself". It's the 'old field' of Population Genetics when studying the 

amount and causes of variability in natural populations in a genome-wide fashion.  

 

This thesis is both a population genomics study and a bioinformatics project centred on the 

visualization, description and analysis of the genome-wide DNA variation data from a natural 

population of model organism Drosophila melanogaster. The data used has been obtained by 

the international initiative The Drosophila Genetic Reference Panel (DGRP) (Mackay et al. 2012). 

DGRP has sequenced the complete genomes of 158 (freeze 1) and 205 (freeze 2) inbred lines of 

Drosophila melanogaster from a single natural population of Raleigh (USA). A major goal of this 

project was to create a resource of common genetic polymorphism data to further perform 

population genomics analyses.  

 

The DGRP sequence data has allowed us to carry out a thorough study of genome-wide variation 

in a natural population of D. melanogaster. After developing a complete, public and accessible 

map of the polymorphism present in this population, we have described the patterns of 

polymorphism and divergence (nucleotide and indel variants) along chromosome arms. We 

observe a clear and consistent pattern of genome nucleotide diversity along arms of the 

autosomic chromosomes both for SNP and indels: nucleotide diversity is reduced on average in 

centromeric regions relative to non-centromeric regions, and at the telomeres. This pattern is 

not observed in the X chromosome, where diversity is almost uniform all along the chromosome. 

Polymorphism and recombination are correlated along chromosome arms, but only for those 

regions where recombination rate is below 2cM Mb-1. Recombination rate seems to be the 
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major force shaping the patterns of polymorphism along chromosome arms and its effect seems 

to be mediated by its impact on linked selection.  

 

We have mapped the footprint of natural selection on SNP and indel variants throughout the 

genome, observing a pervasive action of natural selection, both adaptive and purifying selection. 

Adaptive selection occurs preferentially in non-centromeric regions. Natural selection acts 

differently between insertions and deletions, being deletions more strongly selected by 

purifying selection, which supports the mutational equilibrium theory for genome size 

evolution. 
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1. Introduction 
 

 

 

 

1.1 Evolution and Population Genetics  

 

Since Charles Darwin most universally known publication, The origin of Species (1859), biological 

evolution is understood as a population process, where phenotypic and genotypic variation 

among individuals within a population is converted, through its magnification in time and space, 

in new populations, new species, and by extension, all biological diversity on Earth (Lewontin 

1974). Biological evolution is the result of this elementary process of change in populations 

through generations.   

 

Formally, evolution occurs if two conditions are met: (i) variation in phenotypic traits within a 

population, and (ii) inheritance of this variation, in other words, variation must be heritable at 

least partially among generations (Lewontin 1970; Endler 1986). DNA is the molecule that carries 

the genetic information (Avery et al. 1944), and among its properties two are essential to the 

evolutionary process. On one hand, the molecule is intrinsically mutable, being this the origin of 

genetic variation. On the other hand, it allows the replication of old and new variants from one 

generation to another. The reproductive or survival advantage or disadvantage an individual has 

for carrying a given variant relative to individuals that does not have it is called fitness. Only 

when genetic variants provide individuals with differences in fitness, the process of natural 

selection described by Darwin can occur (Endler 1986). In consequence, the action of natural 

selection implies evolution (except in the case of balancing selection, where 2 or more variants 

are maintained without change among generations), but natural selection is not a necessary 

condition for evolution to occur.  

 

Within the variation paradigm, population genetics provides the theoretical framework to 

describe how biological evolution does occur. The main aim of population genetics is the 
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description and interpretation of genetic variation within and among populations (Dobzhansky 

1937). The Hardy-Weinberg principle, the single mathematical model formulated independently 

by G. H. Hardy and W. R. Weinberg in 1908 served as a null model to explain the maintenance 

of genetic variation in a population during the first years of genetics. The principle states that in 

an ideal population and in absence of any other evolutionary forces, allele frequencies would 

remain unchanged generation after generation. Population genetics is conceived as a theory of 

forces that can affect allele frequencies in a population. These forces are principally mutation, 

migration, natural selection, recombination and random genetic drift.  

 

The mathematical foundations of population genetics were established by R. A. Fisher, J. B. S. 

Haldane and S. Wright in the second and third decades of the XX century. They figured out the 

consequences of chance and selection in populations with Mendelian inheritance, and turned 

population genetics into the explanatory core of the evolutionary theory. In the late 1930s and 

40s, the integration of theoretical population genetics with other evolutionary research fields 

such as experimental population biology, palaeontology, systematics, zoology and botany gave 

rise to the Modern Synthesis of evolutionary biology (Dobzhansky 1937; Mayr 1942; Simpson 

1944; Stebbins 1950). The main difference between the modern synthetic theory and Darwin's 

original view of evolution by natural selection is the addition of the Mendelian laws of heredity 

in a population genetics framework. This new theory is also called Neo-Darwinism by some, 

although the term was coined years before by George Romanes referring to the theory of Alfred 

Russel Wallace and August Weismann to differentiate it from the initial Darwin's theory 

(Romanes 1906). 

 

The Modern Synthesis theory considers natural selection the most fundamental process 

underlying evolution in detriment of drift and other non-adaptive forces. In a first attempt to 

account for the nature of genetic variation, two different models were put forward (Lewontin 

1974). The classical model supported the role of natural selection as purging populations of new 

mutations and thus predicted that most gene loci are homozygous for the wild-type allele 

(Muller and Kaplan 1966). On the other hand, the balance model considers that natural selection 

maintains high levels of genetic diversity in populations by favouring heterozygosity at many 

gene loci (Dobzhansky 1970; Ford 1971). The balance model could account for why a population 

can respond quickly to environmental changes by selecting variation already existing in the 

population and changing its frequencies. This debate moved to a more subtle one after the first 

estimation of genetic diversity using gel electrophoresis techniques, and the first descriptions of 

protein allelic variants. 
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1.1.1 Molecular population genetics and the Neutral Theory  

With the advent of the electrophoretic techniques to estimate protein variation, population 

genetics entered in the molecular age, the so-called 'Allozyme era' (Lewontin 1974; 1992). The 

results of electrophoretic experiments exposed substantial amounts of genetic variation in most 

populations (Nevo et al. 1984), much more than expected, and seemed to better support the 

balance model than the classical model. Levels of genetic diversity were also found to vary in a 

non-random way among populations, species, higher taxa and several ecological, demographic 

and life history parameters (Nevo et al. 1984). 

 

At the time, a new theory was put forward to explain the patterns of molecular genetic variation 

within and among species, in a complete opposite way than the balance hypothesis, selective 

based, does. Kimura’s Neutral Theory of molecular evolution states that most of new mutations 

at the molecular level are either strongly deleterious or selectively neutral, and therefore the 

dynamics of polymorphism in populations are determined by random genetic drift rather than 

by natural selection (Kimura 1968, Kimura 1983). Some of the principal implications of the 

neutral theory are: 

 

1. Deleterious mutations are rapidly removed from the population, and adaptive 

mutations are rapidly fixed; therefore, most variation within species is selectively 

neutral (Figure 1.1). 

2. A steady-state rate at which neutral mutations are fixed in a population (k) equals the 

neutral mutation rate: k = μ0, where μ0 is the neutral mutation rate, μ0 = fneutral  μ, where 

fneutral is the proportion of all mutations that are neutral and μ the intrinsic mutation rate 

by generation. If all mutation are neutral, then μ0 = μ. 

3. The level of polymorphism in a population (θ) is a function of the neutral mutation rate 

and the effective population size (Ne): θ = 4Ne μ0. 

4. Polymorphisms are transient (on their way to loss or fixation) rather than balanced by 

selection. Larger populations are expected to have a higher heterozygosity, as reflected 

in the greater number of alleles segregating at a time. 

 

The hypothesis of selective neutrality would also apply to most nucleotide or amino acid 

substitutions that occur during the course of evolution. Still, Kimura emphasized the 

compatibility of his theory, mainly based in mutation and drift at the molecular level, with 

natural selection shaping variation at the phenotypic/morphological level. There have been new 
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refinements to the neutral theory, especially the nearly-neutral and slightly deleterious 

mutation hypotheses of Tomoko Ohta (Ohta 1995), that modules the original theory considering 

that slightly deleterious variants could still segregate at low frequencies in the population (Figure 

1.1 and Box 1). In any case, Kimura’s neutral theory became the theoretical foundation of 

molecular population genetics.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.1 Representation of the Distribution of Fitness Effects (DFE) for mutations under the Kimura’s 

neutral theory (a) where mutations are considered to be only neutral, advantageous or deleterious; and 

Ohta’s nearly neutral theory (b) where is considered that some mutations are not completely neutral but 

either slightly advantageous or slightly deleterious. The fitness effect of new mutation is defined with the 

Selection Coefficient (s). At s = 0 the allele is said to be selectively neutral; as s increases so does its 

advantageous potential; in the same way, as s decreases so does the negative effect of a mutation. 

 

 

 

A consequence of the neutral theory is the existence of a random molecular clock, previously 

inferred from protein sequence data by Zuckerkandl and Pauling (1962). Assuming that the 

neutral mutation rate is equal to the neutral allele fixation rate (k = μ0), when two populations 

or species split, the number of genetic differences among them is proportional to the time of 

speciation. This can be used as a molecular clock since the number of differences among 

sequences from different species represents the relative times of divergence among them. 

Related to this idea of a molecular clock, the Coalescent Theory (Kingman 2000) tries to trace 

the changes suffered by a genomic region, shared by different members of a population or 
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different taxa, to a single ancestral copy: the most recent common ancestor (MRCA). The 

mathematical methods created around this theory allowed the construction of coalescent 

graphs, gene genealogies similar to phylogenetic trees, which try to describe the phylogenetic 

and genealogical relationships between the different sequences. 

 

1.1.2 Mutation as the ultimate source of genetic variation 

Genetic variation is the cornerstone of the evolutionary process. Heritable variation in any trait 

must exist before it can undergo any process of adaptation by natural selection. Hence, the study 

of variation within individuals and populations is crucial to understand every process of 

evolutionary change. But for many years during the 19th century and the start of the 20th century, 

variation could only be studied for phenotypic traits, where discrete Mendelian variation is rare 

and quantitative traits are abundant. A phenotypic trait results from the interaction between a 

given genotype (which is heritable) and a specific environment. Observed phenotypes are the 

final result of many interactions difficult to discern.  

 

A mutation is an adaptively non-directed change in the genomic sequence of an individual, and 

mutations in the DNA molecule are the ultimate source of genetic variation. Once a new variant 

appears by mutation in the DNA it can be replicated and transmitted from generation to 

generation. Gel electrophoresis of proteins assesses indirectly genetic variation (Johnson et al. 

1966; Lewontin and Hubby 1966, Harris 1966). It was not until the late 70's that actual variation 

in the DNA molecule was analysed using first restriction enzymes (Avise et al. 1983),  and later, 

with the  milestone of sequencing technologies (Sanger and Coulson 1975, Maxam and Gilbert 

1977), genetic variation was estimated at the ultimate DNA sequence level (Kreitman 1983). The 

automation and parallelization of the Sanger method was the key that provided us with an 

impressive number of sequenced genomes in practically 20 years. Nowadays, more advanced 

and high throughput second or next generation sequencing (NGS) methods are used to analyse 

several types of variation in the DNA sequence, and with third generation methods at hand, 

even more advances are to be expected (Niedringhaus et al. 2011, McGinn & Gut 2012)  

 

Mutation size in genomes ranges from single nucleotide changes to microscopically visible 

karyotypic alterations, where they can be, for instance, larger than 3Mb in humans (Feuk et al. 

2006, Conrad and Hurles 2007). Accordingly, mutations are categorized in two non-overlapping 

types: (I) single-nucleotide variants or single nucleotide polymorphisms (SNPs) when only one 

nucleotide in the genome is mutated, and (II) structural variation, when multiple bases are 
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involved. Structural variants in the genome comprise insertions/deletions (indels), inversions, 

translocations and variations in the number of copies of a given genomic segment (Table 1.1). 

The term structural variation is commonly defined as variation of more than one nucleotide. But 

this could lead to confusion, since in the literature structural variation is also defined as that 

involving 'segments of DNA longer than 1kb' (Feuk et al. 2006).  

 

The first studies of DNA variation focused on single-nucleotide differences among individuals. 

Although only one nucleotide is affected, their abundance in the genome makes them the most 

frequent source of inter-individual genetic variation event with respect to other variation types. 

Single nucleotide polymorphisms were believed to account for >90% of the genomic variability 

in humans (Collins et al. 1998).  

 

Regardless of their minor amount when compared to the number of single-base variants, all 

these others structural variants comprise a significant fraction of a genome since each one 

involve longer segment of DNA than SNPs. In the case of copy number variations (CNVs), studies 

show they represent a range from 3.7% to 12% (112.7 - 360Mb) of the human genome (Redon 

et al. 2006, Conrad et al. 2010) with more recent studies defining a more precise range of 4.8% 

to 9.5% of CNV contribution to the genome (Zarrei et al. 2015). The combination of all the 

structural variants in a genome implies seemingly more DNA in play than the DNA assembled by 

single-nucleotide variants, taking into account that the estimated number of SNPs reported for 

the human genome are  149,735,377 (dbSNP, june 2014). Following SNPs, indels are the next 

most abundant form of genetic variation and are the most common type of structural variants 

(Väli et al. 2008, Mullaney et al. 2010), specially short (≤ 50bp) insertion and deletions (indels), 

at least when looking at the human genome (Montgomery et al. 2013).  

 

Indels and structural mutations can have various mechanisms of origin. Overall, formation 

mechanisms differ for the size of the variant. According to Pang et al. (2013) in a human genome, 

small variants (< 1Kb), are associated with nonhomologous processes 72.6% of the time, in 

contrast with 24.9% of microsatellite events. Medium size variants (<10Kb) are commonly 

related to minisatellites (25.8%) or retrotransposons (24%) among other causes. Finally, a 46.2% 

large variants (>10%) seem to be associated with nonallelic homologous recombination (Pang et 

al. 2013).  
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Looking specifically on indel formation mechanisms, one of the most studied is the polymerase 

slippage (Streisinger et al. 1966, Levinson and Gutman 1987, Greenblatt et al 1996, Taylor et al. 

2004, Montgomery et al. 2013). However, indels can also be originated by other mechanisms, 

that may be responsible for other structural variants as well, like imperfect repairs of double-

strand breaks (Chu 1997, McVey et al. 2004), fork stalling and template switching (FoSTeS), 

microhomology-mediated break-induced replication (MMBIR) (Lee et al 2007, Hastings et al 

2009) and hairpin loop formation due to presence of palindromic sequences (Greenblatt et al 

1996, Hastings et al 2009) (Figure 1.2).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 Representation of some mechanisms of indel and structural variants formation. (a) Polymerase 

slippage (or slipped strand mispairing) is a mutation process where regions of small repeats can be 

expanded or contracted by action of the polymerase complex during replication. (b) Transposable 

elements can cut or copy fragments of DNA and insert them in other locations of the genome. In (c) the 

two blue coloured fragments share high homology, which align in a non-allelic homologous 

recombination (NAHR) event and can produce deletion or duplication of part of the homolog fragments 

and flanking regions. (d) A non-homologous end-joining (NHEJ) event. A double strand break occurs 

between the blue and orange non-homologous fragments. The NHEJ mechanism modifies and re-joins 

the ends resulting in a deletion between the two fragments. Finally (e) a fork stalling and template 

switching (FoSTeS) event, where fragments between microhomology segments (2 to 5 bp, represented as 

triangles) can be deleted during the replication. [c,d and e adapted from Gu et al. 2008] 
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Table 1.1 Common DNA mutation types. 

 

Type of variation Description  

1. Single 

nucleotide 

polymorphisms 

(SNP) 

Base substitution involving only a single 

nucleotide. It can be transitions or 

transversions. Coding-related mutations 

can be missense, nonsense, silent or 

splice-site mutations. 

 

   ATGCAGTCGATCGATGGCATGCATGC 

   ATGCAGTCGATCGCTGGCATGCATGC 

2. Insertions and 

deletions (Indel) 

Extra base pairs that may be added 

(insertions) or removed (deletions) from 

the DNA. 

Deletion: 

 
 

Insertion: 

 
3. Variable 

number of 

tandem repeats 

(VNTR) 

A locus that contains a variable number 

of short (2-8 nt for microsatellites, 7-100 

nt for minisatellites) tandemly repeated 

DNA sequences that vary in length and 

are highly polymorphic. 

 

4. Copy number 

variations (CNV) 

A structural genomic variant that results 

in confined copy number changes of DNA 

segments ≥1 kb (i.e. large duplications). 

They are usually generated by unequal 

crossing over between similar sequences. 

5. Segmental 

duplications 

Specific case of CNV where a pair of DNA 

fragments >1kb share >90% identity 

6. Inversions Change in the orientation of a piece of a 

DNA segment. 

 
7. Translocations Transfer of a piece of a chromosome to a 

nonhomologous chromosome. It can 

often be reciprocal. 

 

[Adapted from Casillas 2007, Freeman et al. 2006 and Alkan 2011] 
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1.1.3 The population dynamics of genetic variation 

Which fraction of new mutations is deleterious, neutral, or advantageous? This question has 

been part of the debate since population genetics started its path into the molecular era. 

However, classifying mutations into these groups may not reflect correctly the real fitness effect 

of mutations. In reality, mutations have a continuous Distribution of Fitness Effects (DFE) ranging 

from lethal or very deleterious, through slightly deleterious, neutral, slightly advantageous and 

strongly advantageous (Keightley & Eyre-Walker 2010, Piganeau and Eyre-Walker 2003) (Figure 

1.1). Ultimately, the levels of genetic variation observable in a given genome region in a 

population is a combination of their DFE of new mutations and their population dynamics over 

time (see Box 1).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The distribution of fitness effects (DFE) can be described as the relative frequency of mutations that range from 

deleterious, through neutral, to advantageous contribution in the population. The DFE can be mathematically 

defined as a function of the fitness (measured by the coefficient of selection, s) of new mutations entering in 

the population: 𝒇(𝒔) (Figure 1.3a).   

 

However, the observable level of genetic variation in a population is also affected by the population dynamics 

of each mutation from the moment it appears through time; this dynamics is mainly defined by the probability 

of fixation of each mutation once it appears, which depends on the  effective population size (Ne) and the fitness 

(s): 𝟐𝑵𝒆 𝝁 (𝑵𝒆, 𝒔) (Figure 1.3b). Neutral alleles reach fixation or disappear from the population by random 

mechanisms. Advantageous variants become fixed quickly and, contrarily, slightly deleterious mutations 

segregate to some extent until they are removed. Interestingly, alleles under balancing selection tend to stabilize 

at an intermediate frequency in the population never reaching fixation. The most extreme case is strongly 

deleterious mutations which are never observed as polymorphism due to their fast elimination from the 

population. 

 

Finally, we can calculate divergence (k) as the integral or weighted sum of the combined probability of fixation 

and fitness effect, from fitness -∞ to ∞ : ∫ 𝟐𝑵𝒆 𝝁 (𝑵𝒆, 𝒔) 𝒇(𝒔) 𝒅𝒔
∞

−∞
 .  

Figure 1.3 Factors determining the substitution rate of new mutations in populations. (a) Distribution of 

fitness effects (DFE) and (b) a diagram showing the dynamics of different types of alleles in a population 

through time. In (b), new variants that appear in a population start segregating and over time they can 

become fixed (frequency = 1) or disappear from the population (frequency = 0). In green are represented the 

dynamics of neutral alleles, in blue are advantageous alleles, in brown are slightly deleterious alleles, orange 

is for alleles under balancing selection, and red dots represent strongly deleterious mutations. [Adapted from 

Hartl and Clark (1997)] 
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Once a mutation appears in a population, its frequency starts a journey whose fate is determined 

by population genetics factors. Most mutations will be lost from the population in the same 

generation they appear either by chance or because the individual carrying it dies before leaving 

offspring. However, a mutation could increase its frequency in the population through 

generations, either by random genetic drift or because it gives some advantage to the individuals 

that possess it. The state in which multiple alleles exist for a same locus within the population is 

called polymorphism.  If sometime in the future a single allele is shared by all the individuals 

within a population we say that this allele has reached fixation. If a newly appeared allele is 

neutral, the probability that it becomes eventually fixed is its initial frequency. For a new 

mutation present in a single individual this probability is 1/2N for diploid or 1/N for haploid 

organisms. This chance of fixation is influenced for the above mentioned population genetics 

forces, like the fitness effect of the allele (see Box 1).   

 

The accumulation of distinct allele fixations between two different populations is referred to as 

divergence. The independent allele fixation along two populations of the same species which 

are reproductively isolated for many generations can derive in two new different species 

(speciation). The ultimate consequence of this continuous process is the rich diversity in life 

forms we can see in Earth.  

 

Polymorphism and divergence tell us different and complementary stories about the past and 

present events of a population. When we analyse the polymorphism in a population, we are 

actually observing a kind of snapshot of the variation dynamics at that precise moment in time, 

and it also allows us to infer events that have happened recently. On the other hand, when 

studying divergence between species, we are observing (putatively) fixations between them, a 

process that takes a longer time and tells us about more ancient events. The combined analysis 

of polymorphism and divergence is one of the most powerful approaches to understand the 

influence of different population genetics forces modelling the patterns of molecular 

evolutionary change.  

 

 

1.1.4 Explaining genome-wide patterns of diversity 

Even with all the available data and techniques to study genetic diversity, it's still not completely 

understood how different evolutionary forces contribute to the patterns of genetic variation we 

observe nowadays. The forces shaping the genetic structure of populations tend to be weak, 
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and also they take action very slowly during thousands or even millions of years, which makes 

any observation difficult to decipher.  

 

Genetic drift. If we take into account the neutral theory, the main two forces affecting genetic 

variation are mutation and random genetic drift. Mutation adds new variation to a population 

at the rate 2Nμ in diploid organisms (where N is the population size). Drift instead, removes 

variation from the population at each generation at a rate depending on the population size 

(1/2Ne). This implies that in small populations drift removes variation faster than new variation 

is added by mutation. On the contrary, on large populations drift is not strong enough to remove 

all the variation that appears steadily. If genetic drift is the determinant force, a lineal 

relationship between diversity and population size would be expected: the larger population 

sizes the larger genetic variation. From Kimura's neutral theory, the total number of mutations 

that will be fixed at a given gene or DNA region each generation is (2Nμ)(1/2N), which is the 

already mentioned mutation rate of the DNA region, and the probability that this mutation will 

be fixed. However, it takes time for a new mutation to achieve fixation once it appears in the 

population, this time depends on the population size and is 4Ne; thus, in a mutation-drift 

equilibrium, the average number of polymorphic sites when comparing two random sequences 

within the same population is 4Nμ (Kimura 1983), this is also known as the neutral population 

mutation rate θ or the expected neutral nucleotide heterozygosity (see 1.1.6). 

 

The paradox of variation and linked selection theories. However, the first studies of allozyme 

polymorphisms did not completely reflect the supposed lineal proportion between population 

size and genetic diversity, a phenomenon that has been called 'The paradox of variation' 

(Lewontin 1974, Hahn 2008). Genetic hitchhiking was proposed as an explanation to some lower 

than expected levels of diversity (Smith and High 1974; Kaplan, Hudson and Langley 1989). In 

this process, neutral alleles near a favourable mutation can go together to fixation (also called 

selective sweep), resulting in reduced variation in a region. Since variants linked to a selected 

site are also affected by selection, the region is undergoing linked selection (Figure 1.4). Later, 

Gillespie (2000 a and b) refined the concept taking into account both the effects of neutral 

theory's genetic drift and repetitive genetic hitchhiking, what it is called Genetic Draft (Gillespie 

2000a; Gillespie 2000b; Gillespie 2001, Sella et al. 2009). Generally, genetic drift removes 

variation from the population, but in a population large enough there is a possibility of having 

recurrent hitchhiking events. In this scenario, genetic variation tends to increase, and also the 

frequency of hitchhiking events which reduce genetic diversity as well.  
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Figure 1.4 Hitchhiking and Background selection effects on genome variation. Hitchhiking of neutral alleles 

linked to an advantageous allele being selected (a) results in a reduction in variation and the 

homogenization of the region before recombination breaks it down over time. Background selection (b) 

happens when whole regions are selected against due to deleterious alleles. This results in a 

heterogeneous reduction of genetic diversity with presence of rare alleles. 

 

 

Linked selection can also occur with negative or purifying selection. Background selection is the 

process in which non-deleterious diversity is removed from the population for being linked to 

deleterious sites. The effect in this case is a reduction of the number of chromosomes that 

contributes to the next generation, which is formally identical to that of a reduction in 

population size except that the reduction applies, not to the genome as a whole, but to a tightly 

linked region (Charlesworth et al. 1993) (Figure 1.4).  

 

Recombination as a key factor mediating the fate of linked sites in the genome. A major 

process that must be considered to explain patterns of genome-wide diversity is recombination. 

When the first DNA variation analyses appeared in the 80's, lower levels of variation were 

observed in Drosophila in regions of low recombination such as near the centromeres (Aguade 

et al. 1989; Stephan and Langley 1989; Berry et al. 1991; Begun and Aquadro 1992; Martin-

Campos et al. 1992; Stephan and Mitchell 1992; Langley et al. 1993) (Figure 1.5). One first 

explanation was that recombination is itself mutagenic (or both mutation and recombination 

have common mechanisms). However, patterns of divergence did not seem to increment in high 

recombination regions as would be expected according neutral theory for larger mutational 

regions. Hence, increased mutation rate associated with recombination does not seem the 

a) 

b) 

Neutral Allele Advantageous Allele Deleterious Allele 
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explanation for correlation between recombination and polymorphism. Instead, linked selection 

events, such as positive selective sweeps or negative background selection, could produce this 

effect, since loci in high recombination regions are more prone to escape from the effects of 

selection on nearby sites (Begun and Aquadro 1992). Moreover, correlation between 

recombination and divergence is not expected under these models. Birky and Walsh (1988) 

demonstrated that linked selection has no effect on long term neutral fixation, so a linked 

selection event would reduce polymorphism levels with no effect in the divergence levels.  

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1.5 Observed and predicted levels of polymorphism on the chromosome 3 of D. melanogaster. 

The observed data, from left to right, are from the following loci: Lsp1-γ, Hsp26, Sod, Est6, fz, tra, Pc, Antp, 

Gld, MtnA, Hsp70A, ry, Ubx, Rh3, E(spl), Tl and Mlc2. The predicted π values are based on equation (8) of 

Hudson and Kaplan (1995) assuming that 4Nμ = 0.014 and u, the deleterious mutation rate per cytological 

band, is 0.0002. [Adapted from Barton et al 2007. Originally from Hudson and Kaplan 1995] 

 

 

 

On the other hand, the effect of linked selection mechanisms in regions with low or no 

recombination makes selection inefficient and the mentioned mechanisms interfere between 

each other, as a consequence, variation is reduced in those segments of the genome. This 

situation, produced when various linked sites are selected simultaneously, has been called the 

Hill-Robertson interference (Hill & Robertson 1966, Begun and Aquadro 1992)(Figure 1.6). 

 

There are two possible situations if various sites are mutually selected in a low recombination 

region: (i) two or more adaptive mutations appear in different haplotypes, both will compete 
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and only one will be fixed in the population, reducing the adaptive fixation rate (Figure 1.6 a1). 

Or (ii) there can be both adaptive and deleterious mutations in the same haplotype. The lack of 

recombination sometimes will lead to fixation of deleterious variants due to the fixation of a 

linked strong adaptive variant, or sometimes the opposite, where adaptive mutations will be 

eliminated if they are nearby a selected deleterious position (Figure 1.6 a2). The lower the 

recombination, the more sites that will segregate linked together. Moreover, the more intensity 

of selection, the more reduction of the efficiency of selection by the Hill-Robertson interference 

(Comeron et al. 2008; Messer & Petrov 2013). The interference does not happen if there is 

enough recombination that allows different nearby sites to segregate independently (Figure 1.6 

b).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.6 Hill-Robertson interference in selected sites in a genome region. Arrows indicate selection on 

adaptive mutations (green) or deleterious (red). Length of the arrow indicates strength of selection. (1) 

Two or more adaptive mutations. Without recombination, both chromosomes compete and only one of 

the mutations become fixed (1a). If there is enough recombination, both mutations can be fixed (1b). (2) 

With presence of both adaptive and deleterious mutations, without recombination all alleles compete 

allowing deleterious fixations if selection on adaptive alleles is strong enough, or even adaptive mutations 

can be removed from the population if the selection in the deleterious sites is superior (2a). With 

recombination, deleterious alleles can be removed and adaptive alleles can be fixed together (2b). [From 

Barrón 2015] 

 

 

 

(a) Without Recombination  (b) With Recombination  

(1) 

(2) 
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1.1.5 The estimation of DNA variation 

The data desideratum for population genetics studies is a set of homologous and independent 

sequences (or haplotypes) sampled in a DNA region of interest, along with the corresponding 

sequences from one or more outgroups to study both polymorphism and divergence. From a 

set of haplotypic sequences nucleotide diversity can be estimated for (i) each nucleotide site 

independently of other nucleotide sites (one-dimensional measure) or (ii) a segment of sites can 

be analyzed together taking into account the mutual associations among polymorphic sites 

(multi-dimensional measure) (Table 1.2). Nearby nucleotides are not independent from each 

other, since they tend to be clustered in blocks of different lengths, for example, up to 2kb in 

Drosophila (Miyashita and Langley 1988; Mackay et al. 2012) and over several megabases in the 

human genome (Frazer et al. 2007). Multi-dimensional estimators are important to describe the 

forces that shape haplotypes such as recombination, selection and demography. Both, one and 

multi-dimensional diversity measures, are complementary to get a complete description of 

sequence variation. 

 

Table 1.2 Common measures of nucleotide diversity 

Uni-dimensional measures 

S, s Number of segregating sites (per DNA sequence or per site, 
respectively). 

Nei (1987) 

Η, η Minimum number of mutations (per DNA sequence or per site, 
respectively) 

Tajima (1996) 

k Average number of nucleotide differences (per DNA sequence) 
between any two sequences 

Tajima (1983) 

π Nucleotide diversity: average number of nucleotide differences 
per site between any two sequences.  

Nei (1987); Jukes and 
Cantor (1969); Nei and 
Gojobori (1986) 

θ, θW Nucleotide polymorphism: proportion of nucleotide sites that 
are expected to be polymorphic in any suitable sample 

Watterson (1975); 
Tajima (1993; 1996) 

Multi-dimensional measures 

D  The first and most common measure of linkage disequilibrium, 

dependent of allele frequencies 

Lewontin and 

Kojima (1960) 

D’ Another measure of association, independent of allele 

frequencies  

Lewontin (1964) 

R, R2 Statistical correlation between two sites  Hill and Robertson 

(1968) 

ZnS Average of R2 over all pairwise comparisons  Kelly (1997) 

[from Casillas 2007] 
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1.1.6 Detecting natural selection in the genome 

One of the most amazing evidence of the power of natural selection is the footprint that it can 

leave on genetic variation. Looking for evidence of selection is also a widely-used strategy for 

finding functional variants in the genome (Bamshad and Wooding 2003). Several types of 

signatures leave natural selection in the genome: (i) a reduction in polymorphism, (ii) a skew 

towards rare derived alleles, and (iii) an increase in linkage disequilibrium (LD) (Bamshad and 

Wooding 2003). Several tests based on the level of variability and the distribution of alleles have 

been developed to identify the footprints of selection searching for such signatures (Table 1.3). 

However, it should be noted that several processes can interfere in the interpretation of these 

footprints.  

 

Hitchhiking events reduce local levels of variation. Over time, since common neutral variants will 

have disappeared, new appearing mutations in the population start segregating at low 

frequencies leading to an excess of new rare derived alleles in the region. Also, a long region 

with high LD and low diversity can indicate recent positive selection over an allele if it is present 

at high frequency, since recombination still has not had enough time to reduce the LD (Figure 

1.4).   

 

Background selection. In a hitchhiking process the selected allele expands into the population 

along with other variants within its linked region. By contrast, in a background selection 

situation, different chromosomes carrying deleterious mutations are removed from the 

population, but no specific remaining variant is favoured. This leaves a more heterogeneous 

frequency spectra landscape with prevalence of rare alleles after a background selection event 

compared with the more homogenizing effect of a selective sweep (Figure 1.4). 

 

Variation in the local rate of recombination along the genome also makes the detection of 

selection difficult, since the signatures of selection highly depend on the local rate of 

recombination (Hudson and Kaplan 1995). In this regard, the effects of non-selective processes 

like demography and recombination should be taken into account when trying to identify 

regions showing true signatures of evolution.  
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1.1.7 Tests of selection 

 

Table 1.3 Commonly used tests of neutralism 

Test Compares References 

Based on allelic distribution and / or level of polymorphism: 

Tajima’s D The number of nucleotide polymorphisms with the mean 
pairwise difference between sequences 

Tajima (1989) 

Fu and Li’s D, D* The number of derived nucleotide variants observed only 
once in a sample with the total number of derived 
nucleotide variants 

Fu and Li (1993) 

Fu and Li’s F, F* The number of derived nucleotide variants observed only 
once in a sample with the mean pairwise difference 
between sequences 

Fu and Li (1993) 

Fay and Wu’s H The number of derived nucleotide variants at low and high 
frequencies with the number of variants at intermediate 
frequencies 

Fay and Wu 
(2000) 

SweepFinder Detection of selective sweeps using composite likelihood Nielsen et al. 
(2005) 

Based on comparisons of divergence: 

dn/ds, Ka/Ks The ratios of nonsynonymous and synonymous nucleotide 

substitutions in protein coding regions 

Li et al. (1985); 

Nei and Gojobori 

(1986) 

PAML Software suite that combines dn/ds , phylogenetic, ML and 

Bayesian methods 

Yang (2007) 

Based on comparisons of divergence and polymprphism between different functional sites : 

HKA The degree of polymorphism within and between species at 

two or more loci 

Hudson et al. 

(1987) 

MK The ratios of synonymous and nonsynonymous nucleotide 

substitutions within and between species 

McDonald and 

Kreitman (1991) 

Based on allelic distribution and comparisons of divergence and polymorphism: 

DFE-alpha Extended MK test using Site Frequency Spectrums to 
estimate the unbiased proportion of adaptive substitutions 
and distribution of fitness effects. 

Keightley and 
Eyre-Walker 
(2009)  

Based on Linkage Disequilibrium: 

EHH Measurement of the decay of the association between 
alleles at various distances from a locus 

Sabeti et al. 
(2002) 

LHR Test to search alleles of high frequency with long-range 
linkage disequilibrium 

Sabeti et al. 
(2002) 

iHS Test to search for alleles under positive selection between 
shared haplotypes 

Voight et al. 
(2006) 

Based on population comparisons: 

Fst Variance of allele frequencies between populations Lewontin and 
Krakauer (1973); 
Akey et al. (2002) 

XP-EHH Extended haplotype homozigosity between populations Sabeti et al. 
(2007) 

XP-CLR Search for quick changes in allele frequency in a region Chen et al. (2010) 

PAML, Phylogenetic Analysis by Maximum Likelihood; HKA, Hudson-Kreitman-Aguade; MK, McDonald-Kreitman; 

DFE, Distribution of fitness effects; EEH, Extended Haplotype Homozygosity; LHR, Long Haplotype Range; iHS, 

Integrated Haplotype Score; XP, Cross Population; CLR, Composite Likelihood Ratio .  
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In Table 1.3 are listed the commonly used tests for neutral pattern of variation in DNA data. They 

are classified according the kind data obtained: divergence data by comparing sequences of 

different species, polymorphic data from within population sequences, and data both from 

polymorphism and divergence.  

 

Tests based on levels of polymorphism. One way to test if evolution is acting in a genomic region 

is to look at the polymorphism levels of different types of nucleotide sites and compare them 

with the expected levels of polymorphism in a neutral scenario. The Ka/K ratio test has been 

broadly used because the initial abundance of sequence data for different species, dn/ds (or 

Ka/Ks) test (Yang and Bielawski 2000). In this test, the rate of nonsynonymous substitutions (dn  

or Ka) is compared to the rate of synonymous substitutions (ds  or Ks) using the ratio ω = dn/ds. 

The test assumes that (i) all synonymous substitutions are neutral and (ii) all substitutions have 

the same biological effect, which is not always true. If ω > 1 (for example, in a gene where a 

numerous nonsynonymous fixed mutations due to adaptive evolution have occurred) it's 

considered a signal for positive selection. On the contrary, ω < 1 (for example, if nonsynonymous 

mutations are being removed from a gene for being highly deleterious) is a signal of functional 

constraint.  A powerful and exhaustive approach of the dn/ds method is found in the software 

package PAML 4 (Yang 2007), which combines phylogenetic, maximum likelyhood (ML) and 

Bayesian methods. 

 

McDonald-Kreitman test (MKT). The MKT (McDonald and Kreitman 1991) compares divergence 

(D) between species and polymorphism (P) inside a species at two types of sites. At least, one 

site class must be a putatively neutral class (Ps , Ds) which is compared with the other site class 

to test if it's under selection or not (Pi , Di). Designed initially for coding sequence analysis, 

synonymous sites were the classical putatively neutral class and non-synonymous positions the 

ones to test if they were under selection or not. If all the mutations are either neutral or strongly 

deleterious, then Di/Ds is expected to be very similar to Pi/Ps. On the other hand, a case of 

positive selection would imply more fixations and it would be reflected as more divergence 

compared to the polymorphism (Di/Ds > Pi/Ps). On the contrary, an excess of polymorphism with 

respect to the divergence (Di/Ds < Pi/Ps) would be signal of deleterious alleles segregating in the 

population, which are lost preferentially and therefore underrepresented as divergence 

substitution. The MKT can potentially be generalized to test any two types of sites provided that 

one of them is assumed to evolve neutrally and that both types of sites are closely linked in the 

genome (Egea et al. 2008). 
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Two features make the MKT especially useful to infer selection: (1) the use of polymorphism and 

divergence data can avoid the confounding effects of other evolutionary processes such as 

mutation or recombination rate. The inequality of both ratios (Pi/P0 ≠  Di/D0) cannot be 

attributed to mutation rate differences between both sites, because it will affect both ratios 

equally. Likewise, the MKT allows separating mutation associated with recombination rate from 

selection as causes of excess of variation in highly recombinant regions; (2) granted that the two 

classes of sites are closely linked, they share a common evolutionary history, which makes the 

MKT remarkably robust to assumptions about non-equilibrium demography (Nielsen 2001; Eyre-

Walker 2002) and recombination rates (Sawyer and Hartl 1992).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.7 Different scenarios that can be discovered by the MKT. (a) If only neutral alleles (green) exist in the 

population, we expect an equal proportion of divergent and polymorphic sites as MKT result. (b) We expect an excess 

of divergence compared with the polymorphism due to faster fixation of adaptive alleles (blue). (c) On the contrary, 

if there are slightly deleterious alleles (red) in the population we observe an excess in polymorphism since these 

alleles can segregate for a time before being removes. (d) However, if both slightly deleterious and adaptive alleles 

are present, the results of the MKT can be easily misinterpreted. 

 

 

Assuming that adaptive mutations seldom hardly contribute to polymorphism and are detected 

only as divergence, the proportion of adaptive substitutions (α) can be estimated (α = 1 - [Ds Pi / 

Di Ps ]) (Charlesworth 1994). However, one main concern of the MKT refers to the presence of 

deleterious segregating alleles. Since the test assumes that all non-synonymous mutations are 

either strongly deleterious, neutral or strongly advantageous, estimates can be easily biased by 

the segregation of slightly deleterious nonsynonymous mutations, and adaptive selection can 

severely be underestimated (Eyre-Walker 2002)(Figure 1.7). The exclusion of low frequency 

polymorphisms (Fay et al. 2001) has been used to detect adaptive selection as it increases the 
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power of the MKT (Andolfatto 2005, Charlesworth and Eyre-Walker 2008), however this may 

also make the test more sensitive to artifactual evidence of adaptive evolution if there has been 

an increase in effective population size, since some slightly deleterious mutations not 

segregating in the population may have been fixed in the past (Eyre-Walker 2002).  

 

Tests based of the site frequency spectrum (SFS). The use of SFS, which assigns the number of 

segregating alleles within a given frequency class, is another approach to test the neutrality of a 

genomic region. Different evolutionary events can leave a distinctive pattern in the SFS (Nielsen 

2005). Neutral variation offers a spectrum with a fairly high number of alleles in lower 

frequencies, which continuously decreases as the frequency increases. Slightly deleterious 

mutations presents an excess of low frequency variants when compared with the neutral 

spectrum. On the other hand, events of positive selection are detected with a reduction of low 

frequency variants and increased number of variants at middle and high frequencies. SFSs are 

also useful to detect sweeps since they usually leave a pattern of excess of both low and high 

frequency variants with a severe reduction of middle frequency variants (Figure 1.8) (Nielsen 

2005). 

 

Fay and Wu's H and Fu and Li's D and F tests are traditional neutrality tests that use SFS, but 

many other tests have appeared after them (Achaz 2009). SweepFinder (Nielsen et al. 2005) is 

a test based on calculating a composite likelihood to detect selective sweeps using SFSs inferred 

from SNP data, which excludes biases due to demographic effects or changes in mutation or 

recombination rates.  

 

Another recent test relevant for this thesis is the DFE-alpha (Keightley and Eyre- Walker 2009). 

It actually uses the SFSs and neutral expected versus observed comparisons after Monte Carlo 

simulations to extend the MKT and try to correct for the slightly deleterious and demographic 

biases. DFE-alpha models the DFEs for putatively neutral and selected class sites by mean of a 

gamma distribution, which depends on two parameters: (i) the mean strength of selection (γ) 

and (ii) a shape parameter (β). The method simulates two demographic situations: (i) constant 

population size and (ii) a single, instantaneous change in population size from an ancestral size 

(N1) to a present day size (N2) that occurred (t) generations ago and infer the adaptive 

substitution rate (α) for the putatively selected class.  
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Mackay et al. (2012) have also developed a modification of the MKT using SFS data, the 

Integrative MKT, which allows the estimation of five different regimes of selection from 

polymorphic and divergence data (see Box 2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.8 Example of frequency spectra under a selective sweep, negative selection, neutrality and 

positive selection [from Nielsen 2005] 

 

 

 

NO HACES REFERENCIA EN EL TEXTO AL BOX 2. Debería comentar Que Mackay et al. 2012 han 

combinado el MKT con SFS en un test integrtive of MKT que permite medir varios regímenes de selección 

simultáneamente (Véase Box 2) LA BOX 2 LA PONDRÍA AL FINAL DE ESTE APARTADO MKT 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The integrative-MKT is a method that incorporates site frequency spectrum data to the framework of the MKT 

to taken into account weakly deleterious alleles segregating in the population (Mackay et al. 2012, 

supplementary materials). The Integrative-MKT allows estimating five different regimes of selection acting on 

new mutations (Table 1.4) for any given region of the genome. Adaptive mutations and weakly deleterious 

selection act in opposite directions on the MKT, so if both selection events are occurring, they will mutually be 

underestimated (Figure 1.7). To take both adaptive and slightly deleterious mutation into account, Pi (the count 

of segregating sites in the selected class i of the standard MKT table) has to be decomposed into the number of 

neutral variants and the number of weakly deleterious variants (Pi = Pi neutral + Pi weakly del.). From the SFS of neutral 

sites, Pi neutral can then be estimated and five regimes of selection (Table 1.4). The integrative-MKT has been 

implemented in software written in Java.   

 

Table 1.4 Estimated regimes of selection by the integrative-MKT 

Selective fraction Symbol Estimator 

Strongly deleterious sites d �̂� = 1 – (𝑓  +  �̂�)  =  1 –  (m0𝑝𝑖/𝑚𝑖𝑝0) 

Weakly deleterious sites b �̂� = (�̂�i weak del / P0) (m0/ mi) 

Neutral sites f 𝑓 ̂= (m0 �̂�i neutral /mi P0). 

Sites that have become neutral 

(subset of f) 

𝛾 𝛾 = [(�̂�i neutral / P0) – (Di / D0)](m0/mi) 

Adaptive fixations α �̂� = 1 – (�̂�i neutral/P0)(D0/Di) 

 

 

 

 

 

 

 

 

 

Box 2: The integrative McDonald-Kreitman test  
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Tests based on linkage disequilibrium. A typical signal of a sweep event caused by positive 

selection is a long region with high linkage disequilibrium and reduced polymorphism. Methods 

like the Extended Haplotype Homozigosity (EHH), the Long Range Haplotype (LRH) or the 

Integrated Haplotype Score (iHS) try to detect and assess such signals (Sabeti et al. 2002, Voight 

et al. 2006).  Finally, some methods incorporate the Fixation Index (Fst), a statistic that describes 

the differentiation between populations using allele frequencies (Lewontin and Krakauer 1973, 

Akei et al. 2002). The XP-EHH (Cross Population Extended Haplotype Homozigosity) (Sabeti et 

al. 2007) combines the previously mentioned EHH test with comparisons between populations 

to search for alleles under positive selection. In a similar way, the XP-CLR test (Cross Population 

Composite Likelihood Ratio) (Chen et al. 2010) try to search for alleles under positive selection 

not by looking at LD levels but with changes in allele frequency. 

 

 

1.1.8 Detecting selection genome-wide  

Until recent years, population genetics studies have been so far based on fragmentary and non-

random samples of genomes, providing a partial and often biased view of the population 

genetics processes (Begun et al. 2007). In the case of selection tests, traditionally, most of them 

only compared specific sets of variants against neutral empirical or simulated expectations.  

 

In recent years, the abundance of genomic data due to the high throughput of NGS and the rise 

in computational power allowed to test not only regions, but to scan complete genomes for 

selection signatures (Oleksyk et al. 2009). Genome-wide scans for selection usually use either 

re-sequencing data from one or many species (Bustamante et al. 2005) or large collections of 

SNP data like the HapMap in humans (Altshuler et al. 2005; Frazer et al. 2007).   This availability 

of data and the computational capacity to analyze it massively has allowed applying the methods 

to detect selection explained in the previous section not only to particular regions but complete 

genomes. This change of scale describing variation has made population genetics to become 

population genomics.  
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1.2 Population genomics: population genetics meets genomics  

 

A global-genome view of diversity allows re-addressing questions in population genetics whose 

response was uncertain in previous studies because potential sources of bias are uncontrolled 

when sampling specific genes or regions of the genome. Consider the correlation found between 

the level of polymorphism and divergence at any given region. Because this correlation may vary 

according to the chromosome region considered, any average estimate that does not track the 

patterns along the whole chromosome arms could be biased. A global perspective lets us detect 

differences in variation patterns among and within chromosome arms, as for example between 

autosomes and sexual chromosomes. A genome-wide analysis allows then monitoring local 

versus regional effects along chromosome arms to decipher the role of recombination rate, 

mutation rate or gene density on the amount of nucleotide variation and/or adaptive evolution.  

 

Essential for population genomics studies has been the model organism Drosophila 

melanogaster. The fruit fly D. melanogaster is one of the most successful experimental model 

used in the laboratory (Roberts 2006). With a genome size of ~176Mb, ~5% the size of a mammal 

genome on average, D. melanogaster still shares with mammals many gene families, pathways 

and tissues (De Velasco et al. 2004, Kida et al. 2004). Since first used by Morgan during the first 

years of genetics (Morgan et al. 1915), it has assisted research in many fields of biology, 

especially in genetics and development biology. It's relevance even made D. melanogaster to be 

the third eukaryotic genome ever sequenced, after the yeast Saccharomyces cerevisiae (Goffeau 

et al. 1996) and the nematode Caenorhabditis elegans (Consortium 1998). Moreover, the fruit 

fly was selected to be the first eukaryotic organism to test whole genome shotgun sequencing 

(WGS) (Rubin 1996, Adams et al. 2000), a crucial step that afterwards led to the present NGS 

methods.  

 

The study of Begun et al. (2007) in Drosophila simulans can be considered the first true 

population genomic dataset (Hahn 2008) closely being followed by the Liti et al. (2009) 

population genomics study in wild and domestic yeast. However, the mentioned study in 

Drosophila simulans (Begun et al. 2007) and a following in D. melanogaster (Sackton et al. 2009) 

were based on low-coverage sequencing. In the D. simulans project, from the seven lines 

analysed, only 6 were considered due to a mixing of samples, and from those, the average 

coverage was on average 3.9. In the D. melanogaster study the mean lines aligned only rises up 

to 5.4. These are values manifestly insufficient for any population genetic inference based on 
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frequency of variants where it’s suggested a minimum coverage of 10-15x using short reads 

technologies (Craig et al. 2008, Smith et al. 2008). 

 

The results of Begun et al. (2007) work have challenged the traditionally and widely accepted 

explanation of neutral theory (Hahn 2008). These works, despite their sample limitations, 

opened the path to the next big population genomics studies. One of these studies was carried 

out on the Drosophila Genetic Reference Panel (DGRP), whose data has been used to develop 

the present thesis project. 

 

 

1.2.1 The Drosophila Genetic Reference Panel 

The DGRP is an international effort with the objective of the complete characterization, both in 

genotype and phenotype, of around two hundred lines sampled from a natural population of 

Drosophila melanogaster in Raleigh, North Carolina (USA) (Mackay, Richards and Gibbs 2008). 

The main goals of the DGRP are the creation of: (i) a community resource for association 

mapping of quantitative trait loci (QTL) for traits relevant to human health. (ii) A community 

resource of common Drosophila sequence polymorphisms for its use in QTL mapping and 

population genomics analysis. (iii) A test bench for statistical methods used in QTL association 

and mapping studies. 

 

It's known that D. melanogaster is a recent cosmopolitan species, whose origin can be traced in 

Africa (Lachaise et al. 1988, David and Capy 1988, Begun and Aquadro 1993, Andolfatto 2001, 

Stephan and Li 2007, Duchen et al. 2013). This also makes D. melanogaster interesting to study 

the evolutionary implications of large migrations, especially with the availability several other 

Drosophila genomes (Consortium 2007) from around the world to compare different 

evolutionary histories, and also for the parallelism with the human species. In this regard, the 

Raleigh population is especially interesting, since it seems that D. melanogaster arrived in 

America less than 200 years ago (Lintner 1882, Keller 2007). 

 

One problem that arises when trying to genotype diploid species like D. melanogaster is to 

distinguish real heterozygous sites at the same locus from distinct paralogs loci (Vinson et al. 

2005). Also, the presence of heterozygous sites makes difficult the distinction between real 

polymorphism and sequencing errors. Three strategies are followed to deal with this problem: 

(i) the creation of inbreed pure lines to increase the proportion of homozygous sites; (ii) 
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sequencing haploid embryos, obtained from the offspring of a female mated with a male 

homozygous for a deleterious allele in the locus ms(3)K1 which causes mitotic failure of the 

paternal chromosomes during the first rounds of cell division; (iii) the use of balancing 

chromosomes and chromosome extraction (Langley et al. 2011). 

 

The DGRP data gathering and analyses had contemplated three phases so far: 

 

1. Initial phase:  A white paper was presented in which 40 lines where characterized 

phenotypically and genotypically to test the viability of the project (Mackay, Richards 

and Gibbs 2010). 

2. Freeze 1.0 (February 2012): Sequencing of 168 inbred lines. 129 lines were sequenced 

with Illumina technology, 10 lines with 454 technology and 29 with both 454 and 

Illumina. Illumina reads had an average 21X coverage per line while for 454 reads had 

12.1X coverage per line. Only SNPs were genotyped and used for QTL and population 

genomics analysis (Mackay et al. 2012).  

 

3. Freeze 2.0 (July 2014): Sequencing of 205 lines (including Freeze 1.0 lines) with longer 

read Illumina technologies, with coverage of 27X per line on average. SNP and non-SNP 

variation was genotyped and used for QTL and population genomics analysis (Huang et 

al. 2014). 

 

In this work, the 158 genomes of D. melanogaster together with the genome sequences of its 

closest species, D. simulans, D. sechellia, D. yakuba and D. erecta, have been described and 

analyzed by means of a battery of comparative methods for polymorphism and divergence data 

to answer questions of fundamental interest in population genomics such as: Which pattern or 

gradient follows genetic variation along the chromosomes? How these patterns correlate with 

structural regions? Which proportion of the coding and non-coding genome undergoes 

purifying, neutral or positive selection? How recombination rate determine nucleotide variation 

and molecular evolution along the genome? 

Finally, even though it has not been part of the research done in this thesis, one main goal of 

the DGRP is to decipher genotype-phenotype relationships and try to create the most fine scale 

genotype-phenotype study to date. Interactions between genotype and phenotype are 

complex, and still poorly understood, but the huge amounts genomic data and computational 

power can help us to shed light about the processes governing these interactions (Figure 1.9).  
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Trying to understand and to define the genotype-phenotype map is the core aim of the DGRP, 

and this is of paramount of importance to understand the causal path of natural selection, since 

it acts primarily on the phenotype and only indirectly, as a function of the genotype-phenotype 

map, on the genotype (Lewontin, 1974).  This is something that molecular population geneticists 

tend to forget in this era of fascination with genome data, that what it's "ultimately to be 

explained are the myriad and subtle changes of size, shape, behavior, and interactions with 

other species that constitute the real stuff of evolution" (Lewontin 1974). This certainly are big 

steps towards a more integrated way of study complex traits in what has been recently called 

the Systems Genetics approach (Civelek and Lusis, 2014). 

 

 

 
Figure 1.9 Variation in three quantitative traits in 40 of the proposed lines of the Drosophila genetic 

reference panel. Red: males; Blue: females. [From Mackay, Richards and Gibbs (2008)] 
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1.3 Genome Browsers 

 

1.3.1 Molecular Databases 

The explosion of genome sequence data in the last decade has been so widely cited as to have 

almost become a cliché (Schattner 2008). The first microbial genome was sequenced just in 

1995. Similarly, the first complete genome of a multicellular organism (C. elegans) became 

available in 1998. The rate at which genomes for new species and within species individuals are 

being sequenced continues to accelerate as novel sequencing technologies lower the cost of 

obtaining sequence data. This is clearly observable in web sites like Genomes Online Database 

(GOLD) that tracks genome sequencing projects, and that at the current date (April 2015) counts 

58693 sequenced genomes of organisms, from which 1,037 corresponds to archaea domain, 

44,576 are eubacteria and 8,181 are eukaryotic genomes. 

 

A helpful way to use this data for biological research has been organizing it into dedicated 

databases. However, as the number of databases keeps growing, integrating and extracting 

knowledge from them becomes really challenging. The biological research community has also 

brought even more difficulties into this task, especially by the way this data has historically  been 

stored: many databases that are only downloadable as flat files, relational databases that need 

to be set up locally or varying data formats that need different parsers and convertors. All those 

factors make comparing and integrating different biological data sources difficult and tedious. 

 

Genome databases offer solutions to these problems. By aggregating data from multiple 

databases and integrating data in a uniform and standardized manner, they enable researchers 

to formulate complex biological queries involving data that were originally from diverse sources 

(Schattner 2008). By a genome database we mean a data repository, generally implemented via 

relational databases, that include the maximum available genomic sequence data of one or 

more organisms, together with additional information that are usually referred as annotations. 

 

The creation of a genomic database is a complex, and usually a multitask endeavour that can be 

summarized in these fundamental tasks (Schattner 2008): 

 Sequencing the genomic DNA 

 Assembling the fragments of DNA sequence data into continuous pieces spanning all or 

most of the length of the organism’s chromosomes  

 Aligning transcript data to the genomic sequence  
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 Identifying the locations of the genes within the genome sequence  

 Designing and implementing the data-storage architecture to house the data  

 Maintaining and updating the database as additional data become available 

 

Once a genome is successfully sequenced the next step is to identify and describe any functional 

region. The process to add biological information into a sequence is called annotation (Stein 

2001). Identifying functional regions can be done in the lab, a process called manually curation, 

or automatically using bioinformatic prediction tools. Over the years, many software has been 

developed to predict genes and other functional regions using different approaches: from 

complex pattern searches into the sequence, to the integration of NGS read information like 

RNAseq to detect regions being actively transcribed. In general, manually curated annotations 

yield fewer false positives than purely computational approaches, but are more labour intensive 

and tend to generate more false negatives than automated methods. Genomic databases can 

contain either one of these types of annotations or both. 

 

Annotation databases are diverse: for functional sequences, proteins, pathways, short reads, 

etc. However, the trend is to try to integrate the major number of databases into general portals 

to aid the search work of the researchers. The most relevant examples are the European 

Bioinformatics Institute - EBI portal (http://www.ebi.ac.uk), and the National Center for 

Biotechnology Information - NCBI (http://ncbi.nlm.nih.gov). Most of the annotation types that 

can be found in a genomic database are summarized in Table 1.5. 
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Table 1.5 Common annotation types found in genomic databases  

Associated with a genomic coordinates  Not associated with a genomic 
coordinates 

 Locations of genes 

 Gene-structure annotations indicating a 
gene’s exon-intron boundaries 

 Locations of known and putative gene 
regulatory regions such as promoters, 
transcriptional enhancers, CpG islands, 
splicing enhancers and silencers, DNase 
hypersensitive sites, nucleosome sites, and 
so on 

 Transcript alignments indicating the 
genomic sources of observed proteins, 
mRNAs/cDNAs, and expressed sequence 
tags (ESTs) 

 Alignments of protein, mRNA, and EST 
sequences from related species 

 General chromosomal features such as 
repetitive sequences, recombination 
“hotspots,” and variations in local CG% 

 Alignments of genomic DNA from other 
species, which can provide clues regarding 
sequence conservation and chromosomal 
evolution 

 Annotations of regions that vary within a 
population of individuals, including single 
nucleotide polymorphisms (SNPs), short 
indels, large structural or copy number 
variations, and correlations among 
sequence variations, such as those that have 
been identified by the haplotype mapping 
projects (e.g., HapMap) 

 Genome-wide RNA expression data from 
multiple sources 

 Sequence features that are used in the 

process of assembling the genome, such as 

sequence tagged sites (STSs) from genetic 

and radiation hybrid maps, NGS normal or 

paired-end reads. 

 Protein structure data 

 Evolutionary data, including evolutionary 
relationships among individual genes as 
well as among chromosomal regions and 
entire genomes 

 Annotations describing phenotype 
variations 

 Metabolic- and signaling-pathway data 

 Protein-interaction data, such as data 
from yeast two-hybrid system 
experiments 

 and data derived from protein-chip 

expression analysis 
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1.3.2 Genome Browsers 

As the number of genomes and annotations grow, it does also the need for a dynamic, flexible 

system to store, modify and retrieve all this information. Biological databases already are part 

of the everyday tools used by many biologists, even the ones not dealing with bioinformatics 

work. The visual access to genomic information via genome browsers was one of the many ways 

that genome database creators implemented in their solutions. 

 

We can define a Genome Browser as a tool to visually access a given annotation database. And 

they offer a flexible way to rapidly visualize annotations, not independently, but in their own 

genomic context. Generally, a reference genome is used as a coordinate system (Figure 1.10) 

where annotations are anchored. Basically a genome could be understood as one dimensional 

map and the annotations are the landmarks. So, any genome browsing system should provide 

navigation tools to move back and forth, or zoom in and out through arbitrary regions of a 

genome. The way to visualize annotations in a region is using tracks, non-overlapping layers of 

information of the corresponding region, where graphical representations of the annotations or 

glyphs are displayed (Figure 1.11). 

 

 

 

 

 

 

 

 

 

 

Figure 1.10 Different annotation coordinate systems. Depending on the database used, annotation 

coordinates can differ if the first nucleotide in a genome is considered position 1 or position 0. This also 

has implications in the annotation of 1bp features (for example an SNP) or features without length (like 

an inserted segment that does not exist in the reference genome, thus, it has no coordinates of its own). 

In a 1-based system (a) an SNP in the third position is stored as 3 for the start coordinate and also 3 for 

the end coordinate. An insertion between the third and fourth position is stored as start = 3 and end = 2. 

In a 0-based coordinate system the same SNP has start = 3 and end = 4 coordinates while the insertion 

has start = 3 and end = 4 coordinates. There's a third coordinate system, the interbase system (c), that 

does not count nucleotides but the spaces between them, but in practice it works the same as a 1-based 

system since the space with coordinate 0 is the one previous to the first nucleotide. [Adapted from 

Schattner 2008] 

 

 

 

(a) 

(c) 

(b) 
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Figure 1.11 Snapshot of the UCSC Genome Browser in the region of the Adh gene in D. melanogaster with 

the main sections of a genome browser interface. We can see (a) the navigation control buttons, (b) a 

main section where the tracks and glyphs are displayed and (c) the track selection section. 

 

 

However, there exist a lot of genome browser tools since the bioinformatics research 

community seems to reinvent the same applications again and again during these past years 

(Stein 2002).  Current genome browsers can be classified in many ways (Table 1.6). One way is 

separate the ones that are deeply integrated with their data (data warehouses) from the ones 

that are initially 'empty' and it's the user who must add the annotations to display (generics). 

Generally, data warehouse browsers are not designed to be portable; they cannot work outside 

the hardware and software infrastructure of their database. Another classification is the 

distinction between desktop applications and web based genome browsers. 

 

 

 

 

 

 

(a) 

(b) 

(c) 
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Table 1.6 Most relevant non-proprietary genome browsers  

Browser Description Database Type Interface Type 

MapViewer Genome browser for the NCBI databases Data Warehouse Web Based 

UCSC Genome 
Browser 

Browser for the University of California 
Santa Cruz genome databases. 

Data Warehouse Web Based 

ENSEMBL European Bioinformatics Institute (EMBL) 
genome browser 

Data Warehouse Web Based 

GBrowse Genome browser developed by the GMOD 
(Generic model organism databases) 
comunity. Used, for example, in the FlyBase 
and HapMap portals. 

Generic Web Based 

IGV Browser Desktop genome browser developed by the 
Broad Institute. 

Generic Desktop 

GenomeMaps Genome browser developed to make use of 
modern web programming languages and 
HPC infrastructures. 

Data Warehouse Web Based 

 

 

 

1.3.3 GMOD community and the Generic Genome Browser 

In the mess of approaches to the genomic data analysis, any initiative with the goal to clarify 

and standardize procedures is more than welcome. The Generic Models Organism Databases 

(GMOD) Community is, maybe, the most remarkable bioinformatics initiative in this regard. 

GMOD is basically a collection of open source genomic data analysis tools and a network 

between its developers and users. The repository comprises well known tools by the community 

such as the Apollo and Maker (Lee et al. 2009, Holt and Yandell 2011) annotation tools, the 

Chado database framework (Mungall et al. 2007), the BioMart data mining toolset (Kasprzyk 

2011), the Galaxy tool integration and workflow manager tool (Goecks et al. 2010) or the Generic 

Genome Browser (GBrowse) (Stein et al. 2002). 

 

GBrowse is a web-based application for displaying genomic annotations and other features 

(Stein et al. 2002). From the administration side, GBrowse is mainly an integration of BioPerl 

modules (Stajich 2002) working under Unix systems with a running web server software. 

GBrowse can use common annotation formats such as GFF, BED, GFF or WIG to display features 

in a given genomic region through an HTML/JavaScript web interface. Annotations can be loaded 

into relational databases like MySQL or PostgreSQL directly or using the Chado framework. 

Recently, NGS data display support has been added using SAM/BAM files and the software 

SAMtools (Li 2009). As an open source tool developed in Perl, the administrator has the 

possibility to expand GBrowse functionalities with custom code via a plug-in system. The HTML 
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interface is highly customizable with CSS and Javascript custom code. For the end user, features 

of the browser include the ability to scroll and zoom through arbitrary regions of a genome, to 

enter a region of the genome by searching by landmark, the ability to enable or disable tracks a 

change its order and appearance, the possibility to upload custom data and data download and 

sharing capabilities. 

 

As its name implies, GBrowse main feature is its generic nature. This means that the application 

is not packaged with any mandatory data to display and that the administrator has the freedom 

to create any genomic database. This has promoted GBrowse to be used in multiple genome 

database projects being the most remarkable the Human polymorphism HapMap browser 

(HapMap consortium 2003), The J. Watson's individual genome project (Wheeler 2008), The 

Drosophila portal FlyBase (St Pierre et al. 2014), the Caenorhabditis portal WormBase (Yook 

2012), the Mouse Genome Informatics - MGI database (Blake 2014), The Arabidopsis 

Information Resource - TAIR (Lamesch 2011) or the Saccharomyces Genome Database - SGD 

(Cherry 2012). 
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1.4 Objectives 

 

This thesis is both a population genomics study and a bioinformatics project centred on the 

visualization, description and analysis of the genome-wide DNA variation of a natural population 

of Drosophila melanogaster. The objectives of this project are (i) the description of the genome-

wide nucleotide variation, (ii) the description of common non-SNP variation and (iii) the visual 

representation of such variation.  

 

I. Population genome browser. As part of our contribution in the DGRP project we aimed 

to create an online map of the genome polymorphism in the Drosophila melanogaster 

in open access to the scientific community. We use available open source tools that 

allowed us the addition of some new functions useful for genome wide population 

description, analysis and query of DNA variation. 

 

II. Description and interpretation of Genome-wide SNP diversity. First we will describe 

the nucleotide variation patterns across the chromosomes arms of D. melanogaster 

from the DGRP lines by using a sliding window approach.  Then we will try to infer the 

population genetics processes responsible of the variation distributions, aiming to find 

and explain differences in variation between regions and chromosomes. Using this 

variation data set, standard and new methodologies to search for footprints of natural 

selection genome-wide will be applied, and the role selective and non-selective forces 

shaping the variation patterns in the D. melanogaster genome will be assessed. 

 

III. Description and interpretation of Genome-wide non-SNP diversity. Using the recently 

available Freeze 2.0 data of non-SNP variation in the DGRP population we aim to 

perform a variation analysis complementary to the one of SNP variation. We describe 

the genome-wide distribution of non-SNP variations in a similar way to the SNP variation 

of the previous objective. Moreover, we try to describe how SNP and non-SNP variation 

patterns are related in the genome and to infer the selective forces impinging on it. 
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Part 2.  

Materials and methods 
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2. Materials and Methods 
 

 

 

2.1 DGRP Input Data  

 

The initial data used in this thesis project are the sequences and variants called from the inbreed 

lines of the DGRP (see 1.2.1). The DGRP project had one initial test phase and two working 

phases named ‘Freeze 1’ and ‘Freeze 2’. 

 

The DGRP population was created collecting gravid females and following the full-sibling 

inbreeding approach during 20 generations to obtain full homozygous individuals. After this 

number of generations it is expected to have ~1.4% of residual heterozygosis in the samples 

(inbreeding coefficient F=0.986, Falconer and Mackay 1996). To call variants correctly, the ‘Joint 

Genotyper for Inbred Lines’ (JGIL, Stone 2012), a novel genotype caller that takes into account 

inbreeding, was developed specially for the DGRP. JGIL takes into account coverage, site-specific 

errors, quality sequencing statistics, and expected allele frequencies after 20 generations of 

inbreeding from an outbred population initially in Hardy–Weinberg equilibrium. 

 

After genotyping, the expected ~1.4% of residual heterozygosis was true for ~90% of the lines. 

DGRP lines showing high values of residual heterozygosity (>9%) were observed to be associated 

to large polymorphic inversions. Heterozygous sites could be maintained due to a higher fitness 

for some heterozygous loci or to the presence of recessive lethal loci (Huang et al. 2014). 

Because 2Ne = 4 during the full-sibling inbreeding procedure, only lethal or strongly deleterious 

alleles are expected to be purged (García-Dorado et al. 2012), thus we expect that the inbreed 

lines contain a rather representative random sample of the natural variation present in the 

population at the moment at which the flies were sampled. 
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Figure 2.1 Experimental design to obtain and sequence the DGRP lines. Each line was founded by a gravid 

female collected from the Raleigh, North Carolina Farmer's Market (USA). Each subsequent generation 

was created by crossing a pair of male and female progeny from the previous generation. The DGRP lines 

were found after 20 generations of full-sib inbreeding. For each line, high-throughput sequencing was 

performed on DNA that was extracted from a pool of 500–1000 flies. (From Stone 2012). 

 

 

2.1.1 Sequence data 

Freeze 1. The initial input data is a set of 158 intraspecific D. melanogaster whole genome 

sequences provided by the DGRP project, in multi-Fasta file format. The alignments come from 

an initial sequencing of 168 DGRP lines using Illumina and 454 technologies (see 1.2.1). Illumina 

sequences had an average of 21X coverage per line and 454 reads had 12.1X coverage per line. 

Only Illumina lines sequences were used to reconstruct the sequences. 

 

Illumina sequence reads where aligned to the D. melanogaster 5.13 reference genome using 

BWA (Li and Durbin 2010), duplicates where removed with GATK (McKenna et al. 2010). Finally, 

JGIL was used to validate SNPs for each line (Mackay et al. 2012, Stone 2012). 

 

The four genomes phylogenetically closest to D. melanogaster which were sequenced by the 

Drosophila 12 genomes consortium where considered as outgroup species for the analyses of 

divergence: D. simulans (a mosaic of several different D. simulans lines), D. sechellia (4.9X 

coverage), D. yakuba (9.1X) and D. erecta (10.6X). Files in format axtNet containing the 
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alignment blocks of the genome of D. melanogaster with each one of the species were 

downloaded from the UCSC genome browser. The alignment blocks were arranged and merged 

to align D. melanogaster whole chromosomes using ad hoc scripts written in Perl. Finally, most 

of the analyses requiring an outgroup sequence were performed using D. simulans and D. 

yakuba. 

 

Freeze 2. Along this phase, 205 DGRP lines (157 already sequenced in the previous freeze) were 

sequenced with longer read Illumina technologies and 27X coverage. Sequences were aligned 

with BWA and Novoalign (Novocraft.com), duplicates removed with GATK (Huang et al. 2014). 

A total of 4,853,802 unique SNPs and 1,296,080 non-SNP variants were called using multiple 

calling software:  GATK, JGIL, Atlas-SNP (Shen et al. 2010), PrinSeS (Massouras et al. 2010), DELLY 

(Rausch et al. 2012), Pindel (Ye et al. 2009), CNVnator (Abyzov et al. 2011) and GenomeSTRiP 

(Handsaker et al. 2011). 

 

The dataset used in the population genomics analysis for the Freeze 2 was a subset of 357,608 

non-SNP variants and the complete set of SNP variants (see 2.4.1). Also the high quality second-

generation assembly genome of D. simulans (Hu et al. 2013) was used as outgroup species. 

 

 

2.1.2 Recombination data 

Freeze 1. The recombination calculator of Fiston-Lavier (Fiston-Lavier et al. 2010) was used to 

estimate the recombination rate in centiMorgans per megabase (cM/Mb) in windows along each 

chromosome arm or by gene. The recombination rate at the center of each interval was the used 

value. The calculator is based on Marey maps (Marais et al. 2001), where both the genetic (cM) 

and physical (Mb) positions of 644 genes were fitted to a third-order polynomial curve for each 

chromosome arm, and the recombination rate at any given physical position estimated as the 

derivative of the curve (Fiston-Lavier et al. 2010).   

 

Freeze 2. The recombination values for each interval were estimated from the high resolution 

recombination map of D. melanogaster of Comeron et al. (2012) which was obtained in parallel 

with the development of this thesis. The map was made calculating the crossing over (c) 

indicated in centimorgans (cM) per megabase (Mb) per female meiosis. 
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2.1.3 Diversity measures 

 

Nucleotide variation estimates (Freeze 1 phase). We computed various diversity measures for 

the whole genome, by chromosome arm (X, 2L, 2R, 3L, 3R), by chromosome region (three 

regions of equal size in Mb — telomeric, middle and centromeric- were defined) and in 50-kbp 

non-overlapping windows.  

 

Diversity was estimated as the number of segregating sites (S) (Nei 1987), the total minimum 

number of mutations (η) (Tajima 1996), the number of singletons, nucleotide diversity (π) (Nei 

1987), Watterson’s estimator of nucleotide diversity per site (θ) (Nei 1987, Tajima 1993) , and 

the Jukes-Cantor corrected divergence per site (k) (Jukes & Cantor 1969). Linkage disequilibrium 

was estimated as the number of haplotypes (h) and haplotype diversity (Hd) (Nei 1987), Fu’s Fs 

statistic (Fu 1997), D (Lewontin & Kojima 1960), the absolute value of D (|D|), D’ (Lewontin 

1964), the absolute value of D’ (|D’|), and r2 (Hill & Robertson 1966, Kelly 1997). The different 

Ds and the r2 estimates were computed by averaging over all comparisons of polymorphic sites 

in a window. Several neutrality tests were applied to the data: Fu & Li’s D and F statistics (Fu & 

Li 1993), Fay & Wu’s H statistic (Fay & Wu 2000) and Tajima’s D statistic (Tajima 1989). 

 

Non-SNP variation estimates (Freeze 2 phase). We estimated various diversity measures for the 

whole genome and by chromosome arm (X, 2L, 2R, 3L, 3R, 4) in 100-kb non-overlapping 

windows. 

 

Aside from re-estimations of π using SNP data from the freeze 2, we have calculated π and 

divergence for indels (πindel and kindel, see 2.4.3) together with minor allele frequency (MAF) and 

derived allele frequency (DAF) distributions for indels. 

 

 

2.2 PopDrowser: the Population Drosophila Browser 

 

2.2.1 Selection of GBrowse as a framework for the PopDrowser 

Given that our goal in the DGRP project was to carry out the Genome-wide molecular population 

genetic analyses for the sequenced genomes, a population genome browser was a necessary 

tool to contain both raw data and the estimated population genetics parameters. At that 
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moment, no genome browser devoted to population genomic data was available. So, during the 

Master's Thesis phase of the PhD candidate, we searched and compared current web-based 

genome browser frameworks to create a population genome browser. At one point we 

narrowed our options between three candidates: UCSC Genome Browser (Kent et al. 2002), 

Ensembl (Hubbard et al. 2002) and GBrowse  (Stein et al. 2002) (Table 2.1).  

 

These three browsers were, at that moment, the only free and open source genome browse 

platforms incorporating a web interface and customizable features. Table 2.1 shows the clear 

impact that the programming language has in the overall performance of the application. UCSC 

outrival the other two platforms in terms of loading speed. Even though the three platforms can 

be locally installed, both UCSC and ENSEMBL platforms are tightly developed around the data 

they currently provide. This was really an issue, although being technically possible to 

incorporate our own annotation databases into a local UCSC or ENSEMBL installations, their 

documentation only covered the creation of a mirror installation (exact copies of the browser, 

with both interface and databases).  

 

At the end, the ability to control all aspects of the browser was the decisive factor. We selected 

GBrowse (Stein et al. 2002) for its generic philosophy that suited the most our objective to create 

a genome browser from scratch. Since Stein's browser was created with portability and flexibility 

in mind, it had the most complete and accessible installation and configuration options of the 

three considered systems. GBrowse gives absolute control of every aspect of the browser’s 

administration: from the annotation databases, the basic configuration and functionalities, to 

the visual aspect of the interface. GBrowse even allows to extend functionalities via a plug-in 

system for custom scripts. 

 

 

 

2.2.2 Interface and implementation 

Our browser includes all the default built-in functions of GBrowse to search and display 

chromosomal regions, select tracks, add custom annotations in standard formats and download 

data from a particular region. Data is displayed through glyphs, the graphical representations 

used for annotations in BioPerl (Stajich et al. 2002). Each glyph-based annotation is associated 

to a specific track. An activated track, thus, allows the visualization of the corresponding glyphs 

(Figure 2.1 ). 

 



   53 

 

Table 2.1 Comparison of three candidate genome browser platforms  

 ENSEMBL GBrowse UCSC 

Programming Language Perl Perl C 

License Free for academic use 
(mirror) 

Open Source Free for academic use 
(mirror) 

Type Browser + data mining 
+ API 

Generic Browser Browser + data mining 
+ API 

Ease of use (installation / 
configuration) 

Difficult Very Easy Very Difficult 

Documentation Incomplete and 
confusing 

Very Complete Only mirror 
installation 
instructions 

Mailing list / Support Yes Yes No 

Customization possibilities Only some HTML areas Config files, Perl 
source code, 

configurable glyphs 
(BioPerl), multiple 

DDBB, plug-in system, 
accessible html/css 

No 

Maximum zoom 200Kb / 1Mb* No limit No limit 

Simple track loading times 
(seconds): 

   

20Kb 12.86 1.71 1.96 

1Mb 13.27** 6.88 2.94 

23Mb 28.05** 7.28 3.78 

Track loading times correspond to a single track (genes) with different zoom levels in the chromosome 

2L of D. melanogaster.  
*Maximum zoom depends on the species genome 

**ENSEMBL does not display detailed view at this zoom level  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.1 Examples of glyph representations of annotation features in the PopDrowser. (a) GBrowse 

default glyphs examples: Representation of a gene with the generic rectangle glyph (first in orange) and 

the ‘gene’ glyph that represents information of introns and UTRs as well. Below them we have data in 

histogram, using the xy_plot glyph. (b) Customized glyph example: SNP frequency information displayed 

in the PopDrowser with a custom glyph adapted from code of the HapMap Browser. 

 

 

 

a) b) 
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Figure 2.3 Generic Feature Format file version 3 (GFF 3). The GFF file is the standard file to use when 

uploading annotations to the GBrowse, also widely used as standard file for annotations. It is a tabulated 

file that consists of a set of header lines for metadata, followed by one annotation per line with data 

distributed in 9 columns: (i) sequence/chromosome ID, (ii) source (free text), (iii) feature type (defined in 

the Gene Ontology website), (iv) start (1-based, (v) end (1-based), (vi) score, (vii) strand, (viii) phase, (ix) 

aAttributes. The 9th column (attributes) is used to specify relationships between annotations (exons of a 

gene, for example), and is fully customizable by the user to add any extra information desired. Optionally, 

at the end of a GFF, the corresponding Fasta sequence can be included. (Example GFF3 from 

sequenceontology.org) 

 

 

 

 

 

 

 

 

Figure 2.4 WIG format definition. This type of file is used to store and display huge amounts of quantitative 

data distributed along the genome in fixed window sizes (defined as ‘span’). There are two versions: (i) 

Fixed step WIG, where the distance between windows (‘step’) is fixed. Since the two values are fixed, there 

is no need to store coordinates for each annotation, only the quantitative data is stored. (ii) Variable step 

WIG. Here the distance between windows is variable, so at least the start coordinate of the window must 

be stored along with the quantitative data. Window size remain fixed. (Example WIG from 

genome.ucsc.edu) 

 

 

 

 

 

Box 3: Common annotation file formats  

 

fixedStep chrom=chr19 start=49307401  

step=300 span=200 
1000 
 900 
 800 
 700 
 600 
 ... 

span 

step 

  ##gff-version   3 
  ##sequence-region   ctg123 1 1497228 
  ctg123 . gene            1000  9000  .  +  .  ID=gene00001;Name=EDEN 
  ctg123 . TF_binding_site 1000  1012  .  +  .  Parent=gene00001 
  ctg123 . mRNA            1050  9000  .  +  .  ID=mRNA00001;Parent=gene00001 
  ctg123 . mRNA            1050  9000  .  +  .  ID=mRNA00002;Parent=gene00001 
  ctg123 . mRNA            1300  9000  .  +  .  ID=mRNA00003;Parent=gene00001 
  ctg123 . exon            1300  1500  .  +  .  Parent=mRNA00003 
  ctg123 . exon            1050  1500  .  +  .  Parent=mRNA00001,mRNA00002 
  ctg123 . exon            3000  3902  .  +  .  Parent=mRNA00001,mRNA00003 
  ctg123 . exon            5000  5500  .  +  .  Parent=mRNA00001,mRNA00002,mRNA00003 
  ctg123 . exon            7000  9000  .  +  .  Parent=mRNA00001,mRNA00002,mRNA00003 
  ctg123 . CDS             1201  1500  .  +  0  ID=cds00001;Parent=mRNA00001 
  ctg123 . CDS             3000  3902  .  +  0  ID=cds00001;Parent=mRNA00001 
  ctg123 . CDS             5000  5500  .  +  0  ID=cds00001;Parent=mRNA00001 

variableStep chrom=chr19 span=150 
49304701 10.0 
49304901 12.5 
49305401 15.0 
49305601 17.5 
49305901 20.0 

... 
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Together with these basic functions, we designed our browser having two great functionalities 

in mind: (i) First, a large, static and precomputed collection of variation estimates along the 

genome prepared for fast access; and (ii) the possibility to perform custom re-estimation of 

population statistics on-the-fly by the user. 

 

In terms of hardware the browser’s host server has 2 Intel Xeon 3Ghz processors and 32GB RAM. 

For the software, the operative system of the current implementation is an Ubuntu 10.04 Linux 

x64 with the Apache web-server.  

 

Precomputed estimates. Along with basic D. melanogaster 5.13 annotations, all Freeze-1 

population genetics estimates listed in section 2.1.3 are introduced into the browser’s databases 

as precomputed information. This precomputed estimates of several DNA variation measures 

along each chromosome arm are obtained with the combined implementation of the programs 

PDA2 (Casillas and Barbadilla 2006), MKT (Egea et al. 2008) and VariScan2 (Hutter et al. 2006) 

(Figure 2.2). (see 2.3.1 for  details in the computation of these estimates for the population 

genomics analyses). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.2 Freeze-1 population genomics estimates pipeline. 

 

All summary estimates are computed all along the chromosomes in non-overlapping sliding 

windows of 50, 100, 500, 1000, 10.000, 50.000 and 100.000 base pairs. All functional 

annotations are stored with the standard GFF3 format (Box 3, Figure 2.3), then uploaded to 

 

Multi Fasta 
alignment 
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MySQL databases; while most quantitative results are stored in wiggle text format (Box 3, Figure 

2.4) and displayed in the browser as boxplots using wiggle_xyplot glyphs. 

 

On-the-fly estimates. PopDrowser allows the re-estimation of a selected population genetics 

measure in any given region of the genome. Thanks to the collaboration with the VariScan 2 

developers, a modified version of the software is used to re-calculate any estimate directly from 

the interface of the PopDrowser. All genome browsers to date are designed to display a single 

region of the genome, hence, our on-the-fly estimates are available only for a single region at a 

time as well. For performance issues, a maximum of 1MB per re-estimation was defined. In a 

similar way, a user can download the aligned sequences from the region in view in the browser 

to further sequence analyses by using other software outside PopDrowser. 

 

 

 

2.3 Nucleotide variation description and analysis along the genome of a natural population of 

Drosophila melanogaster 

 

We used the DGRP Freeze 1.0 Illumina sequence data and genome sequences from Drosophila 

simulans and Drosophila yakuba (Clark et al. 2007) to perform genome-wide analyses of 

polymorphism and divergence, and assess the association of these parameters with genomic 

features and the recombination landscape. 

 

2.3.1 Diversity measures & Linkage disequilibrium 

The same Freeze-1 population estimates described in section 2.1.3 and implemented as 

precomputed tracks in the PopDrowser (see 2.2.2) are used to do the population genomics 

analysis of the Freeze-1 data. These measures were estimated by implementing PDA2, MKT and 

VariScan2, the R statistical package (for graphics) and custom Perl scripts (Figure 2.2). Both PDA 

2 and VariScan2 can calculate almost the same population genetic estimates, from an initial 

sequence alignment and either in regions or sliding-windows. However, VariScan2 is coded in C 

language while PDA2 is a collection of Perl modules. For this reason, VariScan2 can do the 

estimations much faster than PDA2, which was convenient due to the large number of 

estimations and window sizes analyzed genome-wide. The DGRP Freeze-1 alignments were 

converted to Phylip format (Felsestein 1981) for even better performance of VariScan2. PDA2 

and MKT were used to create the scripts in charge of the SNP calling. 
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Although the quality of the sequences was already remarkable, some filters were applied to the 

alignments to ensure strength of the population genomics analyses: (i) ambiguous bases were 

not considered; (ii) the number of lines analyzed in each window was fixed at 140, which 

minimized the loss of sites in each window while accounting for the bias introduced by the 

clustering of polymorphic sites with ambiguous nucleotides; in addition, (iii) windows in which 

50% or more sites were ambiguous or unaligned were excluded completely. 

 

 

2.3.2 Re-coded whole-genome consensus sequence 

For some analyses, it was required to know the functional class for each position in the genome. 

To do this, a new re-coded sequence was created using a custom Perl script, the reference and 

gene annotations for D. melanogaster. Each position in the genome was annotated in the 

following categories: non-coding, small introns (<= 100 bp), long introns (> 100 bp), UTRs and 

synonymous and non-synonymous coding positions (in the form of 0, 2 or 4 fold degenerate 

sites). In the cases where multiple annotations overlapped a position we selected a single 

category following this criterion: 0-fold > 2-fold > 4-fold > UTR > Small intron > long Intron > 

Intergenic (Figure 2.6). 

 

 

Figure 2.6 Example of a consensus recoded fragment of the genome with a gene with multiple transcripts. 

(N) is for intergenic in dark blue, (U) is for UTR in orange, (0, 2, 4) are the degeneracies of the coding 

regions in green, (I) is for introns in red. 

 

 

 

2.3.3 Detecting and estimating natural selection 

Adaptive mutations and weakly deleterious selection act in opposite directions on the MKT, so 

if both selection events are occurring, they amount and sign of selection will be underestimated. 

To take adaptive and slightly deleterious mutation mutually into account, a method that 

ATTAGATTGCATGCAGGGCTAGGCAGTGCATGCATGACGGCTGACTGCAGCATTAGCGCGTTAG 
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incorporates site frequency spectrum (SFS) data to the framework of the McDonald & Kreitman 

(McDonald & Kreitman 1991) test (MKT), the Integrative-MKT (see Box 2) was used to analyze 

the DGRP freeze 1.0  genome data (Supplementary Material and Methods of Mackay et al. 

2012). To estimate selection along chromosomes, the integrative-MKT was implemented in 

software written in Java (Figure 2.7). The re-coded consensus sequence is used in the tests, but 

separating coding positions between synonymous or non-synonymous instead of the number of 

degeneracies. In the case of a 2-fold position, it was classified either synonymous or non-

synonymous only in the simple cases and not in the complex ones (Kumar et al. 2001). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.7 Integrative-MKT Java modules pipeline. Arrows indicate flux of data between the program 

modules. Input combines a precomputed file (vFasta) and command line parameters. Output is stdout. 

The program does not create intermediate files.  

 

The Integrative-MKT allows estimating five different regimes of selection acting on new 

mutations for any given region of the genome: the fraction of strongly deleterious (d), weakly 

deleterious (b) and neutral sites (f) for the given region (sites that have become neutral (γ) was 

calculated as a subset of (f)). It has also been implemented the calculation of the proportion of 

adaptive fixations (α) (Smith & Eyre-Walker 2002), the Direction of Selection (DoS) (a weighted 

and unbiased estimator of the neutrality index, Stoletzki & Eyre-Walker 2011) and the ratio ωα 

(the rate of adaptive evolution relative to neutral evolution, Gossman et al. 2012). To account 

for the fraction of neutrally segregating sites in the selected class (see Box 2) we use the 

information of the SFS as explained in figure 2.8. 
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                                                                                                             𝑎)  𝐹4
𝑖 =  

𝑆4
𝑖

𝑆4 𝑡𝑜𝑡𝑎𝑙
    ,   𝐹𝑗

𝑖 =  
𝑆𝑗

𝑖

𝑆𝑗 𝑡𝑜𝑡𝑎𝑙
 

 

                                                                                                          𝑏)    𝐶𝑗
𝑖 =  𝐹𝑗

𝑖 −  𝐹4
𝑖  

 

                                                                                                          𝑐)     𝑃𝑖 𝑤𝑒𝑎𝑘𝑙𝑦 𝑑𝑒𝑙. =  ∑ 𝐶𝑗
𝑖𝑖=𝑛−1

𝑖=1  

 

                                                                                                          𝑑)   𝑃𝑖 =  𝑃𝑖 𝑤𝑒𝑎𝑘𝑙𝑦 𝑑𝑒𝑙. + 𝑃𝑖 𝑛𝑒𝑢𝑡𝑟𝑎𝑙 

 

 

Figure 2.8 Calculation of the fraction of neutrally segregating sites in the putatively selected class by 

comparing the SFSs. As seen in Box 2, Pi (the count of segregating sites in the selected class of the standard 

MKT table) must be decomposed between neutral variants (Pi neutral) and weakly deleterious variants (Pi 

weakly del). The site frequency spectrum of the selected class (blue) is compared with the spectrum of the 4-

fold degenerated coding sites (the selected neutral class in the integrative-MKT software). First, (a) each 

value in the SFS is divided by the total number of segregating sites of its class. Then, (b) each value of the 

4 fold divided SFS is subtracted from the selected SFS class. All resulting values are (c) added together, 

this is the fraction of weakly deleterious sites in the selected class, finally, (d) the fraction of neutral sites 

is easily inferred. 

 

 

 

Optimizing file access. An unstoppable trend in genomics is the exponential grow in the amount 

of data available. This usually translates into bigger files. To tackle the impact of huge volume of 

data on the performance of genomic and bioinformatics analyses many strategies can be 

considered, for instance the usage of more optimized programming (using lower level languages 

like C, not at hand for every bioinformatician) or optimizing the reading (access) of the files. In 

the case of the access to a file, in a classical way, this is sequential. This means that if we have 

interest in data at the end of the file, the sequential program will move through every record 

before accessing our data of interest; increasing the processing time (Figure 2.9a). It is possible 

to access precise data without reading the whole file, this is called direct access (or random 

access, Figure 2.9b). There are two main direct access strategies: (i) the creation of indexes, 

companion files that store the position/bit where some landmarks are stored in our file to avoid 

reading the whole file; and (ii) files with fixed number of characters per row (this means that 

each line will have the same number of bits), this allows us to infer the bit our row is inside the 

file and access it directly. 
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We wanted to provide our software with direct access capabilities, and since the creation of 

index files was out of the expertise of the PhD. candidate, we decided for the fixed character 

number strategy. Our data of interest was the nucleotide at each position for each line, so the 

normal Multi-Fasta alignment files were converted into a new vertical Multi-Fasta format 

(named vFasta), where each position was a row and each individual genome was a column. As 

we had a fixed number of genomes, this implied a fixed number of characters per row in the 

vFasta file, so direct access techniques could be applied to speed-up the reading of the 

alignment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.9 Diagram picturing (a) sequential access and (b) direct access to information inside a file.  

 

 

 

 

2.4 Indel variation landscape in the genome of a natural population of D. melanogaster 

 

2.4.1 Filtering structural variants 

We used 357,708 JGIL-filtered, biallelic indels present in at least 101 lines to conduct the indel 

population genomics analyses. We assigned indels to one of six functional classes (coding 

sequence, 5’ and 3’ UTR, long [>100 bp] and short [≤100 bp] introns, intergenic sequence) using 

the 5.49 version annotations of the D. melanogaster reference genome (Marygold et al. 2013). 

We discarded indels spanning more than one functional class, leaving 357,608 indels with a valid 

functional class. Variant calls for the Freeze-2 were provided in VCF format (Box 3, Figure 2.5).  

a) 

b) 
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2.4.2 Inferring the ancestral state of Indels 

We analyzed insertions and deletions separately, after first polarizing ancestral and derived 

states with respect to the high quality second-generation assembly genome of D. simulans (Hu 

et al. 2013) as an outgroup. We inferred the derived allele status for 210,268 indels.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.10 Protocol to infer the ancestral state of an indel (indel polarization). (1) We add 100 nucleotides 

flanking each side of each indel allele (blue). Since we only have bi-allelic indels, all indels are a 

combination of presence (orange)/absence (nothing) of sequence. (2) Both extended alleles are BLASTed 

to the genome of an outgroup species (D. simulans). We select the longest BLAST result, taking into 

account a minimum 80% identity for the added flanking sequence. (3) We align the 2 extended alleles 

with the selected blast result. The allele with most identity with the outgroup sequence is selected as 

ancestral and the other allele as derived. 

 

 

We followed a strict protocol to polarize indel alleles (Figure 2.10). (i) For each biallelic indel, we 

added 100 nucleotides 5’ and 3’ from the reference sequence. (ii) We did a BLAST (Altschul et 

al. 1990, Camacho et al. 2009) search for both allelic sequences to D. simulans, retaining the 

longest D. simulans sequence for the next step. We discarded blast results with multiple hits and 

required that a valid hit must include at least 80% of the added nucleotides in step (i). Because 

larger indels do not always result in a valid blast alignment, we required valid blast hits for both 

1) 
allele 1 allele 2 (absent) 

+100bp +100bp 

2) BLAST (Dsim) 

✔ 

 

3) Alignment (MAFFT) 

Min 80% identity 

allele 1 (derived) 

allele 2 (ancestral) 

BLAST (Dsim) 
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alleles for indels ≤ 25 bp, while for indels > 25 bp only one valid hit for any of the two alleles was 

considered sufficient. (iii) We simultaneously aligned both indel allele sequences plus the 

corresponding D. simulans sequence using MAFFT software (Katoh and Standley, 2013) using 

the '--globalpair --maxiterate 20' options. This gave comparable results compared with other 

alignment software such as ClustalOmega (Sievers et al., 2011), TCoffe (Notredame et al., 2000) 

and MUSCLE (Edgar, 2004). (iv) We trimmed the alignment at 25 bp before and after the indel 

initial and end coordinates, respectively. We assigned derived allele status to the allele sequence 

which differs from the D. simulans sequence in this alignment region. From the trimmed 

alignment we discarded any fixed indels between D. simulans and D. melanogaster, or any 

partially overlapping gap. (v) We determined insertion or deletion status based on whether the 

derived allele sequence adds or removes nucleotides compared with D. simulans.  

 

We manually checked a random sample of 500 derived indels to which our polarizing protocol 

was applied; all were correct. Therefore, we conclude that the specificity of our procedure is 

very high, although we excluded 41% of the original indel data set from our evolutionary 

analyses. 

 

 

2.4.3 Calculating Indel Variation 

We have used a measure analogous to nucleotide diversity (p) to describe indel polymorphism, 

πindel. Basically we have considered every indel as biallelic and did not take into account its size. 

For biallelic SNP or indel events we can calculate their intrinsic variation or k, basically, an estimate like 

π (Nei 1987) for a single indel/SNP and assuming only 2 alleles: 

𝑘 =  
Freq. allele A  *  Freq. allele B

(𝑛
2)

 

Then nucleotide diversity (π) for a biallelic SNP or (πindel) for biallelic indels can be simplified as 

the sum of each intrinsic variation in a given genomic region m (in number of nucleotides):  

𝜋 =
∑ 𝑘𝑖

𝑛
𝑖=1

𝑚
 

We used an analogous measure to the SNP divergence to estimate divergence in indels (kindel) 

(Librado and Rozas 2009). We estimated fixed and polarized indel divergence for the D. 

melanogaster, D. simulans, and D. yakuba lineages using the multiple alignment caf1_6way (D. 

melanogaster, D. simulans, D. yakuba, D. pseudoobscura, D. ananassae, D. erecta) from the 



64  

 

VISTA Browser (Frazer et al. 2004). We used this alignment because was the only one we found 

that has the three species of interest (D. melanogaster, D. simulans, and D. yakuba) aligned at 

the same time, the other three species are not used. 

 

We estimated these diversity measures for the whole genome and by chromosome arm (X, 2L, 

2R, 3L, 3R, 4) in 100-kb no-overlapping windows. We also estimated the minor allele frequency 

(MAF) distribution for indels and the derived allele frequency (DAF) distributions for both 

deletions and insertions. It’s generally assumed that synonymous SNPs segregate neutrally, 

however some studies suggest that SNPs in small introns (< 120bp) could act even more 

neutrally (Parsch et al. 2010). Thus, frequencies of synonymous SNPs and SNPs in small introns 

are considered in the MAF and DAF distributions as putative neutral classes. We chose our 

threshold in introns 100bp long or less as small introns, since we empirically observed a clear 

clustering in the genome between introns below and above this size. 

 

We used the nonparametric Spearman rank correlation coefficient (rho o ρ) to test for 

covariation among the diversity estimates. We used the high resolution recombination map of 

D. melanogaster by Comeron et al. (2012) to correlate recombination with the estimated 

diversity measures. 

 

 

2.4.4 Estimating the proportion of adaptive fixations in indels 

With DFE-alpha (Eyre-Walker & Keightley, 2009, see 1.1.7) we tried to estimate the effects of 

adaptive selection on indels. Similar to the MK test, DFE-alpha uses information from two class 

sites, one putatively neutral and another to be tested for adaptive selection, but instead of using 

counts of variants it uses the site frequency spectrum of each class along with divergence data. 

DFE-alpha estimates the distribution of fitness effects and reports the proportion of adaptive 

substitutions (α), and the relative rate of adaptive substitutions relative to the neutral 

substitutions (ωα). If we observe the formula to estimate α in the MK test: 

𝛼 = 1 −
𝐷𝑠 𝑃𝑖

𝐷𝑖 𝑃𝑠
 

And compare with the method to calculate alpha in the DFE-alpha: 

𝛼 =  
𝑑𝑁 −  𝑑𝑆  ∫ 2𝑁𝑢(𝑁, 𝑠) 𝑓(𝑠|𝑎, 𝑏)𝑑𝑠

∞

0

𝑑𝑁
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We can see that the main addition is the consideration of the effects of slightly deleterious 

mutations ( 𝑓(𝑠|𝑎, 𝑏); a gamma distribution of scale parameter a and shape parameter b). 

2𝑁𝑢(𝑁, 𝑠) refers to the probability of fixation of a new mutation with selective effect s and 

population size N. 𝑑𝑁 and 𝑑𝑆 are the number of selected and neutral substitutions per site. The 

complete numerator represents the difference between observed and expected rates of 

selected substitutions no assuming adaptive fixation. 

Since it is not clear in which functional class indels are the most neutral, we used intergenic, 

small and long intron indels as putatively neutral classes with DFE-alpha. We assume these three 

classes of sites to be the less functionally and in this way we expect to clarify which of them is 

the best candidate for neutral indel class with the results (see Discussion).  

 

 

2.5 Summary of used and developed software 

 

The PopDrowser is based in GBrowse (Stein et al. 2002). The precomputed estimates of several 

DNA variation measures are obtained using VariScan 2 (Hutter et al. 2006), PDA2 (Casillas and 

Barbadilla 2006), MKT (Egea et al. 2008), the recombination calculator of Fiston-Lavier (Fiston-

Lavier et al. 2010); plus ad-hoc Perl and Bash scripts to run the other software and parse or 

convert results. Scripts in the R statistical language were used to plot graphics and run statistics. 

 

The integrative-MKT was developed in Java. The script to create the recoded sequence and the 

vertical Fasta conversion were developed in Perl. 

 

The indel polarization was done using BLAST (Altschul et al. 1990, Camacho et al. 2009) and 

MAFFT (Katoh and Standley, 2013). The estimation of natural selection, α, ωa y ωd  was done 

using DEF-alpha (Eyre-Walker and Keightley 2009). Automation, intermediate steps, file 

conversion and results parsing was done with ad-hoc Python scripts. Most of the indels statistical 

analysis plus graphic plotting was done with R scripts. 

 

Software and most ad-hoc scripts developed for this work are publicly available at 

https://github.com/mikyatope/thesis . 

https://github.com/mikyatope/thesis


66  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



67 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Part 3.  

Results 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



68  

 

 

 

 

 

3. Results  
 

 

 

 

3.1 PopDrowser: the Drosophila Genome Variation Browser 

 

The implementation of the DGRP polymorphism map using the GBrowse framework was called 

PopDrowser and it is freely accessible from http://PopDrowser.uab.es. The following is a 

description of all its implemented tracks and functions. 

 

3.1.1 Output 

Reference annotations. We have incorporated D. melanogaster reference annotations (build 

5.13) (Smith et al. 2007) from Flybase. These include gene information (mRNAs, CDSs, 6-frame 

translations), noncoding RNAs, tRNAs, and insertion sites of transposable elements. The last 

version of the phastCons conservation track (Siepel et al. 2005) from the UCSC is also displayed 

by using the Distributed Annotation System (DAS) protocol (Dowell et al. 2001), as well as a track 

showing the GC content of the reference sequence or nucleotide sequence when the region is 

zoomed in. 

 

Recombination estimates. We have used the recombination calculator of Fiston-Lavier (Fiston-

Lavier et al. 2010) to estimate the recombination rate by megabase (cM/Mb) in windows along 

each chromosome arm or in specific gene coordinates. The calculator is based on Marais maps 

(Marais et al. 2001, see 2.1.2). For the representation, we only considered the rate at the central 

point of the interval.  

 

Density tracks. The density of some genomic features has been calculated in sliding windows of 

10, 50 and 100Kb along the genome. We have density tracks from reference features (genes, 

microsatellites, transposable elements and coding sequence) and DGRP features (SNPs and 

sequencing errors). 

http://dgvbrowser.uab.es/
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Nucleotide variants. The location of nucleotide variants which are polymorphic in the DGRP 

population (SNPs) or fixed between the D. melanogaster reference genome and its 

phylogenetically closest species D. simulans (SNFs), together with their frequencies, are 

obtained with ad-hoc scripts based on the source code from the PDA software (Casillas and 

Barbadilla 2006) and displayed in the browser. Singletons (segregating sites where the minor 

allele occurs only once in the sample) are shown with a lighter shade. When a region is zoomed 

in, the allele frequency of each SNP is displayed as a pie graph glyph that has been adapted from 

the allele_pie_multi glyph from HapMap (Frazer et al. 2007) and that displays two allele 

frequencies: the frequency of the major allele and the added frequency of all other alleles 

(precise frequencies for all alleles can be seen by hovering the mouse over the glyph). 

 

Summary measures of nucleotide variation. Precomputed estimations for the main population 

genetics statistics were obtained using VariScan2 (Hutter et al. 2006; see 2.3.1). These statistics 

include the number of segregating sites (S) (Nei 1987), the total minimum number of mutations 

() (Tajima 1996), the number of singletons, the nucleotide diversity () (Nei 1987), the 

Watterson’s estimator of nucleotide diversity per site () (Nei 1987, Tajima 1993), and the 

Jukes-Cantor corrected divergence per site (K) (Jukes and Cantor 1969). 

 

Measures of linkage disequilibrium. Similarly, several measures of linkage disequilibrium are 

computed using VariScan2. These measures include the number of haplotypes (h) (Nei 1987), 

the haplotype diversity (Hd) (Nei 1987), and the Fu’s FS statistic (Fu 1997). The D value (Lewontin 

and Kojima 1960), the absolute D (|D|), D’ (Lewontin 1964), the absolute D’ (|D’|), and r2 (Hill 

and Robertson, 1968, Kelly 1997) have been computed here by averaging over all comparisons 

of polymorphic sites in the window.  

 

Neutrality tests. Several neutrality tests are also performed using VariScan2. These tests include 

the Fu & Li’s D and F (Fu and Li 1993), the Fay & Wu’s H statistic (Fay and Wu 2000), and the 

Tajima’s D statistic (Tajima 1989). Results of the generalized and the integrative McDonald & 

Kreitman (MK) tests (McDonald and Kreitman 1991, Egea, Casillas & Barbadilla 2007, Mackay et 

al. 2012; see Box 2) per each gene estimated from other members of our lab are also displayed 

in the browser. We have a track displaying: the generalized MKT results, the proportion of base 

substitutions fixed by natural selection (α) (Charlesworth 1994), the neutrality index (NI) (Rand 

et al. 1996), the direction of selection (DoS) (Stoletzki and Eyre-Walker 2011), the integrative 

MKT results (Mackay et al. 2012) and MAF and DAF spectra. All estimates have their statistical 
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significances. The genes in this track are colored depending in their DoS value and significance 

(grey: non-significant DoS, light green: significant positive DoS, dark green: significant negative 

DoS). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 Initial default page of the Popdrowser displaying a whole view of the 2L chromosome arm with 

several tracks: Recombination rate in 50kb windows (green), Sequencing errors in 100kb windows (grey), 

Gene density in 100kb windows (orange), Transposon density in 100kb windows, Nucleotide diversity in 

100kb windows (purple), Divergence in 100kb windows (violet), Linkage disequilibrium in 100kb windows 

(blue). 
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3.1.2 Custom analyses on-the-fly 

A powerful and innovative capability of this browser is that it allows performing custom analyses 

on-the-fly in any genomic region up to 1Mb in size. Once a chromosome region and a certain 

track have been selected for display, the user can choose to reanalyze that region directly from 

the browser with custom input parameters (e.g. window and step size, include/exclude 

singletons, include/exclude missing/gapped sites, etc.). Furthermore, users can choose to either 

visualize the output of their analyses graphically in the browser as a new track or to download 

it in a tabulated text file (Figure 3.3).  

 

Another functionality implemented in the browser is the option for users to download the 

aligned 158 DGRP freeze 1.0 genomic sequences of the region visualized at that moment. Both 

on-the-fly and sequence downloads have been implemented using the GBrowse plug-in system 

that, using Perl scripting, allowed us to create a layer to communicate GBrowse with Variscan2 

(for the on-the-fly analysis) and the aligned DGRP sequence files. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3.2 PopDrowser snapshot showing the reference genes track, the standard MKT track and in a 
popup the results of the integrative MKT, DoS, MAF & DAF specifically for the ade2-RA gene. 
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Figure 3.3 On-the-fly re-estimation of the nucleotide diversity in 1Kb windows for a selected genomic 

region in the PopDrowser (blue track). The same information in the blue track can also be downloaded in 

tabulated text format. 

 

 

 

3.2 Nucleic variation analysis of a natural population of Drosophila melanogaster  

 

3.2.1 Polymorphism and Divergence in the chromosome arms of D. melanogaster 

The nucleotide polymorphism averaged over the entire genome, π = 0.0056 and θ = 0.0067, was 

similar to previous estimates based on smaller data sets from North American populations 

(Sackton et al. 2009, Andolfatto & Przeworski et al. 2001). Average polymorphism on the X 

chromosome (πX = 0.0040) is reduced relative to the autosomes (πA = 0.0060) (X/A ratio = 0.67, 

Wilcoxon test P = < 10-16), even after correcting for the X/A effective population size (4/3 X= 

0.0054, Wilcoxon test P < 0.00002; Table 3.1) since there is only one copy of an X chromosome 

for 2 copies of each autosome in every cell.  

 

Nucleotide diversity in non-overlapping 50kb windows is shown in figure 3.4a. We can observe 

a clear pattern of reduction of diversity around the centromeric regions of the autosomes 

compared with a relatively constant diversity along the X chromosome. Autosomal nucleotide 

diversity is reduced on average 2.4-fold in centromeric regions relative to non-centromeric 

regions, and at the telomeres as well. While the reduction of polymorphism in the centromeric 

region is gradual, affecting the third fraction of the chromosome arm spanning the centromere, 

the reduction in the telomere is abrupt. Arms of chromosomes 2 and 3 share this pattern, 

however the reduction of diversity seems to be even more pronounced in the centromere of 
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chromosome 3. Chromosome X behaves differentially to autosomes, showing a slight reduction 

of diversity in the telomeric region that rapidly stabilizes to more uniform levels. 

 

Divergence is more uniform (coefficient of variation, CVk = 0.2841) across chromosome arms 

than polymorphism (CVπ = 0.4265; Fig. 3.4b). The observed peaks of divergence near the 

centromeres could be attributable to several causes: a reduced quality of alignments in these 

regions producing more sequence errors, higher mutation rates in those regions or higher 

fixation of slightly deleterious mutations due to low recombination reducing the efficiency of 

selection (see Discussion). Overall patterns of divergence are similar regardless of the outgroup 

species used. 

 

 

 

3.2.2 Recombination landscape 

Evolutionary models of hitchhiking and background selection (Begun & Aquadro 1992, 

Charlesworth et al. 1993) predict a positive correlation between polymorphism and 

recombination rate. Observing figure 3.4a we can see that there is a pattern of less 

recombination near the centromeric and telomeric regions, quite in parallel to the pattern 

observed with nucleotide diversity, thus expecting a correlation between the two estimates. 

This expectation is true only in regions where recombination is less than 2 cM Mb−1 (Spearman’s 

ρ = 0.471, P = 0), but recombination and polymorphism behave independently in regions where 

recombination exceeds 2 cM Mb−1 (Spearman’s ρ = −0.0044, P = 0.987). The average rate of 

recombination of the X chromosome (2.9 cM Mb−1) is greater than that of autosomes 

(2.1 cM Mb−1), which may account for the low overall X-linked correlation between 

recombination rate and π. The lack of positive correlation between recombination and 

divergence (Table 3.2) excludes mutation associated with recombination as a main cause of the 

correlation (see Discussion). 
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Table 3.1 Estimates of nucleotide polymorphism (π), Watterson’s  θ,  and divergence (k) for the whole 

genome, for each chromosome arm and for regions within arms (based on 50kbp non-overlapping 

windows). Outgroup species for divergence estimates are D. simulans (dsim) and D. yakuba (dyak). 

 

 

 

 

Table 3.2 Spearman and Pearson correlations between nucleotide diversity (π) / divergence (k) and 
recombination for the whole genome, for each chromosome arm and for regions within arms on 50 kbp 
non-overlapping windows.  

 

 

   π  Ѳ 

 N  mean median sd  mean median sd 

ALL 2383  0.0056 0.0059 0.0024  0.0067 0.0073 0.0023 

2L 461  0.0068 0.0070 0.0022  0.0080 0.0092 0.0021 

2R 423  0.0061 0.0064 0.0024  0.0071 0.0074 0.0022 

3L 491  0.0061 0.0068 0.0028  0.0074 0.0081 0.0025 

3R 559  0.0051 0.0053 0.0022  0.0063 0.0065 0.0021 

X 449  0.0040 0.0043 0.0014  0.0049 0.0053 0.0012 

Autosomes 1934  0.0060 0.0064 0.0025  0.0072 0.0078 0.0023 

(4/3)X 449  0.0054 0.0057 0.0018  0.0066 0.0070 0.0016 

   k dsim  k dyak 

 N  mean median sd  mean median sd 

ALL 2383  0.0620 0.0555 0.0317  0.1283 0.1198 0.0447 

2L 461  0.0592 0.0542 0.0238  0.1279 0.1209 0.0389 

2R 423  0.0660 0.0538 0.0535  0.1318 0.1163 0.0649 

3L 491  0.0597 0.0538 0.0327  0.1267 0.1173 0.0504 

3R 559  0.0546 0.0527 0.0142  0.1183 0.1131 0.0334 

X 449  0.0729 0.0693 0.0216  0.1403 0.1382 0.0264 

Autosomes 1934  0.0594 0.0536 0.0331  0.1256 0.1164 0.0475 

  Correlation between π and recombination  Correlation between kdyak and recombination 

  Spearman ρ p-value  Pearson r p-value  Spearman ρ p-value  Pearson r p-value 

2L  0.6599 0.0000  0.6952 0.0000  -0.2755 0.0000  -0.3816 0.0000 

2R  0.6529 0.0000  0.7598 0.0000  -0.4402 0.0000  -0.5243 0.0000 

3L  0.6629 0.0000  0.7745 0.0000  -0.4844 0.0000  -0.4100 0.0000 

3R  0.5123 0.0000  0.5660 0.0000  -0.3328 0.0000  -0.3895 0.0000 

X  0.1080 0.0239  0.2081 0.0000  -0.1784 0.0002  -0.3204 0.0000 



76  

 

3.2.3 Mapping selection across the genome 

In figure 3.4c selection is mapped in a genome-wide scale using an estimate analogous to the 

MKT’s neutrality index (see section 1.1.7).  Instead of the number of segregating sites, we use 

the average π0-fold and π4-fold values in non-overlapping windows of 50kb. At a first glance, it 

can be seen that events of either adaptive or deleterious selections seem to occur all along the 

genome. It also seems to be a reduction of amount of positive selection around the centromeres 

of the autosomes, which is not visible in the X chromosome. In fact, the X chromosome seems 

to undergo overall more positive selection than negative selection events.  

 

Trying to improve this initial genome-wide estimate of selection, we implemented the 

Integrative MKT method into an algorithm to calculate the fraction of neutral, strongly and 

weakly deleterious sites (see Box 2 and section 2.3.3). In the figure 3.5, we have the results of 

the genome-wide integrative MKT first implementation for the autosome arms and 

chromosome X. We can observe that the footprint of natural selection is pervasive all along the 

D. melanogaster genome, although the proportion of sites under the different selection regimes 

depends on the genomic region and the functional class. In autosomes, there is a higher fraction 

of neutral alleles (or a lower fraction of selected alleles, particularly strongly selected alleles) in 

regions near the centromeres (Figure 3.5a) for all functional classes except short introns. This is 

expected given that short introns are thought to evolve neutrally. In contrast, in the X 

chromosome there are no evidences for a lower efficacy of natural selection for genes close to 

the centromere. Moreover, globally the proportion of sites under selection (strongly and weakly) 

is higher for the X chromosome than autosomes, this is also observed in the analysis gene by 

gene of the freeze 1 data made also in our lab (Mackay et al. 2012). In the gene by gene approach 

a test was performed comparing the direction of selection (DoS) of genes in low and high 

recombination areas between autosomes and X chromosome. The DoS comparison indicates 

lower efficiency of selection for genes in centromeric regions in autosomes (Mackay et al. 2012). 

Altogether, our results suggest a greater efficiency of natural selection in the X chromosome 

relative to autosomes (Figure 3.5b). 

 

Different gene functional regions, or site classes, show different proportion of sites under 

different selection regimes. Non-synonymous sites show a greater evidence of strongly 

deleterious selection than the other classes and very little, but uniform along the genome, 

proportion of sites under weak (negative) selection. UTRs have the highest rate of strongly  
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Figure 3.5 Fraction of alleles segregating under different selection regimes by site class in non-overlapping 

100 kbp windows for (a, b, c, d) the autosomes and the (e) X chromosome. The selection regimes are 

strongly deleterious (d, in red), weakly deleterious (b, in yellow) and neutral (f, in green). Blank windows 

are discarded because no enough data was available. 

a) Chromosome 2L 

b) Chromosome 2R 
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Figure 3.5 (cont) 

 

c) Chromosome 3R 

d) Chromosome 3R 
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Figure 3.5 (end) 

 

deleterious selection after non-synonymous sites, and the functional gene region with the 

highest fraction of slightly deleterious alleles, but again their alleles are uniformly distributed 

along the chromosome. Long introns and intergenic regions behave in the same way; they have 

a lower fraction of strongly deleterious sites compared to non-synonymous sites and UTRs, and 

the amount of sites under weak negative selection amounts too little. Finally, short introns 

display a quite different pattern when compared with the other classes, with an overall excess 

of weakly deleterious positions (Figure 3.5). 

 

Interestingly, remarkable features of the estimates in figure 3.5 are the regions that have 

incongruent negative values for some fractions of allele segregating under specific selective 

regimes. Careful observation shows that this only happens in windows without highly 

deleterious selection and also seems to be related to an excess of neutral sites since it’s also 

observed in windows without slightly deleterious sites as well. A possible explanation could be 

that sites in the observed selected class are acting more neutrally than the putatively neutral 

class. This is more clearly visible with the results of the short intron class, which is suggested to 

be more neutral than the widely used synonymous sites. 

 

e) Chromosome X 
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3.3 Indel variation landscape in the genome of a natural population of D. melanogaster 

 

Although being the second most abundant source of genetic variation after SNPs, indels 

remained understudied due to problems for their reliable detection with current sequencing 

technologies. Data from DGRP freeze 2 has provided us with 357,608 confident indel variants in 

205 genomes from an initial set of 1,296,080 non-SNP variants (see 2.1.1). This indel data set 

has allowed us to do the most exhaustive genome-wide indel study to date in D. melanogaster, 

and it is comparable with the study of 1.6 million indels from 179 human genomes of 

Montgomery et al. (2013). 

 

 

3.3.1 Genome-wide indel statistics and distribution  

After estimating the ancestral state for 210,268 indels (see 2.4.2) we found that 86% of 

‘‘deletions’’ and 74% of ‘‘insertions’’ inferred from the reference genome were true deletions 

and insertions according to the polarized estimates. Evolutionarily derived deletions (n = 

145,015; 69%) outnumber insertions (n = 65,253; 31%) by 2.2:1 (Table 3.3; Figure 3.6). This 

estimate of the deletion:insertion ratio for D. melanogaster is consistent with previous 

estimates, which indicates a bias toward higher deletion than insertion rates:  

 Petrov (2002) ratio =  8.7:1 from 87 deletions and 10 insertions. 

 Ometto et al. (2005) ratio = 2.17:1 from 26 intergenic deletions and 12 intergenic 

insertions and 2:1 from 62 intronic deletions and 31 intronic insertions. 

 Assis and Kondrashov (2012) ratio = 3.5:1 from 614 deletions and 179 insertions 

from gene conversion events;  

 Leushkin et al. (2013) ratio deletion:insertion = 2.36:1. 

There are, on average, 60% fewer deletions ( 2
1  = 3815, P = 0) and 74% fewer insertions ( 2

1 = 

645.6, P = 0) on the X chromosome than on the major autosomal chromosomal arms (Table 3.3). 

Although most indels are small (1–2 bp), deletions are, on average, longer than insertions (Table 

3.3; Figure 3.6). However, the longest indels are insertions, most of which correspond to P 

transposable elements which have recently colonized the D. melanogaster genome (Kidwell 

1993). The longest insertions are preferentially located in centromeric regions.  

 

Indel size distributions show the same pattern regardless the chromosome observed (Figure 

3.6). The distribution is extremely skewed to the right, with a high number of very small indels 
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and a rapid decrease in size displayed with a long tail of longer indels. The excess of deletions 

over insertions can also be observed qualitatively in figure 3.6, especially with the smallest ones 

of 1 base pair.  The size distributions have the same pattern when looking at indels by functional 

class instead (Figure 3.7). Indels in 3’ and 5’ UTRs, long and short introns, and intergenic regions, 

show the observed excess of small indels and a long tail of larger indels. However, a very 

distinctive pattern appears when looking at indels in coding regions. The size distribution of 

indels in coding regions has discrete ‘‘peaks’’ for indel sizes in multiples of 3 bp (Figure 3.7). This 

pattern suggests strong negative selection against coding non-multiple of three nucleotides 

indels (most of them assumed to cause coding sequence frame-shifts) compared to more 

relaxed selection for insertions and deletions multiple of three (more probable to span complete 

codons), a phenomenon previously reported also on DGRP lines (Massouras et al. 2012, Leushkin 

et al. 2013) and in humans (Montgomery et al. 2013). 

 

Table 3.3 Indel count and size statistics. Indels are polarized with respect to their ancestral state using D. 

simulans as outgroup. 

Chromosome 
Total 

number 
Maximum 
size (bp) 

Mean 
size (bp) 

Median 
size (bp) 

Standard 
deviation 

(bp) 

ALL 210,268 2,921 8.47           4     49.54 

Deletions 145,015 2,915 8.93           5    18.34 

Insertions 65,253 2,921 7.47          3    84.62  

2L  46,225     

Deletions 32,138 459  8.70 5 13.30 

Insertions 14,087 2,915 6.45 3 66.59 

2R  37,479     

Deletions 25,660 2,843     8.96              6 23.02 

Insertions 11,819 2,915     7.17 3   78.92 

3L  46,749     

Deletions 32,521 2,915   9.15 5 23.67   

Insertions 14,228 2,921 7.35 3 82.77  

3R  50,600     

Deletions 35,755 616 9.19 6 14.13   

Insertions 14,845 2,915   7.41             3 80.77 

4  219     

Deletions 171 89   9.10 5   12.32                 

Insertions 48 2,915       133.54          3 586.10 

X  28,996     

Deletions 18,770 783   8.35         5      14.79   

Insertions 10,226 2,915 8.88           3     108.27   
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Figure 3.6 Indel size distribution per chromosome arm. Size distribution of insertions and deletions are 

given per chromosome arm. The bin size is 1 bp. Indels longer than 50bp are not shown.  

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 Indel size distribution by functional class. Size distribution of insertions (IN) and deletions (DEL) 

per functional class. The bin size is 1 bp. Indels longer than 50 bp are not shown.  
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3.3.2 Covariation between SNP and indel variation  

The SNP genotype calls are highly correlated between DGRP Freeze 1.0 (Mackay et al. 2012) and 

Freeze 2.0. Spearman rank order correlations (ρ) for estimates of SNP nucleotide polymorphisms 

(π) (Nei 1987) among 100-kb non-overlapping windows range from ρ = 0.94 for the X 

chromosome to ρ = 0.99 for 3R (Table 3.4), therefore, makes sense to use only the Freeze 2.0 

nucleotide polymorphism in our estimates from now on. Indel diversity is directly correlated 

with SNP polymorphism (Table 3.4) and shows the previously observed pattern of higher levels 

of polymorphism along autosomic chromosome arms and then decreasing gradually as 

approaching the centromere (Figure 3.8a). Again, this does not seem to be true for the X 

chromosome where indel polymorphism seems to be uniform only to decrease abruptly in 

telomere and centromere. Analysing insertions and deletions separately we can observe the 

same variation pattern along the chromosome arms with high correlation especially in 

autosomes (Figure 3.8b and c, Table 3.4). All indel estimates in autosomes are also correlated 

with recombination (Table 3.4), being this correlation weaker in the X chromosome. 

 

Table 3.4 Spearman correlation matrix among pairs of variables. Data pairs values are estimates for 100 

kbp non-overlapping windows along each chromosome arm (X, 2L, 2R, 3L, 3R). πSNP1 and πSNP2 refer to SNP 

diversity measures in DGRP Freeze 1.0 and Freeze 2.0, respectively. Indel refers to insertions and deletions 

combined, In to insertions only and Del to deletions only. All In and Del calls are for DGRP Freeze 2.0, and 

polarized with respect to D. simulans. c is recombination in cM Mb-1. Entries in the table are Spearman’s 

correlation coefficients (p-value). n/a: not applicable. 

 Chromosome Arm 

Correlation X 2L 2R 3L 3R 4 

πSNP1, πSNP2 
0.941 

(2.2e-16) 

0.967 

(2.2e-16) 

0.976 

(2.2e-16) 

0.982 

(2.2e-16) 

0.987 

(2.2e-16) 
n/a 

πSNP2, πindel 
0.660 

(2.2e-16) 

0.836 

(2.2e-16) 

0.860 

(2.2e-16) 

0.886 

(2.2e-16) 

0.880 

(2.2e-16) 

0.731 

(6.32e-3) 

πSNP2, πin 
0.581 

(2.2e-16) 

0.824 

(2.2e-16) 

0.842 

(2.2e-16) 

0.867 

(2.2e-16) 

0.868 

(2.2e-16) 

0.687 

(1.20e-2) 

πSNP2, πdel 
0.616 

(2.2e-16) 

0.756 

(2.2e-16) 

0.787 

(2.2e-16) 

0.817 

(2.2e-16) 

0.795 

(2.2e-16) 

0.505 

(8.12e-2) 

πin, πdel 
0.613 

(2.2e-16) 

0.751 

(2.2e-16) 

0.804 

(2.2e-16) 

0.798 

(2.2e-16) 

0.758 

(2.2e-16) 

0.308 

(3.06e-1) 

πSNP2, c 
0.387 

(2.02e-09) 

0.608 

(2.2e-16) 

0.693 

(2.2e-16) 

0.707 

(2.2e-16) 

0.644 

(2.2e-16) 
n/a 

πindel, c 
0.383 

(2.94e-09) 

0.504 

(3.15e-16) 

0.689 

(2.2e-16) 

0.727 

(2.2e-16) 

0.571 

(2.2e-16) 
n/a 

πin, c 
0.376 

(6.46e-09) 

0.519 

(2.2e-16) 

0.705 

(2.2e-16) 

0.748 

(2.2e-16) 

0.608 

(2.2e-16) 
n/a 

πdel, c 
0.334 

(2.99e-07) 

0.447 

(1.11e-12) 

0.619 

(2.2e-16) 

0.649 

(2.2e-16) 

0.485 

(2.2e-16) 
n/a 
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3.3.4 Derived allele frequency spectrum 

The MAF spectra (Figure 3.9) show an excess of low MAF indels compared to SNPs for all 

functional classes. Given that lower MAF variants are likely enriched for variants under purifying 

selection, these data are consistent with deleterious fitness effects of indels (Massouras et al. 

2012). Insertions and deletions with length non multiple of three nucleotides are highly 

overrepresented among the low DAF class (Figure 3.10), reinforcing the conclusion that negative 

selection is intense on this indel class. Relative to presumed neutral variants (synonymous SNPs 

and SNPs in short introns), all deletion classes have an excess of low-frequency derived alleles 

on all chromosomes. In contrast, the number of low-frequency derived insertion alleles is similar 

to or less than presumed neutral SNPs for insertions in short introns and multiple of three coding 

nucleotide insertions on the X chromosome. There is also a slight excess of high-frequency 

derived insertions compared to SNPs in all chromosomes and all functional categories except for 

non-multiple of three coding nucleotides. This could indicate more positive selection on 

insertions than deletions. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 3.9 Minor allele frequency (MAF) spectra, by functional class, for all indels on the autosomes and 

the X chromosome. 

small intron 
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3.3.5 Adaptive selection on indel variation 

To do a selection test on our indel dataset we had to select a putatively neutral class. However, 

there’s no clear neutral class for indels. In order to narrow options before the test, we checked 

global nucleotide polymorphism (πindel) and divergence (kindel) for indels by chromosome and 

functional class (Table 3.5). High values in both polymorphism and divergence are to be expected 

in variants acting neutrally. However, the indel classes with highest polymorphism are not all 

the same ones when looking at the highest divergence indel classes. Only autosomical deletions 

in short introns (highest polymorphism) and autosomical deletions in intergenic regions (highest 

divergence) appear between the five highest in both polymorphism and divergence. All short 

intron indels (autosomic and X insertions and deletions) appear at the top 5 polymorphic classes. 

Autosomic indels in UTRs appear to have quite divergence values. The next class in both 

polymorphism and divergence are deletions in autosomic long introns. Since the results were 

not conclusive to select a unique putatively neutral indel class, we decided to perform the 

selection tests with DFE-alpha in triplicate, using indels in intergenic regions, long and short 

indels as neutral classes. 

 

Table 3.5 Polymorphism (π) and divergence for indel class and chromosome, ordered from higher to lower 

values. Abbreviations: AUT. (Autosomes), DEL (Deletions), IN (Insertion), 

 

 Polymorphism ( π) 

Class Chr In/del  

Short intron AUT. DEL 0.000229753 

Short intron AUT. IN 0.000193738 

Short intron X IN 0.000151614 

Intergenic  AUT. DEL 0.000146241 

Short intron X DEL 0.000129388 

Long intron AUT. DEL 0.000112138 

3’ UTR AUT. DEL 0.000110009 

5’ UTR AUT. DEL 0.000108455 

Intergenic  X DEL 0.000100441 

Intergenic  AUT. IN 0.000086206 

5’ UTR X DEL 0.000076923 

Long intron X DEL 0.000073840 

3’ UTR X DEL 0.000071869 

3’ UTR AUT. IN 0.000070808 

Intergenic  X IN 0.000068403 

Long intron AUT. IN 0.000067771 

5’ UTR AUT. IN 0.000061544 

3’ UTR X IN 0.000059172 

Long intron X IN 0.000053701 

5’ UTR X IN 0.000046490 

CDS AUT. DEL 0.000016853 

CDS X DEL 0.000013070 

CDS X IN 0.000009311 

CDS AUT. IN 0.000006690 
 

 Divergence 

Class Chr In/del  

Intergenic AUT. DEL 0.001496293 

5’ UTR AUT. DEL 0.001040506 

3’ UTR AUT. DEL 0.000976717 

Short intron AUT. DEL 0.000965923 

Long intron AUT. DEL 0.000954280 

Intergenic AUT. IN 0.000862761 

CDS AUT. DEL 0.000859433 

Intergenic X IN 0.000760885 

CDS X IN 0.000726285 

Intergenic X DEL 0.000691206 

5’ UTR AUT. IN 0.000685704 

Short intron AUT. IN 0.000649590 

3’ UTR AUT. IN 0.000646464 

CDS X DEL 0.000626537 

5’ UTR X IN 0.000618709 

Long intron AUT. IN 0.000597146 

CDS AUT. IN 0.000595738 

Short intron X IN 0.000594473 

3’ UTR X IN 0.000540739 

5’ UTR X DEL 0.000510184 

Short intron X DEL 0.000497871 

Long intron X IN 0.000492733 

3’ UTR X DEL 0.000457592 

Long intron X DEL 0.000415241 
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The DFE-alpha results in Table 3.6 show us the proportions of adaptive fixations (α) and 

proportions of adaptive indel fixations relative to neutral fixations (ωα) in our indel dataset. At 

first glance, values of α and ωα using the three different neutral classes differ greatly. Estimations 

using intergenic indels as neutral show low values of α and ωα, while on the other hand, the 

results using short and long introns as neutral class display quite high proportions of adaptive 

fixations for all indel classes.  

 

However, some patterns are clearly visible between the three tests, regardless of the neutral 

class used. We can observe that indels in coding regions present the highest proportion of 

adaptive fixations, while the other functional classes display lower values of α and ωα. Globally, 

there’s no clear pattern indicating differences between deletions and insertions. However, the 

lowest value of α in the three tests always corresponds to deletions in coding autosomic regions. 

This could indicate both differences between X chromosome and autosomes and differences 

between deletions and insertions globally in the genome. Previous results in this chapter already 

suggest higher selection efficiency in the X chromosome when compared with the autosomes, 

but also can have implications in genome size mechanisms (see Discussion). 

 

Overall, introns seem better candidates to neutral indel regions than intergenic indels. Also, 

taking into account the higher proportion of fixations and the highest values of polymorphism, 

short indels could be the best candidate for neutral indel class. Still, short indels could have 

strong constraints in their size, so with these results are not enough to jump to such conclusions 

(see Discussion). 
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4. Discussion  
 

The DGRP genome dataset is a formidable resource for population genomics. In a natural 

population of model species D. melanogaster we have described the patterns of polymorphism 

and divergence (nucleotide and indels) along chromosome arms, the relationships between 

diversity and recombination, mapped the footprint of natural selection on SNP and non-SNP 

variants throughout the genome and developed a complete, public and accessible map of the 

polymorphism present in this population. 

  

4.1 Population genomics software development 

 

4.1.1 PopDrowser and Genome Brower 

A new dimension to genetic variation studies is provided by the new availability of within-species 

complete genome sequences. Next-generation sequencing technologies are making affordable 

genome-wide population genetics data, not only for humans and the main model organisms, 

but also for most organisms on which research is actively carried out on genetics, ecology or 

evolution (Pool et al. 2010).  

 

The Drosophila Genetic Reference Panel (DGRP) (Mackay et al. 2012) has sequenced and 

analyzed the patterns of genome variation in 158 (freeze 1) and 205 (freeze 2, see section 2.1.3 

of Material and methods) inbred lines of Drosophila melanogaster from a single population of 

Raleigh (USA), and conducted a genome-wide association analysis of some phenotypic traits. A 

major goal of this project is to create a resource of common genetic polymorphism data to aid 

further population genomics analyses. As a part of this DGRP project, we have implemented a 

modified GBrowse, a generic genome browser interface, specifically designed for the automatic 

estimation and representation of population genetic variation in D. melanogaster.  
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A number of web-based genome browsers displaying genetic variation data are already available 

(Benson et al. 2002, Kent et al. 2002, Hubbard et al. 2002, Stein et al. 2002, Frazer et al. 2007, 

Dubchak and Ryaboy 2006). Such browsers, however, are not well suited to deal with population 

genomics sequence information. For example, HapMap (The International HapMap Consortium 

2003), the most comprehensive genome browser of variation data so far, contains information 

on SNPs, CNVs, and linkage disequilibrium of human populations. It does not offer, however, 

genetic variation estimates along sliding-windows or neutrality-based tests. 

 

Unlike other population analysis tools (Hutter et al. 2006, Kofler et al. 2011), the PopDrowser is 

a genome browser specially designed for the representation and analysis of population 

genomics data. Originally, it comprised 180 tracks including the most commonly-used summary 

statistics and tests of the population genetics theory (see section 2.1.3 of Material and Methods) 

and standard and integrative MK test for the genome-wide detection of natural selection at any 

region. It is especially appropriate either for genome-wide analyses (e.g. mapping natural 

selection, detecting regions undergoing positive selection or functional unannotated regions 

that are highly constrained, or correlating levels of variation with other genomic measures, etc.), 

or for the detailed analysis on small chromosome regions. The flexibility of administrating the 

visualization of tracks, adding custom tracks of data, or analyzing specific regions on-the-fly, 

allows accommodating the PopDrowser to the user’s needs and facilitating their analyses.  

 

The technology of the GBrowse has been proved useful to graphically display huge quantities of 

population genetics information in an easy and interactive fashion.  An advantage of the 

Gbrowse technology is its open source nature. This allowed us modify parts of the code to 

customize some types of visualization, and has even allowed us the creation of a new 

functionality not present by default in the browser: the ability to perform on-the-fly analysis and 

the download of fragments from the complete DGRP freeze 1.0 alignment.  

 

One disadvantage, not exclusive of the GBrowse but shared between all the genome browsing 

systems, is the lack of standardized solutions, consequence of this continuous 'reinventing the 

wheel' common with this kind of tools and mentioned in the introduction. We could observe an 

example of it when the problem of displaying high volumes of data appeared during these years 

that we developed PopDrowser. During the first years in the already short history of genome 

browsing, browsers handled relatively low quantities of data since displaying some annotations 

in its local genomic context were not a computational problem (some gene names and start and 

end coordinates and that's it). Also, the visualization of really large regions is counterproductive 
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because too many annotations visualized at the same time are generally too small and has no 

value for the user. Even the growing number of tracks was no problem in this regard, at least, 

not until high throughput data arrived. New NGS technologies provided us with huge volumes 

of data, even for small regions with not many annotations. The lack of a standardized format to 

store, access and visualize such high volumes of data makes difficult to work with it. In the case 

of the GBrowse, in the last four years they have changed three times the standard storing format 

for big volumes of data. This is one of the most important challenges that genome visualizations 

face right now, and some promising solutions have already been proposed like the BigWig data 

format (see Box 3, in Chapter 2: Materials and Methods) or the use of high performance 

computing and parallelization algorithms to optimize the access to the data like in the relatively 

recent GenomeMaps browser (Medina et al. 2013). 

 

Another caveat is trying to maintain the base GBrowse code constantly up-to date. This is an 

intrinsically consequence of the initial design of the tool (a problem also shared with many 

Linux/Unix based non-binary tools). Once configured, a genome browser is a very flexible, 

powerful and easy to use tool: adding new information and tracks is really straight forward, and 

it can be done without affecting the experience of the users. However, trying to upgrade the 

whole base code is no easy task and, in fact, very time consuming, since best experience is only 

assured in static environments (operation system-wise speaking). Since GBrowse is based in a 

collection multiple of bioperl scripts, custom changes to the code (at first a great feature to be 

available to do) are lost after an upgrade of the system. Also, GBrowse developers could 

introduce changes that affect our configurations, so an active administrator has to tackle this 

issues after an upgrade as well. An example of this can be observed with the PopDrowser: 

described containing 180, in the actual public version dozens are disabled since a change in the 

visualization had conflicts with negative values (affecting most of the tracks in the neutrality 

tests section). To correct this, both a complete upgrade of the GBrowse system and a conversion 

of all the precomputed estimates are required. Time constraints and the need to work on other 

parts of the thesis lead to this PhD. candidate to hold that upgrade, and probably leave it to a 

next member of the lab. 

 

Another issue is the portability of these systems. By definition, as web interfaces, the actual 

software resides in a single server computer, and users simply request the information to this 

server from their personal terminals. The increase in computational power of computers and 

the fairly low resources requirements of a GBrowse installation makes the option of the 
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installation into a virtual machine a feasible solution to allow the sharing of the complete 

implementation to people interested in use and modify it for their own uses. 

 

Probably the most relevant next improvements in genome browser technologies will come more 

from the side of the software/hardware than the biological side, especially in visualization and 

user interaction with the data. On the visualization side, it's clear that the current system based 

on the reference genome is insufficient: 

 

1. Genome Browse systems are originally designed to display single genome information 

while more and more individual genome data is produced. 

2. Genome Browsers are not well designed to display annotations with nucleotides not 

present in the reference, like new sequence of insertions or copy number variation.   

3. The only visualization of every genome browser is based in single region navigation. 

Interactions between different regions or chromosomes within the species, or even 

between species are not referred to. 

 

Clever use of different glyphs can patch the problem for now, but maybe these tricks will quickly 

become obsolete. Another huge change we can expect as well is the arrival of information on 

genome 3D organization, which for sure will force some changes in the visualization of genomic 

data that to date is mainly based in 2D. 

 

 

4.1.2 Integrative-MKT implementation 

Our first java approach to implement the integrative-MKT is useful by showing the fraction of 

alleles segregating under different selection regimes, but some inconsistencies in the estimates 

indicate that the results must be interpreted with caution (see section 2.3.3 of Material and 

Methods, section 3.2.3 of Results and Figure 3.5). This conclusion comes from the values of 

selection that span outside their graphic area. Interestingly, these ‘out of range’ estimates only 

happen in regions where the presence of highly deleterious alleles could not be inferred, 

suggesting that this is the effect of some biological mechanism underneath. A possible 

explanation could be that sites in the observed selected class are acting more neutrally than the 

putatively neutral class. In our case, the putatively neutral class are 4-fold degenerated coding 

sites. It could be possible that in coding regions, some 4-fold degenerated sites may be in linkage 

with non-synonymous strongly selected sites, thus overestimating the neutrality of these sites. 
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This effect could be revealed when these putatively neutral sites are compared with sites acting 

even more neutrally. This could explain the qualitative differences observed within the short 

intron sites, these sites could effectively be “more neutral than the neutral” class of choose. 

Mutations in 4-fold sites, without functional effect, have been considered selectively neutral 

since long (Kimura 1968, King & Jukes 1969), hence their use as neutral variation in many studies 

like in Mackay et al. (2012). However, codon usage bias observations suggested that 

synonymous mutations could have some function (Hershberg & Petrov 2009). Recently, Lawrie 

et al. (2013) estimated that 22% of mutations in 4-fold positions in D. melanogaster are 

deleterious enough to disappear rapidly from the genome. That 4-fold positions could have 

some functional impact is another explanation to the observation that a given class could be 

more neutral that the putatively neutral selected class. 

 

Another aspect to consider comes from comments on the Integrative-MKT method from 

Campos et al. (2014). They suggested that the assumptions behind the our method lead to an 

important underestimation of the fraction of deleterious sites, since in integrative-MKT 

deleterious sites are assumed to be always removed from the population, but there’s a 

possibility that a proportion of deleterious sites could remain segregating. However, since this 

underestimation is constant in our calculations, it does not change our overall conclusions. 

Clearly, a calibration of the neutrality of the selected class and the sub estimation the strongly 

deleterious sites could improve the performance of the estimates.  
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4.2 Nucleic Variation in a natural population of D. melanogaster 

 

4.2.1 Genome-wide patterns of polymorphism and divergence and recombination 

From our nucleotide variation analysis we can observe clear different patterns of polymorphism 

and divergence between (i) centromeric vs. non-centromeric regions within autosome arms, and 

(ii) between autosomes vs. X chromosome (Figure 3.4, Table 3.1). In autosomes the 

polymorphism levels are maintained across chromosome arms, but then decrease as reaching 

the centromeric and telomeric regions. The reduction is really abrupt in the telomere, in contrast 

with the reduction towards the centromere: it’s more gradual and it does not affect only the 

centromere but approximately a third of the chromosome arm is affected. Chromosome X has 

an overall reduced level of polymorphism, also maintained across the chromosome. It also 

exhibits an abrupt reduction of polymorphism in the telomere and somewhat in the centromere 

as well, not showing the gradual reduction of polymorphism observed in the autosomes. 

Interestingly, we observe a fairly similar pattern for recombination in autosomes (sudden 

increase in the telomeres, elevated through the chromosome arm, and gradual decrease 

towards the centromere) (Figure 3.4a).  

 

This high resolution map of polymorphism is clearly in line with the predicted pattern of reduced 

polymorphism in the centromeric areas made with only 17 observations by Hudson and Kaplan 

(1995), at least in the autosomes (Figure 1.5). This polymorphism pattern is correlated with 

recombination levels in the autosomes (Table 3.2) and, as exposed in the introduction, follows 

more than two decades of observations of reduced polymorphism in areas of low recombination 

such as the centromeres (See Introduction 1.1.4; Aguade et al. 1989; Stephan and Langley 1989; 

Berry et al. 1991; Begun and Aquadro 1992; Martin-Campos et al. 1992; Stephan and Mitchell 

1992; Langley et al. 1993). The correlation polymorphism-recombination is not so clear in the X 

chromosome (Table 3.2, see discussion for the X chromosome differences in section 4.2.3). 

Looking in detail at our correlations between polymorphism and recombination, it seems to exist 

a recombination threshold around 2 cM Mb−1 above which  does not increase further, reaching 

the amount of polymorphism a plateau. Below this threshold, nucleotide diversity correlates 

strongly with recombination, attaining its lowest values in zero-recombining regions. Our study 

strongly confirms at a genome-wide scale the observations of other studies that recurrently find 

correlation between polymorphism and recombination in the Drosophila genus (Begun & 

Aquadro 1992, Begun et al. 2007, Kulathinal et al. 2008, Sackton et al. 2009, Stevison & Noor 

2010). This reduction in polymorphism correlated with the recombination is not limited to the 
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regions with zero recombination or to the centromeres. Instead, the correlation spans at least a 

third of the autosomes (Barron 2015). It was already suggested that recombination could be the 

major force shaping the polymorphism patterns in the genome (Sackton et al. 2009). However, 

analyses with the DGRP data confirms and reinforce this hypothesis, since it has been observed 

that recombination explains x3 times (in autosomes) and x8 times (in the X chromosome) more 

the amount of polymorphic explained by other factors (Barrón 2015).  

 

As mentioned in the introduction (See section 1.1.5), when an adaptive allele is fixed, or a 

deleterious allele removed from the population, if there is no recombination, neutral nearby 

variation is reduced. The lower the recombination, the longer the region affected and more 

pronounced the reduction of polymorphism. Furthermore, if linked regions are long enough, 

there is the possibility that both events of adaptive and deleterious selection can occur together, 

interfering with each other and affecting as well the linked neutral variation, an effect called Hill-

Robertson Interference (HRi) and producing a reduction of the efficiency of selection (see 4.2.2). 

Mackay et al. (2012) and Castellano et al. (in press) have shown that those regions whose 

recombination rate is under the threshold are associated with lower efficiency of selection, 

especially in autosomes, as shown in figures 3.6 and 3.7 (Figure 4.1 and 4.2).  

 

 

 

 

 

 

 

 

 

 

Figure 4.1 The fraction of alleles segregating under different selection regimes by site class and 

chromosome region, for the autosomes (A) and the X chromosome (X). The selection regimes are strongly 

deleterious (d, dark blue), weakly deleterious (b, blue), recently neutral (γ, white) and old neutral (f − γ, 

light blue). Each chromosome arm has been divided in three regions of equal size (in Mb): centromere, 

middle and telomere [from Mackay et al. 2012 Figure 3]. 
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Looking deeper at the polymorphism-recombination correlation, Barrón (2015) observed that 

the threshold on which the correlation vanishes is different in each chromosome (ranging from 

3.36 cM Mb−1 in chromosome arm 2L to 1.54 cM Mb−1 in chromosome X), and also that the 

reduced efficiency of selection is not exclusive of the centromeric areas. As a consequence, 

when analysing both variation data and recombination rate along the genome, it can be divided 

in one hand, (i) regions with high recombination and low linked selection (thus, with high 

efficiency of selection), and on the other hand (ii) regions with low recombination and increased 

linked selection events with lower efficiency of selection (see 4.2.2). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2 Test for differences in the Direction of Selection (DoS) between autosomes and the X. DoS was 

calculated for each independent gene and averaged every 50 gene windows along chromosome arms. 

Values are given for the X chromosome and autosomes, for regions of high (≥2 cM Mb−1) and low (<2 

cM Mb−1) regions of recombination [from McKay et al. 2012, sup. figure 8]. 
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Finally, divergence shows no variation along the chromosomes except for a peak of divergence 

in the centromeric region that could be explained by an increased mutation rate, and/or more 

sequencing errors and/or or higher fixation of slightly deleterious mutations due to the 

reduction of the efficiency of selection in low recombination region (Birky & Walsh 1988). No 

correlation is found between recombination and divergence (Table 3.2), and, looking at the 

precomputed data in the PopDrowser, there is actually more sequencing errors in the 

centromeric regions (Figure 3.4b, Figure 3.1 and “Ns” track in the PopDrowser). So we could 

assume that those peaks in the divergence around the centromere are at least in part due to 

artifactual variants. 

 

 

4.2.2 Mapping natural selection across the genome and the major effect of recombination  

Our genome-wide selection estimates using the integrative-MKT method suggest the presence 

of adaptive fixations, neutral variation and deleterious alleles all across the genome (Figure 3.4c, 

Figure 3.5). Selection seems to be pervasive all along the genome, but its strength and mode can 

vary broadly when considering the different functional classes of sites. In correspondence with 

our window-by-window observations, gene-by-gene approaches (Figure 3.6, Mackay et al. 2012) 

show, for example, that the most constrained site class are the non-synonymous sites with 

73.9% of sites being strongly deleterious (d), while in non-coding sites d ranges from 38.1% in 

intergenic regions to 31.8% in introns. We observe significant shifting on the importance of the 

different selective fractions when comparing centromeric and non-centromeric regions of the 

autosomes. In centromeric regions, and regardless of the site class considered, the fraction of 

strongly deleterious sites is reduced considerably (Figure 3.6). This reduction is remarkable in 

UTR sites and is still important in non-synonymous sites. The diminution of d is compensated by 

an increase in the fraction of neutral or nearly neutral sites (f).  

 

The integrative-MKT method allows quantifying the average proportion of sites that have 

‘recently’ became neutral (𝛾), from the time of separation of D. melanogaster and D. yakuba, 

and that have resulted in an excess of polymorphism relative to divergence, distinguishing these 

sites from those that have undergone slightly deleterious mutations. In Mackay et al. (2012) 

(Figure 3.6), a higher fraction of sites that have recently become neutral o nearly neutral is 

observed in centromeric regions (27% in UTR sites and 13% in non-synonymous sites when 

compared to non-centromeric mutations 1.5% in UTR sites and 1% in non-synonymous sites). 

Even though the low or null recombination in these regions is expected to decrease the 

efficiency of natural selection and to account for the higher percentage of neutral or nearly 
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neutral sites, this “recently neutral” excess is expected to be reflected in divergence as well. 

However, we find an excess of polymorphism relative to divergence. This seems to indicate that 

weakly deleterious selection is common in centromeric regions. We also infer that an intense 

redistribution of the regimes of selection is taking place, converting sites that were under 

strongly deleterious selection and weak selection into neutral o nearly neutral sites in recent 

times. For adaptive selection, in Mackay et al. (2012), it is estimated that 24% of fixations (α) in 

coding regions (looking at 50kb windows) are adaptive. 

 

Assuming that the mutation rate does not change with recombination (from the observed 

patterns of divergence, Table 3.2 and figure 3.4b), it has been suggested that the reduction of 

variation in low recombination regions is consequence of the effect of linked selection 

mechanisms such as hitchhiking and background selection (Begun & Aquadro 1992, 

Charlesworth et al. 1993). In such regions, the low or lack of recombination makes selection very 

inefficient due to the HRi.  Accordingly, two or more selected variants which are in linkage 

disequilibrium interfere with each other reducing the efficiency of natural selection and as a 

consequence variation is reduced in those segments of the genome (Hill & Robertson 1966; see 

section 1.1.5 of Introduction). As recombination increases, the linkage disequilibrium between 

alleles is reduced, variants can segregate more freely as we can observe in the non-centromeric 

regions of the autosome arms and in the X chromosome, and selection can act more efficiently. 

As stated before, a reduction of the efficiency of selection in low recombination areas could lead 

to an increased fixation of slightly deleterious variants simply by drift. Once a variable in a low 

recombination region is fixed, variation from other segregating variants is reduced in a longer 

linked region, thus the reduction of variation we observe in the centromeric regions of the 

autosomes in Drosphila.  

 

As observed by Barrón (2015), the genome can be divided into two distinctive types of regions 

with opposite molecular evolutionary dynamics: linked selection blocks (LSB) and non-linked 

selection blocks (NLSB) (Figure 4.3). In NLSB, the classical interpretation of genetic variation 

based on the neutral theory as a null model can be applied (Cavalli-Sforza 1966; Lewontin and 

Krakauer 1973), while in LSB HRi is predicted to occur recurrently. Around 40% of the D. 

melanogaster genome seems to be constituted by NLSB (27% in autosomes, 77% in the X 

chromosome). Hence, 60% of the genome, especially in the autosomes, seems to be in a sub-

optimal situation regarding natural selection efficiency. This implies that it is not correct to 

consider the nucleotide as the unit of selection (Bustamante et al. 2001; Hahn 2008; Neher 2013; 

Messer & Petrov 2013) and that linked selection should be taken into account while trying to 
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infer natural selection. Furthermore, recently Castellano et al. (in press) have estimated, for the 

first time, the overall impact of HRi on the efficiency of selection in the whoel genome of D. 

melanogaster. Looking at the rate of adaptive evolution (α), they calculated that HRi diminishes 

the rate of adaptive evolution by ~24%, and that this fraction depends on the gene mutation 

rate: genes with low mutation rates lose ~17% of their adaptive substitutions while genes with 

high mutation rates lose ~60%. 

 

 

 

 

 

 

 

 

Figure 4.3 Linked selection blocks (LSB, in deep blue color) map of the genome of D. melanogaster, based 

in the recombination rate (c) in windows of 100Kb [from Barrón 2015, figure 3.10] 

 

 

 

 

4.2.3 Fast-X hypothesis  

The X chromosome exhibits a completely different variation pattern compared with the 

autosomes ones. As mentioned before, the overall polymorphism is reduced when compared 

with the autosomes, and there’s no gradual reduction in polymorphism towards the 

centromere. Also, the X chromosome has a higher average rate of recombination 

(2.9 cM Mb−1over the 2.1 cM Mb−1 of the autosomes) and divergence (kdyak 0.1403 over kdyak 

0.1256 of the autosomes). Moreover, the X chromosome has less neutral sites and a 

corresponding higher percentage of strongly deleterious alleles in general (Figure 3.6, Mackay 

et al. 2012). These observations could support the ‘Fast-X’ hypothesis.  This hypothesis appears 

from the observation that, although usually similar to the autosomes in size and cytogenetic 

appearance, the hemizygosity of the X chromosome in males expose new partially recessive 

mutation to a larger intensity of selection that may cause increased rates of evolution 

(Charlesworth et al. 1987, Vicoso & Charlesworth 2006, Meisel & Connallon 2013). In other 

words, the ‘Fast-X’ hypothesis proposes that X-linked genes can be more divergent between 

species when compared with autosomal genes. However,  several comparisons of autosome and 

2L 2R 

3L 3R

  2L 

X 

centromere 
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X divergence rates in Drosophila and other species have led to contradictory results (Thornton 

et al. 2006, Baines et al. 2008, Meisel & Connallon 2013) (Figure 4.4). Our results and most recent 

studies with genomic data in Drosophila support the ‘Fast-X’ hypothesis, especially when looking 

at male-expressed genes. However, the faster X evolution does not seem to be so clear in 

mammals and birds (Meisel & Connallon 2013).   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4 Tests for faster-X evolution. The relative rate of evolution is plotted for different classes of 

nucleotide sites and chromosomes in Drosophila, mammals and birds. The rate of evolution is measured 

as either dN/dS, amino acid (AA) divergence, or nucleotide divergence at different classes of cites 

(indicated on the x-axis). The expectation if X-linked genes and autosomal genes evolve equally is 

represented by de dashed line [from Meisel and Connallon 2013, figure 2].  

 

 

 

Our results show that in Drosophila melanogaster the X chromosome exhibits lower 

polymorphism levels except in centromeric region, and larger molecular evolution than 

autosomes, which clarifies the previous inconclusive studies based on partial data where 

chromosome arm regions could not be monitored in detail. This different pattern of 

polymorphism cannot be explained by mutation rate changes along the chromosome. Although 
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the X chromosome has higher divergence rate than the autosomes, divergence remains constant 

across the chromosome arm. Besides, there are no evidence of differences between X and 

autosomes in mutation accumulation experiments (Keightley et al. 2009; Schrider et al. 2013). 

The X chromosome contains a higher percentage of gene regions undergoing both strongly 

deleterious and adaptive evolution, and a lower level of weak negative selection and relaxation 

of selection than autosomes in all the arm regions.  

 

In terms of linked and non-linked selection blocks, Barrón (2015) shows that the larger rate of 

recombination in the X with respect to the autosomes makes that 77% of sites in the X 

chromosome are free of linked selection events. That is, 50% more sites are selectively 

independent in this chromosome than in the autosomes. Higher recombination rates imply 

increased efficiency of selection due to less linked selection and reduced HRi, as also suggested 

in Mackay et al. (2012) and other studies (Langley et al. 2012, Pool et al. 2012), supporting the 

hypothesis of a faster evolution of the X chromosome. It must be taken into account, though, 

that there’s only one copy of the X chromosome in males. This implies that, technically, the 

effective size of the X chromosome in the population is ¾ than of the autosomes. As said 

previously, in males new mutations are directly exposed to the effect of selection, contributing 

to different patterns of evolution in the X chromosome (Campos et al. 2014, Vicoso & 

Charlesworth 2006). The increased selection on partially recessive alleles in hemizygotic males 

together with the higher efficiency of selection due to the larger recombination rate in the X 

chromosome compared with the autosomes, can act synergically and account for the faster X 

evolution. 
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4.3 Indel Variation Landscape in D. melanogaster 

 

4.3.1 Genome-wide description of indel variation and indel-SNP relationships in D. melanogaster  

One of the first remarkable results from our indel analysis is the observed excess of deletions vs 

insertions in the genome. The strong observed bias toward deletions does not seem to be not 

an artifact due to larger difficulty of calling big insertions than deletions. Respect the reference 

sequence, around the same numbers of insertions and deletions were called in average for each 

DGRP Freeze 2.0 line (31682 deletions and 31704 insertions, in average per line), except for the 

largest variants (>400bp), where more deletions than insertions relative to the reference were 

called (85 deletions and 98 insertions, in average per line¸ Huang et al. 2014). Thus, a calling bias 

only exists for large indels, since such variants are a very small fraction (1.72% ≥ 100bp non-SNP 

variants of the DGRP Freeze 2 dataset), this cannot account for the excess of evolutionarily 

derived deletions. This excess of 2.2:1 deletions over insertions is consistent with previous 

studies in smaller data sets that also observed higher deletion than insertion rates (Petrov 2002, 

Ometto et al. 2005, Assis and Kondrashov 2012, Leushkin et al. 2013; see section 3.3.1 of 

Results). Again, we observe differences between autosomes and the X chromosome. 

 

In the Freeze 1.0 analysis, we found that SNP nucleotide polymorphism (π) was reduced near 

centromeres and telomeres and was positively associated with local recombination rate (for 

recombination rates < 2 cM Mb-1) (Figure 3.4a, Table 3.2). The pattern of πindel along 

chromosomes is similar to that of SNP nucleotide diversity (Figure 3.10). There is a strong 

positive correlation between indel and nucleotide diversity for all chromosome arms (Table 3.4), 

even when looking at insertions or deletions separately. Evolutionary models of hitchhiking and 

background selection predict a positive correlation between recombination and polymorphism 

for all variants, either indel or SNPs (Begun and Aquadro 1992; Charlesworth et al. 1993). We 

confirmed our previous observation of Freeze 1.0 (Mackay et al. 2012) that SNP polymorphism 

is positively correlated with the local recombination rate, and also extended this observation to 

insertions and deletions (Table 3.4). 

 

Thus, local recombination rate affects the same way of all types of variants, suggesting that the 

same evolutionary processes affecting SNPs are the most likely explanation for the observed 

clustering of indel variants (See section 4.2.1 and 4.2.2). The lack of correlation between 

recombination and divergence for SNPs and indels (Spearman r = 0.037 genome-wide, P = 0.205) 

excludes a mutagenic effect of recombination to explain such patterns. 
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Levels of indel and SNP polymorphisms are correlated along the chromosome arms (Table 3.4), 

that is, SNPs and indels high and low variation regions are mutually clustered. It appears that 

the clustering of SNP and indel variation is ubiquitous in prokaryotes and eukaryotes (Tian et al. 

2008, Hodgkinson and Eyre-Walker 2011, McDonald et al. 2011, Jovelin and Cutter 2013). 

Various mechanisms have been proposed to explain this: (i) indels may be mutagenic, either 

because they induce errors during the DNA polymerase replication near them (Tian et al. 2008; 

Jovelin and Cutter 2013, McDonald et al. 2011, Yang and Woodgate 2007) or may cause 

additional point mutations when segregating due to pairing problems during meiosis 

(Hodgkinson and Eyre-Walker 2011), (ii) it might  be that the regions in which SNPs and indels 

occur are inherently mutagenic (Hodgkinson and Eyre-Walker 2011), or (iii) SNPs and indels 

variation patterns behave in parallel because are driven by the same population genomic 

processes, such the common local recombination rate (Hodgkinson and Eyre-Walker 2011). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.5 Clustering of SNPs nearby selected indels and SNPs. Average number of SNPs at a distance to a 

high frequency variant (40-50% MAF). Solid lines represent SNP counts in lines that have the variant and 

dashed lines the SNP counts in lines that do not have it [from Huang et al. 2014, Figure 3].   

 

 

Massouras et al. (2012) and Huang et al. (2014) have tested with DGRP freeze 2.0 data the 

hypothesis whether indels are or not mutagenic. They tested if there was an excess of SNPs near 

selected indels at high frequencies (supposed to be older) when compared to the proportion of 
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other SNPs near selected SNPs, also at high frequencies. It is expected an increase in low 

frequency (more recent) variants if there is any increase of mutation rate. No clear differences 

were found, high allele frequency SNPs cluster around other variants at high frequency (SNPs or 

indels) and low frequency variants also cluster together, suggesting that indels are not especially 

more mutagenic for point mutations than SNPs are as well, indicating that variant clustering is 

not driven by indels. Looking at the same regions in lines without the selected alleles, they 

observe fewer variants of any frequency than in the same regions with the allele present, 

refuting the hypothesis that both indels and SNPs occur in regions with increased mutation rate. 

Then, both types of variants seem to be exposed to the same population genomic processes 

(Massouras et al. 2012, Huang et al. 2014) (Figure 4.5).  

 

 

4.3.2 Selection acting on indels 

The site frequency spectrum distributions of indels can give us hints about the selective 

mechanisms responsible for their variation patterns. In the DAF spectrum we observe an excess 

of rare alleles in deletions when compared to insertions (Figures 3.11 and 3.12). These results 

suggest that natural selection acts differently on insertions and deletions, with stronger 

purifying selection on deletions. Similar patterns have found by Petrov (2002), Assis and 

Kondrashov (2012) and Leushkin et al. (2013) in smaller data sets. This is consistent with the 

mutational equilibrium theory for genome size evolution proposed by Petrov (2002). According 

this theory, deletions are, in general, expected to be more deleterious. Small deletions or 

insertions in coding regions are almost assured to disrupt genes, and large deletions would affect 

genes more frequently than small insertions (Petrov 2002). The longer the deletion, the more 

probability to eliminate functional DNA, hence the more deleterious it is. On the other hand, 

insertions would have the same probability to affect a coding region regardless of their size, 

since they only have one breakpoint. Longer insertions may be favoured since the expansion of 

a genomic region (like in low recombination areas) has more chance to have its LD reduced. At 

the end, steady equilibrium is reached when the higher mutation rate of deletion over insertion 

is counterbalanced by a stronger selection against DNA loss compared with a more relaxed 

selection for DNA gains (Petrov 2002). Flow cytometry analysis has also shown huge variation in 

total genome sizes with a skew towards larger genomes when compared with the reference 

strain (Huang et al. 2014). This could be an evidence for the presence of weaker selection acting 

on longer insertions. However, we must be cautious with this result since flow cytometry 
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measures both euchromatic and heterochromatic DNA, and heterochromatic DNA is rich in 

transposable elements activity which could explain the variation in genome size.  

 

After seeing the effects of slightly deleterious indels, we wanted to estimate the amount of 

adaptive fixations of indels using the DFE-alpha software. However, the problem when trying to 

apply a method like the DFEalpha (which, like the MKT, requires two classes of sites, one being 

putatively neutral) is to assign the putative neutral indel class. That's not a problem with SNPs, 

where it's commonly assumed that the most neutral positions are either polymorphism in 

synonymous coding sites  or SNPs in the positions 8-30 of introns ≤ 65bp (Parsch et al. 2010) in 

a region. There is no a priori clear neutral indel class identified yet. In a first thought, the 

equivalent of synonymous SNP sites in indels are, apparently, indels in coding regions that does 

not shift the reading frame. The presence of segregating non-frameshift indels indicates that 

some proteins are flexible in adding or losing a few amino acids and maintain function, probably 

because these amino acids are not in important functional sites of the protein (Figure 3.9). 

However, where a synonymous SNP implies no change in an amino acid, this type of indels imply 

the gain or loss of one or multiple entire codons, and the neutrality of such loss/gains may be 

arguable (Zhao et al. 2013, Bermejo-Das-Neves et al. 2014, Boschiero et al. 2015). Also, frame 

and non-frame shifting indels must be used with caution, because they correct classification is 

really sensible to errors in annotation of exons and genes (Zhao et al. 2013, Boschiero et al. 

2015). 

 

Finally, for our DFE-alpha analysis we have chosen as the more putatively neutral indels those 

spanning both short and long introns and intergenic regions. These three classes are the ones 

with highest divergence/polymorphism ratio (if we do not take into account the high divergence 

rate in autosomic deletions in UTRs, Table 3.5), and they show the most similar behaviour to the 

putatively neutral SNP classes when we look at the DAF analysis (Figure 3.12).  

 

Regardless of the neutral class used, the DFEalpha estimates of α and ωα show that the class 

category with highest proportion of adaptive fixations are the indels in coding sequence (Figure 

4.6). Since indels are expected to be more deleterious, any indel segregating at medium or high 

frequency in a coding region has high probability to be advantageous, hence it will become fixed 

quickly. We can also observe a highest level of adaptive fixations in deletions when compared 

with insertions, probably reflecting as well that deletions undergo more often both positive and 

negative selection pressure over insertions.  
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However, despite indels in coding regions exhibit the highest rate of adaptive fixations, also they 

have the lowest estimated values of α and ωα within a coding indel class: deletions in autosomal 

coding regions. This low proportion of adaptive indel fixations in autosomic coding regions could 

indicate a higher proportion of slightly deleterious deletions in the region (also suggested by the 

MAF and DAF analyses, Figures 3.11 and 3.12). Also, this lower proportion of adaptive fixations 

observed for deletions, but not for insertions, could be another argument for the hypothesis 

that deletions are more selected against than insertions. This could be in favour of the 

hypothesized equilibrium between selection (against deletions) and more permissiveness to 

insertions, and this could be a major force maintaining genome size, at least in Drosophila.  

 

At the end, the answer to which indel class is more neutral remains unclear. From the three used 

classes, long intron indels show the most equilibrate results in α and ωα estimates, but results 

with short introns have similar patterns, only with higher values. Also, both insertions and 

deletions in short introns have the highest rates of polymorphism (Table 3.5), suggesting more 

neutrality than long intron indels. Still, it must be taken into account that short introns may be 

under size constrain (Comeron and Kreitman 2000) and any indel there is unlikely to act 

neutrally. However, the effect in short indel size might not be relevant in our study since most 

of the indels used are of small size. Finally, intergenic regions are probably too heterogeneous 

in size and composition (when compared to introns that are more delimited), hence the disparity 

in α and ωα estimates, however, it's not clear that indels within intergenic regions are less neutral 

than within introns. These results are only the starting point to the genome-wide analysis of 

indel variation. Further studies will follow to broaden our understanding of the evolution of indel 

variants in the genomes. 
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Part 5.  

Conclusions 
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5. Conclusions 
 

PopDrowser  

1. We have implemented PopDrowser, a genome browser based on GBrowse that has 

been specially designed for the representation and analysis of population genomics 

data. PopDrowser automates the estimation of several genetic variation measures along 

each chromosome from a set of aligned intraspecific sequences and the aligned 

sequence of outgroup species. The DGRP genome data and the genome sequences of 

Drosophila yakuba and Drosophila simulans have been used as the source of 

polymorphic and outgroup genomics data, respectively.  

2. PopDrowser allows the administration and visualization of multiple tracks in an easy and 

flexible way. A powerful and innovative function of this browser is that it allows 

performing analyses on-the-fly at any region with user defined parameters. The 

capabilities of visualization of annotations, track integration and on-the-fly analyses 

make PopDrowser a useful tool to gain a better comprehension of the population 

genomic processes at different genome scales. 

 

Nucleotide variation analysis of DGRP Freeze 1.0 

3. We observe a clear and consistent pattern of genome nucleotide diversity (π) along arms 

of the autosomic chromosomes: nucleotide diversity is reduced on average 2.4-fold in 

centromeric regions relative to non-centromeric regions, and at the telomeres. This 

pattern is not observed in the X chromosome, where diversity is almost uniform along 

it. Divergence is rather uniform along all chromosome arms. 

4. There is a correlation between polymorphism and recombination along chromosome 

arms. However, it seems to be a threshold around 2cM Mb-1 above which the correlation 

polymorphism/recombination vanishes. Recombination rate seems to be the major 

force shaping the patterns of polymorphism along chromosome arms and its effect 

seems to be mediated by the size of blocks of linked selection.  

5. Natural selection, both adaptive and purifying selection, is pervasive in the genome of 

Drosophila melanogaster. Selection is more efficient in the X chromosome as a whole, 

and in the central and telomeric regions of the autosomes than in the centromeres. 
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Nucleotide and indel variation analysis of DGRP Freeze 2.0 

6. Indel size frequency distributions are similar for each functional class of sites except in 

coding regions, where discrete ‘peaks’ of indels whose size are multiple of three are 

observed.  This distinctive indel size pattern in coding regions suggests a strong negative 

selection against frame shifting indels compared with a more relaxed selection for 

insertions and deletions spanning complete codons. 

7. The parallel levels of SNPs and indel diversity along chromosome arms seem to obey a 

common underlying population genomics factor, being recombination rate this main 

factor.  

8. A strict protocol to infer whether an indel variant is a derived deletion or derived 

insertion has been implemented. Our estimates show that deletions outnumber 

insertions according to a ratio deletion-to-insertion 2.2:1 in all chromosomes. These 

results strongly confirm previous studies suggesting higher deletion rates in the genome 

of D. melanogaster. 

9. Natural selection acts differently between insertions and deletions, being deletions 

more strongly selected by purifying selection. This is consistent with the mutational 

equilibrium theory for genome size evolution, which proposes that optimal genome size 

is maintained by the trade-off between purifying selection acting on small deletions 

exhibiting higher mutation rate and looser selection acting on insertions appearing in 

lower rates. 
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Annex A 

PopDrowser: the Population Drosophila 

Browser 
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Annex B 

The Drosophila melanogaster genetic refrence 

panel 
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Annex C 

Natural variation in genome architecture 

among 205 Drosophila melanogaster genetic 

reference panel lines 
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