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Part IV

Appendices
APPENDIX A

SMRD and ECAL Fiducial Volume

The momentum by range is computed using the length of a track and the energy loss (under certain particle hypothesis) within certain volume. Therefore, in order to reconstruct the momentum by range the track must be fully contained in ND280 volume.

In this analysis, BarrelECal and SMRD subdetectors were used to compute the momentum by range for tracks with no reliable TPC information (see Sec. 8.5). It was found that the performance of such variable, in terms of bias and resolution, is not acceptable when the track ends at the edges of these subdetectors. Therefore, it has been decided to reduce the fiducial volume in which tracks must finish.

In BarrelECal, the idea has been to remove the edge layer in XYZ. The size of the layers is $10 \times 10 \times 40 \text{ mm}^3$. In SMRD, roughly quarter of a counter has been remove ($60 \times 60 \times 125 \text{ mm}^3$). Fig. A.1 shows an scheme of the fiducial volume used in both subdetectors.

Figure A.1: Schematic view of BarrelECal (gray), SMRD (green) and FGD (blue) subdetectors of ND280. Orange boxes indicate the fiducial volume of each subdetector.
Appendix B

Electric Field Distortions in ND280 TPCs

Electromagnetic fields are one of the key ingredients of the TPC track reconstruction. Most of the simulation steps are performed using Geant4, which does not take into account non uniformities for these fields. Therefore, detector simulation of ND280 assumes homogeneous field while in reality distorted fields are possible. Consequently, these distortions must be understood, parametrized and corrected on data.

On the one hand, the motion of charge particles will be deflected when they cross a magnetic field. A perfect magnetic field configuration, $\mathbf{B} = (0.2 \ T, 0, 0)$, is currently used for the MC simulation. Nevertheless, from calibration using Hall probes, it is known that the magnetic field has distortions specially in the TPC3 region (see Sec. 6.3.1). These distortions are corrected on data using the measured magnetic field information (see Sec. 9.3.1).

On the other hand, electric field in the TPCs is used to drift the electron cloud, produced by ionization of the gas, towards the MM (see Sec. 6.3.6). In the presence of an electromagnetic field, the motion of the electrons can be characterized by the Langevin equation:

$$ \vec{v} = \frac{\mu}{1 + \omega^2 \tau^2} \left[ \vec{E} - \frac{\omega \tau}{|\vec{B}|} (\vec{E} \times \vec{B}) + \frac{\omega^2 \tau^2}{B^2} (\vec{E} \cdot \vec{B}) \vec{B} \right] $$

(B.1)

Ideally, the electric field should have only an X component (parallel to the magnetic field) so that the drift velocity $\vec{v}$ is parallel to X. However, small distortion of this field can be found (possibly due to inhomogeneities of the TPC geometry). As for the magnetic field, MC assumes a perfect electric field, so a correction on data should be applied in order to remove such distortions.

To quantify the electric field distortions in the TPCs, a hit-track residuals study is performed using information from the reconstruction. The idea is to select tracks crossing the TPC and to measure the residuals between the fitted and raw Y position of the hits in each pad column of the MicroMegas (MM). If the magnetic field was properly corrected previously, the distribution of the residuals should
be centered at zero. Consequently, any deviation from zero can be caused by electric field distortions.

In the following sections, a detailed explanation of the hit-track residuals study is shown. Firstly, a control sample will be produced. Secondly, the hit-track residuals maps will be obtained for each TPC and readout plane (RP) independently. Thirdly, those maps will be fitted using a model that reproduce E field distortions. Finally, distortion will be corrected in data and the impact of this correction in the momentum resolution will be studied.

**B.1 Hit-track Residuals**

The first step is the design of a control sample. This selection skims events with tracks having very small X angles (i.e. parallel to the MM plane). An event is selected when at least one TPC segment is found with the following features:

- The transverse momentum higher than 3 GeV/c. This condition is included to use only tracks with small curvature.
- The number vertical pad columns activated is higher than 60 (two consecutive MM have $36 \times 2 = 72$ vertical modules).
- The distance along X between the beginning and the end of the segment is lower than 45 mm and the cathode is not crossed.

This selection criteria is run over data using spill and cosmic $\mu$. It is important to notice that the magnetic field correction is already applied in those events. Fig B.1 shows some of the main features of the tracks contained in the control sample, in which each entry of the histograms does not represent an individual track but its associated clusters.

The hit-track residuals can be obtained for each reconstructed segment in the TPC using the following methodology:

- Fit the full segment and save the projected angle in the XZ plane, diffusion and curvature parameters.
- Fit again the track fixing the saved parameters.
Figure B.1: Left: Momentum distribution (top) and 2D distributions for the Z versus X position (bottom left) and Z versus Y position (bottom right) for each track that fulfills the previous requirements.

- In both fits, evaluate the value of $y$ in each vertical pad column in the MM.

- Compute the residuals of the position for each pad column $i$ of the MM using $y_{IBIAS}^i = y_{global}^i - y_{local}^i$.

These residuals (maximum of 72 per segment) are computed for all TPC segments from the control sample. Then, a map containing such information (so called, distortion map) can be computed grouping the segments depending on their X position within the TPCs. With current statistics, it was decided to group the segments in 10 different regions along X for each drift volume (3 TPC $\times$ 2 RP = 6 drift volumes) as shown in Fig. B.2. $y_{IBIAS}^i$ distribution is obtained for each column pad $i$ of the MM in each drift volume. Finally, the distortion maps are obtained using the mean and width of $y_{IBIAS}^i$ distributions.

Fig B.3 shows the mean and width of the $y_{IBIAS}$ distribution for very forward going segments ($\theta_{YZ} \sim 0$) crossing three different volumes in the middle region along X and in the positive or negative region along Y. Fig. B.4 shows the distortion maps in different regions of the TPC along the X axis and different angular conditions.

From these maps it can be concluded that the distortion shows a dependency on the X position and on the $\theta_{YZ}$ angle but not on the Y coordinate.
Figure B.2: Schematic view of the three TPCs (black) and two FGDs (red). Dashed lines indicate the different regions along X used for the hit-track residuals maps.

Figure B.3: Distortion map for TPC1-RP1 (left), TPC2-RP0 (middle) and TPC3-RP0 (right) in the middle region along the X axis and for very forward angles. Red (blue) line shows clusters with its Y position higher (lower) than zero.
Figure B.4: Distortion map for each TPC and RP for data from the control samples in which magnetic field distortions has been corrected. It shows the profiled $y_{bias}$ for each pad column $i$ in each X region. Dashed lines indicate each X region where the first block is the X region closer to the cathode and the last block the one closer to the anode.
B.2 E Field Model

The idea is to construct an electric potential \( \phi \) (decoupled from the homogeneous electric field) that can reproduce the behavior observed in the distortion maps shown in Fig B.4.

To begin with, two approximations will be used.

- The potential does not depend on the Y coordinate (see Fig B.3).
- The drift volume of the TPC is a free-charge region of space (i.e. the charge density is zero).

Therefore, the potential should follow the 2D Laplace equation in the XZ plane:

\[
\nabla^2 \phi(z, x) = 0 \quad \Longrightarrow \quad \frac{\partial^2}{\partial z^2} \phi(z, x) + \frac{\partial^2}{\partial x^2} \phi(z, x) = 0 \quad (B.2)
\]

Particularly important is the definition of the boundary conditions for this equation, which has been inferred using the distortion maps from Fig B.4.

- The residuals are centered at 0 when the TPC segments are close to the cathode or anode. Besides, the shape of the residuals has a symmetric behavior towards the central region of the drift volume. This fact suggests that the charge accumulation (due to distortions) in the cathode, anode and middle region of the drift volume is negligible \( (\phi(z, 0) = \phi(z, L) = \phi(0, L/2) \sim 0 \) where \( L \) is the length in X of the drift volume).

- The shape of the residuals in each region along the X axis is symmetric between the first and second half of the pad columns. Consequently, a similar charge accumulation can be assumed in both walls of the drift volume \( (\phi(+K/2, x) = \phi(-K/2, x) = f(x) \) where \( K \) is the length in Z of the drift volume).

Thus, Eq. B.2 can be solved assuming previous boundary conditions using the separation of variables.
method. The potential can be expressed as follows:

\[
\phi(z, x) = \sum_{n=0}^{\infty} A_n \sin \left( \frac{\lambda_n^{1/2}}{L} x \right) \frac{\cosh \left( \frac{1}{\beta_n} z \right)}{\cosh \left( \frac{1}{\beta_n} \frac{x}{T} \right)}
\]

\[
A_n = \frac{2}{L} \int_{0}^{L} f(x) \sin \left( \frac{\lambda_n^{1/2}}{L} x \right) dx
\]

\[
\lambda_n = \left( \frac{1}{\beta_n} \right)^2 = \left( \frac{2\pi n}{L} \right)^2
\]  

(B.3)

Furthermore, if the drift volume is split in two regions along X and the \( |f(x)| \) is the same for the two regions, then a relation between \( A_n \) parameters can be obtained. If the sum is truncated in the third term, the following potential is obtained:

\[
\phi(z, x) = A_1 \left[ 0.1345 \sin \left( \frac{2\pi}{L} x \right) \cosh \left( \frac{2\pi}{L} z \right) + 0.0046 \sin \left( \frac{4\pi}{L} x \right) \cosh \left( \frac{4\pi}{L} z \right) + 0.0002 \sin \left( \frac{6\pi}{L} x \right) \cosh \left( \frac{6\pi}{L} z \right) \right]
\]  

(B.4)

Obviously, several assumptions where made to obtain the potential from Eq. B.4 so this model will not reproduce the real electric distortion in the TPC. However, it can give a first order estimation of the distortion shape. Fig. B.5 shows the value of the distorted electric field for one of the drift volumes in the X and Z coordinates using this potential when \( A_1 = 1 \text{ V} \) (\( E_y = 0 \) in this model).

Figure B.5: Distorted electric field for one drift volume in the X (left) and Z (coordinates) coordinates using Eq. B.4 when \( A_1 = 1 \text{ V} \).
B.3 Fitter

Once the electric potential is parametrized, the next step is to obtain the strength of those parameters comparing the model with the data. The model defined in the previous section had only one free parameter, so some extra parameters have been included in order to give more freedom to the model:

$$\phi(z, x) = A \left[ \sin \left( \frac{2\pi}{L} z \right) \cosh \left( \frac{2\pi}{L} x \right) + c \cdot \sin \left( \frac{4\pi}{L} x \right) \cosh \left( \frac{4\pi}{L} z \right) + d \cdot \sin \left( \frac{6\pi}{L} x \right) \cosh \left( \frac{6\pi}{L} z \right) \right]$$  \hspace{1cm} (B.5)

Where the free parameters are marked in bold. Many distortion maps can be generated from MC varying the parameters of the electric potential.

Firstly, 72 electron clouds are simulated placing them at the pad plane and in the middle of each pad column. Then, those clouds are drifted back to the center of the 10 regions along X using Eq. B.1 (assuming homogeneous B field). Finally, their new Y positions are fitted with a straight line to reproduce the tracking (this is the main motivation for the 3 GeV/c cut in momentum) and the residuals are computed for that variable.

All the simulated distortion maps can be compared with the observed ones. Then, a fit is performed to extract the parameters of the electric potential that minimized the following $\chi^2$ for each TPC and RP:

$$\chi^2 = \sum_{i=0}^{\text{#pads}} \frac{(y_{\text{bias,DATA}} - y_{\text{bias,MODEL}}(A, c, d, e))^2}{2\sigma(y_{\text{bias,DATA}})^2}$$  \hspace{1cm} (B.6)

This minimization includes an extra degree of freedom, so called M. This parameter is able to account for the MM misalignment in an effective way. It shift up or down the prediction for the first 36 pad columns and the opposite for the other half. It is important to notice that this parameter is not included as part of the electric potential (which is independent from the misalignment).

This minimization is very complicated because it uses several degrees of freedom that can be highly correlated. Therefore, it is not desirable to use a very complex model for the potential. It has been tried to include free parameters in the phases, to add odd terms in the sum or to increase the dimensions of the potential from Eq. B.4. Adding this extra level of complexity does reduce the $\chi^2$ but the correlation between the parameters and the computational time increases.

The correlation problem is partially overcome a defining range of validity for the free parameters (using the order of magnitude obtained Eq. B.4). Besides, some of the parameters can be useless and this
would slow down the minimization process. Fig B.6 compares the distortion maps for the data and the best fit potential. The best fit parameters are shown in Table B.1.

<table>
<thead>
<tr>
<th>TPC1-RP0</th>
<th>A [V]</th>
<th>c (×10^{-4})</th>
<th>d (×10^{-5})</th>
<th>M (×10^{-5}) [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.73 ± 0.01</td>
<td>-22 ± 8</td>
<td>177 ± 7</td>
<td>60 ± 3</td>
<td></td>
</tr>
<tr>
<td>TPC1-RP1</td>
<td>-0.75 ± 0.01</td>
<td>-6 ± 8</td>
<td>113 ± 7</td>
<td>-103 ± 3</td>
</tr>
<tr>
<td>TPC2-RP0</td>
<td>0.72 ± 0.01</td>
<td>47 ± 8</td>
<td>150 ± 6</td>
<td>44 ± 3</td>
</tr>
<tr>
<td>TPC2-RP1</td>
<td>-0.75 ± 0.01</td>
<td>93 ± 8</td>
<td>126 ± 6</td>
<td>23 ± 3</td>
</tr>
<tr>
<td>TPC3-RP0</td>
<td>0.66 ± 0.01</td>
<td>20 ± 10</td>
<td>113 ± 8</td>
<td>28 ± 3</td>
</tr>
<tr>
<td>TPC3-RP1</td>
<td>-0.54 ± 0.01</td>
<td>-40 ± 10</td>
<td>95 ± 8</td>
<td>-107 ± 3</td>
</tr>
</tbody>
</table>

Table B.1: Value of the parameters from Eq. B.5 and the misalignment after the minimization process.

Currently, misalignment and some of the model parameters are highly correlated. This means that some of the values might not be reliable. The best solution would be to improve the current MM misalignment correction on data. This could reduce drastically the impact of the parameter associated to the misalignment in the fit.

**B.4 Validation: ∆y**

Data and the prediction from electric potential model show good agreement for the hit-track residuals study. Nevertheless, it is useful to check the performance of the model using other observables. The so called ∆y quantity is very useful to validate the model. The idea is to use tracks crossing at least two TPCs and propagate their TPC segments to the same Z position. Distortion should bias the Y position of the two propagated segments (see Fig. B.7).

The same control samples from the hit-track residuals study are used: long TPC segments with small deviation along X. Fig B.8 shows ∆y profiled for each region of the track X position. Similarly to the hit-track residuals study, it seems that the distortions has a clear dependency on the X position and the projected angle in the YZ plane. Besides, it seems that the order of magnitude of this distortion is very similar for the three TPCs.

The result from the model was included using particle guns that mimic the features of the control sample. Then, the electron clouds were drifted using the same technique as in B.3, but drifting towards the anode. The tendency in data and the prediction is similar, but the asymmetric behavior observed in data is not predicted by the simulation. This might be due to misalignment between the detectors or additional odd terms in the electric potential (very difficult to measure with the distortion map fit).
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Figure B.6: Distortion map for each TPC and RP for data from the control samples in which magnetic field distortions have been corrected (red points) and the model (blue lines). It shows the profiled $y_{bias}$ for each pad column in each X region. Dashed lines indicate each X region where the first block is the X region closer to the cathode and the last block the one closer to the anode.
Figure B.7: Schematic view of the $\Delta y$ using segments from TPC1 and TPC2. The effect of the distortion is magnified.

Figure B.8: Profile distribution between $\Delta Y$ and X position for different angles: 30 ± 2 (red); 0 ± 2 (green) and −30 ± 2 (blue). Crosses indicate the result on data from the control samples in which magnetic field distortions has been corrected. Dots represent the prediction from the simulation.
B.5 Data Correction

It is possible to correct the electric field distortions on the data using the model for the electric potential and the best fit parameters. The method corrects the position of the electron clouds measured in the pad planes by taking into account the distorted field when Eq. B.1 is used. Then, all the reconstruction is reprocessed. Finally, the hit-track residuals and Δy studies can be repeated to check the performance of the correction.

On the one hand, Fig. B.10 shows the distortion maps in different regions of the TPC along the X axis and different angular conditions after the electric field distortions have been corrected. The shapes for the different X volumes and angles becomes flat along the pad plane. On the other hand, Fig B.9 shows Δy profiled for each region of the track X position after the correction is performed. In this case, the bias seems to be centered around zero for any value of X.

In general, the correction seems to reduce the impact of the electric field distortion drastically. Nonetheless, it is important to remind that this methodology can be used to extract the even terms of the electric potential, while odd terms remain unknown.
B.5. DATA CORRECTION

Figure B.10: Distortion map for each TPC and RP for data from the control samples in which both magnetic and electric field distortions has been corrected. It shows the profiled $y_{bias}$ for each pad column $i$ in each X region. Dashed lines indicate each X region where the first block is the X region closer to the cathode and the last block the one closer to the anode.
B.6 Field Distortions and Momentum Resolution-Bias

Electromagnetic field distortions might have an effect on the momentum reconstruction. In this section, the impact of the field corrections on both the momentum resolution and bias is study in detail. The same method used in Sec. 9.3.1 will be followed to perform this analysis.

The same control samples as in previous sections are used to study the momentum resolution in data applying different field corrections. MC is obtained using the analysis files from Run-3c (produced with NEUT).

Fig B.11 compares the normalized kinematical distributions of the selected global tracks in data and MC. It is evident that discrepancies are found between data and MC mainly in the momentum and the angular distribution due to the usage of different samples. However, an agreement is also found in some regions of the phase space, allowing to compare data and MC safely (for instance the high momentum region).

Fig B.12 compares the momentum resolution for different configurations of the field corrections distinguishing between different TPCs. For the case of the bias, the results are shown in Fig B.13. Several conclusions can be extracted from these plots:

- Magnetic field corrections reduce mainly the momentum bias in the TPC2-TPC3 case. This is because the distortions are more pronounced in TPC3 (located close to the end of the magnetized volume). For the TPC1-TPC2 case, an improvement is also observed. Concerning the momentum resolution, the impact is less evident.

- Electric field correction affects mainly to the momentum resolution in both TPC1-TPC2 and TPC2-TPC3. It reduces the discrepancy between data and MC.

- Discrepancies between data and MC are not completely fixed with the field corrections. Strange dependencies are observed between momentum resolution-bias and the Y position. This might point to the MM misalignment.
B.7 Conclusions

Field distortions in the TPC of ND280 has been studied in detail. The underlying physics of these distortions is not fully understood yet. Some preliminary studies were showing that defects in the TPC walls could be causing such distortions. Currently, a correction (based on empirical studies) can be applied to the data in order to reduce both magnetic and electric inhomogeneities.

For the E field distortions, an effective electric potential has been implemented to correct them. The performance of the model is satisfactory, showing good agreement with data both for hit-track residuals and $\Delta y$ studies. Nevertheless, this correction is not able to reduce totally observed discrepancies between data and MC in momentum resolution and bias.

Currently, the process to extract the electric potential has several problems:

- Using very complex potential leads to high correlated parameters and slowness in the minimization process.
- MM misalignment is strongly correlated to some of the parameters from the electric potential.
- Odd terms in the electric potential can be absorbed by the curvature in the reconstruction, making them invisible in the s shape distribution.
APPENDIX B. ELECTRIC FIELD DISTORTIONS IN ND280 TPCS

Figure B.12: Momentum resolution as function of the transverse momentum, cosine of the director angle in Y, position X and position Y using TPC1-TPC2 (left) and TPC2-TPC3 (right). Colors indicate the different samples and configuration of the field correction.
Figure B.13: Momentum bias as function of the transverse momentum, cosine of the director angle in Y, position X and position Y using TPC1-TPC2 (left) and TPC2-TPC3 (right). Colors indicate the different samples and configuration of the field correction.
An interesting idea for future checks is to perform the studies described in this section using data when the magnetic field is OFF. This would reduce the impact of the electric field distortions, but it would allow us to decouple them from the magnetic field distortions. Besides, particle would cross the detector completely straight, reducing the impact of the curvature in the study and making feasible to study odd terms in the electric potential.
APPENDIX C

Time of Flight and Sense Corrections

C.1 Time of flight Correction

The time of flight between detectors is used to include the sense concept in the reconstructed tracks. At the time this analysis was done, timings from P0D, FGDs, BarrelECal and DsECal were available and calibrated, with ongoing work for PECal and SMRD ones.

Hit patterns in each subdetector affects the ToF computation. Therefore, the timing distributions will be different depending on the features of the tracks (PID, momentum, number of nodes, etc.). However, it has been found that there are Data/MC discrepancies for these ToF variables even when the features of the tracks are similar in data and MC.

In order to reduce these discrepancies, MC ToF must be biased and smeared so that the shape of its distributions matches data. The Data/MC ToF discrepancies are quantified by fitting each ToF with a sum of two Gaussians. A correction following a Gaussian distribution is then added to the MC ToF:

\[
\text{ToF}_{\text{Corrected}} = \text{ToF} + T \\
P(T = t) = \frac{1}{\sigma_{\text{corr}} \sqrt{2\pi}} \exp\left(\frac{(t - \text{mean}_{\text{corr}})^2}{2\sigma_{\text{corr}}^2}\right) \\
\text{mean}_{\text{corr}} = \text{mean}_{\text{Data}} - \text{mean}_{\text{MC}} \\
\sigma_{\text{corr}}^2 = \sigma_{\text{Data}}^2 - \sigma_{\text{MC}}^2
\]

(C.1)

Firstly, to obtain the correction factors, control samples that mimic the properties of potential \(\mu^-\) candidates are constructed. Usually, cosmic \(\mu\) are used as control sample, but in this case cosmic \(\mu\) (rarely stop in any of the ND280 subdetectors) have very different ToF distributions than beam \(\mu\) (often start and stop in any ND280 subdetectors). Therefore, beam \(\mu\) will be used as control sample.

A detailed study has been performed to ensure the safety of this correction and it concludes that data/MC ToF discrepancies are due to differences at the reconstruction level between data and MC.
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In other words, large ToF discrepancies are not expected only due to theoretical mismodeling of the MC. Data/MC comparison has been made for several variables (length, momentum, direction) when the ToF bias is large between data and MC. For the distributions of those variables the agreement between data and MC is good, which points to a reconstruction problem for the ToF discrepancies.

Four control samples are created. In the following paragraphs, each of them is explained in detail.

**LA-Start:** In this sample highest momentum low angle (more than 18 TPC nodes) track starting in FGD1 is selected. For these tracks, timing information from FGD1-FGD2 and FGD1-BarrelECal can be used.

Looking at the ToF distribution obtained from FGD1-FGD2 (see Fig. C.1), it is clear that a correction is needed. The correction factors for data and MC (distinguishing between magnet and sand $\mu$) are shown in Table C.1.

![Figure C.1: ToF between FGD1-FGD2 for tracks in LA-Start control sample. Colors indicate true sense and whether the true start position is within FGD1. Data/MC discrepancies are non negligible. Light blue markers represent GENIE prediction.](image)

<table>
<thead>
<tr>
<th>ToF FGD1-FGD2 [ns]</th>
<th>Data</th>
<th>BWD FGD</th>
<th>BWD noFGD</th>
<th>FWD FGD</th>
<th>FWD noFGD</th>
<th>Sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>2000</td>
<td>4000</td>
<td>6000</td>
<td>8000</td>
<td>10000</td>
<td>12000</td>
</tr>
<tr>
<td>-15</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>-10</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>-5</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table C.1:** Correction factors obtained after fitting a sum of two Gaussians to the ToF FGD1-FGD2 distributions in the LA-Start control sample.

In the case that the timing information is obtained from FGD1-BarrelECal, tracks with one (shower like) or more the one nodes (track like) in BarrelECal are distinguished (see Fig. C.2). The correction factors for data and MC (distinguishing between magnet and sand $\mu$) are shown in Table C.2.

![Figure C.2: ToF between FGD1-FGD2 and BarrelECal for tracks in LA-Start control sample. Colors indicate true sense and whether the true start position is within FGD1. Data/MC discrepancies are non negligible. Light blue markers represent GENIE prediction.](image)

<table>
<thead>
<tr>
<th>ToF BarrelECal [ns]</th>
<th>Data</th>
<th>BWD FGD</th>
<th>BWD noFGD</th>
<th>FWD FGD</th>
<th>FWD noFGD</th>
<th>Sand</th>
</tr>
</thead>
<tbody>
<tr>
<td>-20</td>
<td>2000</td>
<td>4000</td>
<td>6000</td>
<td>8000</td>
<td>10000</td>
<td>12000</td>
</tr>
<tr>
<td>-15</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>-10</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>-5</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>2</td>
<td>4</td>
<td>6</td>
<td>8</td>
<td>10</td>
</tr>
</tbody>
</table>

**Table C.2:** Correction factors obtained after fitting a sum of two Gaussians to the ToF BarrelECal distributions in the LA-Start control sample.
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Figure C.2: ToF between FGD1-BarrelECal for tracks in LA-Start control sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Light blue markers represent GENIE prediction.

<table>
<thead>
<tr>
<th>BarrelECal Nodes = 1</th>
<th>BarrelECal Nodes &gt; 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.2: Correction factors obtained after fitting a sum of two Gaussians to the ToF FGD1-BarrelECal distributions in the LA-Start control sample.

LA-End: In this sample highest momentum low angle (more than 18 TPC nodes) track ending in FGD1 is selected. For these tracks, timing information from FGD1-P0D and FGD1-BarrelECal can be used.

In the case that the timing information is obtained from FGD1-P0D, tracks are split depending on the number of nodes reconstructed in P0D, one (shower like) or more the one (track like) (see Fig. C.3).

It is clear that the timing does not perform well when the number of nodes is equal to one. Therefore, no correction is applied in that case. The correction factors for data and MC (distinguishing between magnet and sand $\mu$) are shown in Table C.3.

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table C.3: Correction factors obtained after fitting a sum of two Gaussians to the ToF FGD1-P0D distributions in the LA-End control sample.
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**Figure C.3:** ToF between FGD1-P0D for tracks in *LA-End* control sample when the number of nodes in P0D is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. It is clear that when the nodes are equal to one the ToF can not distinguish properly between forward and backward going tracks. Light blue markers represent GENIE prediction.

In the case that the timing information is obtained from FGD1-BarrelECal, tracks are split depending on the number of nodes reconstructed in BarrelECal: one (shower like) or more the one (track like) (see Fig. C.4). The correction factors for data and MC (distinguishing between magnet and sand $\mu$) are shown in Table C.4.

**HA-Start:** In this sample highest momentum high angle (less than 18 TPC nodes) track starting in FGD1 and ending in SMRD or BarrelECal FV (see Appendix A) is selected. For these tracks, timing information from FGD1-BarrelECal can be used. Tracks with one (shower like) or more the one nodes (track like) are split in BarrelECal (see Fig. C.5). The correction factors for data and MC are shown in Table C.5.
Table C.4: Correction factors obtained after fitting a sum of two Gaussian to the ToF FGD1-BarrelECal distributions in the LA-End control sample.

(distinguishing between magnet and sand $\mu$) are shown in Table C.5.

Figure C.5: ToF between FGD1-BarrelECal for tracks in HA-Start control sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Light blue markers represent GENIE prediction.

Table C.5: Correction factors obtained after fitting a sum of two Gaussians to the ToF FGD1-BarrelECal distributions in the HA-Start control sample.

HA-End: In this sample highest momentum high angle (less than 18 TPC nodes) track starting in SMRD or BarrelECal FV (see Appendix A) and ending in FGD1 is selected. For these tracks, timing information from FGD1-BarrelECal can be used. Again, tracks are split depending on the number of nodes in BarrelECal: one (shower like) or more the one (track like) (see Fig. C.6). The correction factors for data and MC (distinguishing between magnet and sand $\mu$) are shown in Table C.6.

This correction factors are used to bias and smear the MC. Clear improvement can be observed in the timing distributions in the following section.
Figure C.6: ToF between FGD1-BarrelECal for tracks in HA-End control sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Light blue markers represent GENIE prediction.

Table C.6: Correction factors obtained after fitting a sum of two Gaussians to the ToF FGD1-BarrelECal distributions in the HA-End control sample.

<table>
<thead>
<tr>
<th>BarrelECal Nodes = 1</th>
<th>BarrelECal Nodes &gt; 1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>MC Magnet</td>
<td>MC Sand</td>
</tr>
<tr>
<td>mean_</td>
<td>-4.102±0.007</td>
</tr>
<tr>
<td>σ²_</td>
<td>3.262±0.022</td>
</tr>
<tr>
<td>mean+</td>
<td>3.804±0.020</td>
</tr>
<tr>
<td>σ²+</td>
<td>2.664±0.065</td>
</tr>
</tbody>
</table>

C.2 Sense Correction

This correction allows to distinguish between forward (meaning $z_{\text{start}} < z_{\text{end}}$) and backward (meaning $z_{\text{start}} > z_{\text{end}}$) going tracks. The idea is to correct the sense of the reconstructed track when timing information provided by the time of flight variable (ToF) fulfill certain criteria. Therefore, when this correction is applied there will be a flip between the following reconstructed variables:

$$\text{Position}_{\text{Start}} \leftrightarrow \text{Position}_{\text{End}}$$

$$\text{Direction}_{\text{Start}} \leftrightarrow -\text{Direction}_{\text{End}}$$

Furthermore, at global reconstruction the momentum of the track is computed under the assumption of forward (Momentum) and backward (MomentumFlip) sense of the track. In the case of the charge, it is always computed under the forward going assumption. Therefore, long TPC tracks, for which the reconstructed momentum and charge are reliable, the sense correction is also applied for these variables in the following way:
C.2. SENSE CORRECTION

Momentum ↔ MomentumFlip
Charge ↔ -Charge

At the reconstruction level, in the previous analysis, the sense concept was only introduced for tracks with ToF computed with FGD1-FGD2 detectors. In this analysis, the concept will be extended for tracks with timing information obtained from FGD1-P0D, FGD1-BarrelECal. In the following paragraphs, the correction criteria is described in detail.

In a first step all tracks are forced to be forward going. In order to apply the sense correction in a consistent way, only tracks with corrected ToF will be taken into account. Furthermore, in previous section it was shown that the timing information is different depending on the properties of the tracks. Therefore, the sense correction will be different for each of the groups (see Sec. C.1).

**LA-Start**: For these tracks, the flip method is applied using two different timing information: FGD1-FGD2 and FGD1-BarrelECal. Fig. C.7 and Fig. C.8 show the timing information and the red arrow indicates which tracks are flipped.

**LA-End**: For these tracks, the flip method is applied using two different timing information: FGD1-P0D and FGD1-BarrelECal. Fig. C.9 and Fig. C.10 show the timing information and the red arrow indicates which tracks are flipped.

**HA-Start**: For these tracks, the flip method is applied using only one timing information: FGD1-BarrelECal. Fig. C.11 shows the timing information and the red arrow indicates which tracks are flipped.

**HA-End**: For these tracks, the flip method is applied using only one timing information: FGD1-BarrelECal. Fig. C.12 shows the timing information and the red arrow indicates which tracks are flipped.
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Figure C.7: ToF between FGD1-FGD2 for tracks in LA-Start sample. Colors indicate true sense and whether the true start position is within FGD1. Red arrow indicates the flipped region. Light blue markers represent GENIE prediction.

Figure C.8: ToF between FGD1-BarrelECal for tracks in LA-Start sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Red line indicates the correction value. Light blue markers represent GENIE prediction.

Figure C.9: ToF between FGD1-POD for tracks in LA-End sample when the number of nodes in POD is higher than one. Colors indicate true sense and whether the true start position is within FGD1. Red arrow indicates the flipped region. Light blue markers represent GENIE prediction.
Figure C.10: ToF between FGD1-BarrelECal for tracks in LA-End sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Red arrow indicates the flipped region. Light blue markers represent GENIE prediction.

Figure C.11: ToF between FGD1-BarrelECal for tracks in HA-Start sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Red arrow indicates the flipped region. Light blue markers represent GENIE prediction.

Figure C.12: ToF between FGD1-BarrelECal for tracks in HA-End sample when the number of nodes in BarrelECal is equal to one (left) and higher than one (right). Colors indicate true sense and whether the true start position is within FGD1. Red arrow indicates the flipped region. Light blue markers represent GENIE prediction.
In this analysis, the vertex is defined by the start position of the $\mu^-$ candidate. This information is mainly extracted from TPC-FGD matching, which uses an incremental matching procedure based on Kalman Filter from RecPack (see Sec. 6.3.7). The basic workflow for this matching is the following:

- The seeds are the TPC reconstructed segments.
- Only use FGD hits that are in the same time bin as the TPC objects and charge $> 5$ pe.
- Extrapolate TPC track to the closest layer of hits.
- $\chi^2$ minimization for all the hits in the layer.
- If $\chi^2 < 15$, then hit is matched and seed is recomputed (repeated for all hits in layer).
- Repeat previous steps for the next layer. The extrapolation will stop if we skip more than one layer without hits (not when $d(y,x)/dz < 0.07$).
- After extrapolation stops, final refit, which smooths the reconstructed track.

Due to the current resolution of the FGD, directly related with the size of the scintillator bars, this matching algorithm might face some problems:

- For events in which the outgoing lepton and an hadron are produced back to back (parallel to each other), it is difficult to define the initial position for each of them (see Fig. D.1).
- When the particle multiplicity is high, hits produced by particles (which are not the lepton) might be matched to the reconstructed FGD segment associated to the $\mu^-$ candidate. Low momentum hadrons are the main contributors (see Fig. D.1).
Figure D.1: Display of two events for which the vertex is migrated in FWD (top) and BWD (bottom) samples from NEUT. Lines represent the true trajectory for different particles (µ=blue, proton=red, photon=yellow, gray=neutron). Thick light blue lines represent the reconstructed tracks. Circles represent the layers with a hit (size is proportional to the deposited charge). Dashed gray lines indicate the borders of the FGD1 layers.
The reconstructed vertex will be affected by both hadron production and kinematics at the interaction point. This migration might have a non negligible effect in three different aspects of analysis using FGD as target:

- Reconstructed momentum uses the momentum lost within the FGD, which is based on the length of the FGD segment. The migration of the vertex will change the length of the segment, producing a bias in the momentum reconstruction.

- Reconstructed angle mainly for low energy particles.

- Interactions happening out of fiducial volume can be reconstructed within the fiducial volume due to the migration of the vertex.

- Interactions happening within fiducial volume can be reconstructed out of fiducial volume due to the migration of the vertex.

The main problem is that our current MC generators do not predict accurately the kinematics of the outgoing hadrons, which depends on both cross section and FSI models. This might lead to differences between data and MC in the amount of events that suffer from these migrations. Besides, the length of this migration might also differ between data and MC.

It is important to understand the impact of this issue on the selection. Fig. D.2 shows how the vertex migrates in each sample. It is clear that the behavior is completely different depending on the sample. Indeed, in FWD and HAFWD samples, the effect is less relevant than in the BWD and HABWD case. Furthermore, the length of the migration seems to be higher in the BWD and HABWD selections. This is due to the fact that the incremental matching algorithm was optimized for forward going tracks.

Another interesting fact is the nature of the interaction associated to the vertex migration in each sample. For BWD and HABWD selections, the dominant reaction is CCQE (see Fig. D.2), so back to back topologies (between $\mu^-$ and proton) are the dominant cause of the migration. In the FWD and HAFWD cases, the high multiplicity is playing an important role (dominated by CCDIS and CCRES interactions).

It is important to notice that all the vertex migration observed in Fig. D.2 are not produced by hadrons. Indeed, part of the migrations appears because the sense of the $\mu^-$ candidate is not properly reconstructed. Table D.1 summarizes the true impact of the migrations due to secondary particles.
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Figure D.2: Difference between the FGD1 layer associated to the reconstructed start position of the \( \mu^- \) candidate and the true start position of the vertex for the different samples: FWD (top left), BWD (top right), HAFWD (bottom left), HABWD (bottom right). Colors indicate the true reaction type. Black dots represents the distribution using GENIE. In FWD and HAFWD (BWD and HABWD), the vertex migration appears when the difference is negative (positive).
The first conclusion that can be extracted is that percentage of vertex migration produced by hadrons in the selection are of the same order for NEUT and GENIE.

<table>
<thead>
<tr>
<th>Number of events (OOFV fraction %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>FWD</td>
</tr>
<tr>
<td>-----</td>
</tr>
<tr>
<td>26655.7 (4.4)</td>
</tr>
<tr>
<td>25215.7 (4.4)</td>
</tr>
<tr>
<td>5152.5 (7.3)</td>
</tr>
<tr>
<td>3578.2 (10.4)</td>
</tr>
<tr>
<td>4927.6 (4.6)</td>
</tr>
<tr>
<td>3349.1 (6.1)</td>
</tr>
</tbody>
</table>

Table D.1: Number of selected events that fulfill the criteria in each of the samples. The value in parenthesis represent the percentage of events in which the interaction is out of FGD1 FV. First row shows the result for NEUT and second for GENIE.

An interesting study is to identify which kind of hadrons are producing these migrations. That information is obtained looking for the true contributors that have produced FGD hits, which have been matched to the $\mu^-$ candidate FGD segment. This study has been performed for a subsample of selected events in the BWD sample using GENIE. Fig D.3 shows that the main contributor are protons going in the opposite direction of the $\mu^-$ candidate.

Figure D.3: Momentum of the true contributor producing FGD hits matched to the $\mu^-$ candidate FGD segment (left). Scalar product between the direction of such contributor and the $\mu^-$ candidate is also shown (right). Colors indicate the particle type.

However, preliminary studies in the FWD sample have shown that the true contributors are mainly backward going $\pi^+$ with momentum $\sim 200$ MeV/c or protons with momentum greater than 200 MeV/c.
D.1 From OOFV to FV

From Table D.1, it is possible to infer the impact of the vertex migration from the OOFV to FV due to hadrons. For the low angle selections, the migration is mainly coming from events happening in the dead material between the FGD, TPC and ECAL. From the total number of predicted OOFV events, around 20% are affected by this migration in FWD and BWD samples. For high angles selection, it also includes events happening in the rejected layers at the borders of the FGD in the X and Y directions. From the total number of predicted OOFV events, 22% (37%) are affected by this migration in HAFWD (HABWD).

Those percentage refers to simulation predictions. However, for data the percentage might be completely different. Therefore, a normalization systematic should be associated to this kind of events. Currently, no uncertainty is assumed.

D.2 From FV to OOFV

When the interaction has happened within the FGD1 FV, the vertex can be migrated to the rejected layers of the FGD1. This can mainly happens when the interaction is happening near the boundaries of the FV.

The amount of events suffering from this process can be estimated. The idea is to rerun the event selection without including the FV cut (see Sec. 8.5). Then, it is possible to count the number of $\mu^-$ candidates that has been reconstructed in the rejected layers but with its true vertex in the FGD1 FV. This study has been done for the FWD sample for Neut (Genie), showing that 1.9% (2.3%) of the $\nu_\mu$ CC interactions happening in the FGD1 FV were migrated to the rejected layers of the FV cut. The result is very similar for both generators.

The rate predicted by the MC might be different in data. This process is directly related with the simulation of hadrons. The problem is that it is very difficult to evaluate the differences between data and MC. To propagate this uncertainty in a very conservative way, a global normalization systematic can be associated to the selection, so the rate of reconstructed events near the edges of the fiducial volume fluctuates. Assuming that the difference between data and MC is of the order of 50% and applying such normalization uncertainty to the events reconstructed in the three closest layers of the
D.3 Momentum Bias

From Table D.1, it is also possible to infer how many events are affected by the momentum bias due to the vertex migration. Besides, it is interesting to observe the bias in the momentum distribution for each sample (see Fig. D.4). BWD and HABWD selections show a clear bias, while in FWD and HAFWD selections the effect is negligible.

![Image of momentum distribution](image)

Figure D.4: Difference between the reconstructed and true momentum of the $\mu^-$ candidate for events affected by vertex migration produced by hadrons (last row in Table D.1): FWD (top left), BWD (top right), HAFWD (bottom left), HABWD (bottom right). Colors indicate the true reaction type. Black dots represents the distribution using GENIE.

Besides, the mean of the momentum bias in BWD and HABWD selections is around $20\text{MeV/c}$. Fig. D.5 points to the fact that the momentum bias is directly related to the number of migrated layers, with a similar dependency for all the samples. The bias is less evident in the FWD and HAFWD selections.
because the amount of migrations is lower.

Figure D.5: Difference between the FGD1 layer associated to the reconstructed start position of the \( \mu^- \) candidate and the true start position of the vertex versus the difference between the reconstructed and true momentum of the \( \mu^- \) candidate for events affected by vertex migration produced by hadrons: FWD (top left), BWD (top right), HAFWD (bottom left), HABWD (bottom right). Red markers indicate the mean momentum difference.

MC prediction of both the amount of migrations and number of layers that the vertex is migrated might not represent correctly the data. To quantify such discrepancy, the energy loss in the FGD1 is compared between data and MC (subtracting to the reconstructed momentum, the reconstructed momentum in the TPC segment). The agreement between data and MC for that distribution is good. Then, it is concluded that the momentum bias is similar.

However, a conservative approach has been followed. The idea is to bias the energy loss in MC until the discrepancy between data and MC is large (defining a threshold factor). It is found that up to 7 MeV/c the energy loss distributions are similar. Therefore, an smearing factor of 7 MeV/c (3 layers because the energy loss in plastic for a \( \mu^- \) is \( \sim 2 \text{MeV/cm} \)) is applied to the reconstructed momentum for tracks starting or ending in the FGDs.
APPENDIX E

Efficiency per Reaction Type.

This chapter details the signal efficiency split in different reaction types contained in the CC inclusive interactions. It is important to notice that 2p2h is not implemented in GENIE generator, so no efficiency is expected in that case. The coherent channel is not included because the statistic is very low.
**APPENDIX E. EFFICIENCY PER REACTION TYPE.**

<table>
<thead>
<tr>
<th>[GeV/c]</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu p^{-1}$</td>
<td>1</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$\langle -0.25 \rangle$</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$&lt; 0.45$</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$&lt; 0.71$</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$&lt; 0.8$</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$&lt; 0.92$</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$&lt; 0.96$</td>
</tr>
<tr>
<td>$\theta_{\mu}$</td>
<td>$&lt; 0.985$</td>
</tr>
</tbody>
</table>

Figure E.1: Reconstruction signal efficiency as function of the momentum and angle of the true for CCQE interactions.
Figure E.2: Reconstruction signal efficiency as function of the momentum and angle of the true $\mu^-$ for 2p2h interactions.
Figure E.3: Reconstruction signal efficiency as function of the momentum and angle of the true final state for CCRES interactions.
Figure E.4: Reconstruction signal efficiency as function of the momentum and angle of the true $\mu^-$ for CCDIS interactions.
In this chapter, the impact of each source of uncertainty on the cross section result is described in detail. This study is done using the same procedure described in Sec. 10.7.6 using 500 toys.

To begin with, it is important to check that the thrown parameters associated to each systematic uncertainty are behaving properly. In Fig. F.1, the distribution for each parameter is compared with its associated prior after 500 toys. Such distribution is centered at the nominal value of each parameter. Besides, it has a width which correspond to the uncertainty associated to each parameter (small deviations are due to the tight valid range imposed for some theoretical parameter).

Figure F.1: Comparison between thrown values and prior mean and errors for the parameters associated to each systematics uncertainty. Blue (red) dots indicate the mean (rms) of the distribution for thrown parameters. Black dots represent the prior error obtain from the diagonal of the covariance matrix (prior mean is always one). Flux (top left); detector (top right); modeling (bottom).
An interesting study is to break down the different contributions from Eq. 10.13, so the impact of each uncertainty in the efficiency or number of reconstructed events can be understood. Fig. F.2, Fig. F.3 and Fig. F.4 shows the relative error associated to different terms in Eq. 10.13 when applying fluctuation due to MC statistic, flux and detector uncertainties respectively. In the case of the flux, the cross section uncertainty is dominated by the error in the integrated flux $\Phi$. Meanwhile, for detector and MC statistic the uncertainties are of the same order in the number of reconstructed events (affected by background estimation and smearing matrix) and reconstruction efficiency.

Fig. F.5 and Fig. F.6 shows the relative error associated to different terms in Eq. 10.13 when applying fluctuation due to $\pi$ FSI and cross section modeling systematic uncertainties. In the case of $\pi$ FSI, the uncertainty in the number of reconstructed events dominates (background is sensitive to $\pi$ FSI while reconstruction signal efficiency is not). In the case of cross section modeling, the dominant term is the reconstruction efficiency. However, in the regions with higher background contamination (very low and high momentum regions), the term associated to the number of reconstructed events becomes non negligible.

Furthermore, the result with and without including nuisance parameters for $\pi$ FSI and NC interactions is shown for comparison. It can be seen that in the regions of the phase space were the background is larger, the nuisance parameters are able to constrain the uncertainties.

Finally, it is also interesting to show the impact of the modeling systematics broken down the different parameters that are taken into account (see Sec. 9.2). Fig. F.7 and Fig. F.8 shows the relative error on the total cross section associated to each parameter from $\pi$ FSI. Fig. F.9, Fig. F.10 and Fig. F.11 shows the relative error on the total cross section associated to each parameter from cross section modeling.
Figure F.2: Relative uncertainty due to MC statistic for cross section (black), efficiency (green) and the number of selected events (red) in Eq. 10.13.
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Figure F.3: Relative uncertainty due to flux for cross section (black), efficiency (green) and the number of selected events (red) in Eq. 10.12.
Figure F.4: Relative uncertainty due to detector systematics for cross section (black), efficiency (green) and number of selected events (red) in Eq. 10.13.
nuisance parameters are included (straight line) and when nuisance parameters are not included (dashed line).
Figure F.6: Relative uncertainty due to cross section modeling for cross section (black), efficiency (green) and the number of selected events (red) in Eq. 10.13 when no nuisance parameters are included (dashed line) or when a nuisance parameter is included for NC interactions (straight lines).
Figure F.7: Relative uncertainty due to FSI modeling for cross section in Eq. 10.13 broken down into the different parameters.
Figure F.8: Relative uncertainty due to π FSI modeling for cross section in Eq. 10.13 broken down into the different parameters.
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Figure F.9: Relative uncertainty due to cross section modeling for cross section in Eq. 10.13 broken down into the different parameters associated to the modeling of CCQE-like interactions.
Figure F.10: Relative uncertainty due to cross section modeling for cross section in Eq. 10.13 broken down into the different parameters associated to the modeling of noCCQE-like interactions.
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### Table: Relative Errors Due to Cross Section Modeling

<table>
<thead>
<tr>
<th>GeV/c</th>
<th>µθ</th>
<th>Relative Errors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.45</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.6</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.71</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.8</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.87</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.92</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>0.96</td>
<td>&lt; -0.25</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>&lt; -0.25</td>
</tr>
</tbody>
</table>

Figure F.11: Relative uncertainty due to cross section modeling for cross section in Eq. 10.13 broken down into the different parameters associated with the modeling of NC and µ interactions.
Appendix G

Unfolding Validation

In this chapter, several tests are performed to validate the unfolding algorithm will be discussed. As it was detailed in Sec. 10.1.3, the cross section result is extracted using a maximum likelihood fit.

The performance of the fitted parameters is tested using pulls. Secondly, a bias study will be performed unfolding the MC and using itself as prior. Finally, several fake data samples will be produced and they will be unfolded using as prior both nominal NEUT and GENIE.

G.1 Pull Studies

In this section, performance of the fitter machinery is study in detail. The pulls of the free parameters from the fit are a good observable to perform a validation. One can construct "pull" distributions for fitted parameter values from many toy experiments that should have a Gaussian distribution with mean of 0 and width of 1.

The pull for correction factors (see eq. 10.9) is defined as follows:

$$\frac{c_{\text{fit}} - 1}{\sigma_{c_{\text{fit}}}}$$

(G.1)

Where $c_{\text{fit}}$ and $\sigma_{c_{\text{fit}}}$ are the correction factor and its associated error provided by the minimization algorithm.

For nuisance parameters, the basic idea is that the fitted value should be compared with the true value of the fake dataset.

$$\frac{p_{\text{fit}} - p_{\text{nominal}}}{\sqrt{\sigma_{p_{\text{prior}}}^2 - \sigma_{p_{\text{fit}}}^2}}$$

(G.2)

Where $p_{\text{fit}}$ and $\sigma_{p_{\text{fit}}}$ is the nuisance parameter and its associated error provided by the minimization algorithm. $p_{\text{nominal}}$ is the nominal value of the dial associated to each nuisance parameter. $\sigma_{p_{\text{prior}}}$ is
the associated uncertainty used to perform the Gaussian throw for each dial (see Sec. 9.2). The pull distribution for each parameter is fitted with a Gaussian function $G(\mu, \sigma)$. The mean and width will be the $\mu$ and $\sigma$ parameters respectively.

### G.1.1 Without Systematics

Data statistical fluctuations are applied to nominal NEUT. Then, it is unfolded using nominal NEUT as prior. After 500 toys, pulls distribution for the correction factors are fitted to a Gaussian. Pull mean and width are compatible with zero and one respectively (see Fig. G.1). In this case, both methodologies give equivalent results.

![Figure G.1: Pull mean and width for correction factors for 500 toys with statistical variation only.](image)

### G.1.2 With Systematics

In this test, the same methodology is followed. However, apart from statistical fluctuation, systematics uncertainties due to $\pi$ FSI and NC interactions are also taken into account. Therefore, the reconstructed distribution is unfolded using reweighted NEUT as prior.

One of the problems is that when including nuisance parameters, the minimization algorithm is not able to compute a reliable error matrix for the free parameters for $\sim 50\%$ of the toys, thus $\sigma_{fit}$ values are not reliable. Therefore, pulls distribution includes only toys in which the error matrix is reliable.
Fig. G.2 shows the mean and width of the pulls after 500 toys are thrown.

Figure G.2: Pull mean and width for correction factors and nuisance parameters for 500 toys applying systematics (π FSI and NC interactions) and statistical variation.

π FSI nuisance parameters do not show a normal distribution for its associated pulls. As it was shown in Sec. 9.2, nuisance parameters associated to π FSI are not very sensitive to fluctuation of π FSI predictions. Besides, some of them are thrown in a very restricted range and they are highly correlated. These two facts could be the explanation for such deviations in the pull distributions.
G.2 Bias Study

Another closure test is to check that the average result after unfolding nominal MC with itself as prior does not deviate from the truth nominal MC. Therefore, 500 toys are produced applying systematics and statistical fluctuations to nominal NEUT. Then, those distributions are used to unfold the reconstructed distribution from nominal NEUT.

The rate of reconstructed events in each bin (of true kinematics) for the fit and the nominal MC should be the same. Then, the bias is computed using the following formula:

\[
\hat{N}_{t}^{CC - \mu, FIT} - \hat{N}_{t}^{CC - \mu, NOMINAL}
\]  

(G.3)

Two different bias studies has been performed using 500 toys depending on the uncertainties that has been taken into account: statistic and systematic; only systematics. For each bin, the distribution from Eq. G.3 shows a Gaussian behavior, so they are fitted to a Gaussian function \(G(\mu, \sigma)\). The bias is obtained from the \(\mu\) parameter. Fig G.3 summarizes the relative value of the bias per each bin which is always below 3%.

![Bias Study](image)

Figure G.3: Mean of the bias between the number of reconstructed event obtained from the fit and the fake data in each true bin. 500 toys were used. Nuisance parameters are included for \(\pi\) FSI and NC interactions.
G.3 Fake Data Tests

In this section several fake dataset will be studied in detail. These fake data are produced either biasing nominal NEUT or with an alternative generator GENIE. Then, those fake data distribution will be unfolded. Nuisance parameters are included for $\pi$ FSI and NC interactions.

In order to take into account the statistical and systematic uncertainties, the same methodology described in Sec. 10.7 is followed. Thus, the fake data reconstructed distribution will be unfolded with a different prior transfer matrix for each toy experiment.

A $\chi^2$ test can be performed to quantify the difference between average result for the fitted cross section and the true cross section from the fake data set.

\[
\chi^2 = \sum_{i=0}^{N_{bins}} \sum_{j=0}^{N_{bins}} \frac{1}{\Delta \frac{d\sigma}{dX_i} \Delta \frac{d\sigma}{dX_j}} \left( \frac{d\sigma}{dX_i} - \frac{d\sigma^{FAKEDATA}}{dX_i} \right) \Sigma^{-1}_{ij} \left( \frac{d\sigma}{dX_j} - \frac{d\sigma^{FAKEDATA}}{dX_j} \right) \quad (G.4)
\]
G.3.1 **NEUT CCQE Bias**

**T2KReweight** can be used to produce different datasets varying the nuclear model for CCQE interactions. NIWG group did a detailed study fitting some CCQE parameters using external data (see Sec. 9.2). A fake dataset has been produced reweighting the nominal NEUT with the recommended values of those parameters. Table G.1 shows a comparison between those two models.

<table>
<thead>
<tr>
<th>Nuclear model</th>
<th>Spectral function</th>
<th>Relativistic fermi gas</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{QE}^{12C}$ [GeV/c$^2$]</td>
<td>1.20</td>
<td>1.15</td>
</tr>
<tr>
<td>$p_F^{12C}$ [MeV/c]</td>
<td>217</td>
<td>223</td>
</tr>
<tr>
<td>$p_F^{16O}$ [MeV/c]</td>
<td>225</td>
<td>225</td>
</tr>
<tr>
<td>$E_B^{12C}$ [MeV]</td>
<td>25</td>
<td>25</td>
</tr>
<tr>
<td>$E_B^{16O}$ [MeV]</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>$MEC^{12C}$ %</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>$MEC^{16O}$ %</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>RPA</td>
<td>-</td>
<td>Relativistic</td>
</tr>
</tbody>
</table>

Table G.1: Comparison between CCQE/2p2h dials in nominal NEUT and NIWG recommendation.

After 500 toys, the distribution from Eq. 10.13 is computed. The mean and width of such distributions is used to set the average cross section and its associated uncertainty per each bin (see Fig. G.4). Finally, the difference between average result and the fake data cross section is quantify using Eq. G.4 taking into account both systematic and statistical uncertainties (only systematic uncertainties) $\chi^2_{ndof=71} = 3.04259(70.1479)$. 
Figure G.4: Flux-integrated double differential cross section per nucleon for nominal NEUT used as prior (black line), nominal NEUT tuned with NIWG recommendation used as fake data (red line) and average result after fitting 500 toys (blue rectangles) after fitting 500 toys.
G.3.2 NEUT RES Bias

Resonance interactions, in which a $\pi^+$ is produced (apart from the $\mu^-$ and a nucleon), are a non negligible part of the signal at this energy. Nominal NEUT is based on Rein-Sehgal model and three dials can be used to tune this channel (see Sec. 9.2). This model with the current uncertainties is able to describe external data. However, some tension between the normalization of these datasets have been found. Therefore, it is interesting to test the machinery applying a variation to the resonance channel. Thus, the three associated dials will be bias by $+3\sigma$ factor.

After 500 toys, the distribution from Eq. 10.13 is computed. The mean and width of such distributions is used to set the average cross section and its associated uncertainty per each bin (see Fig. G.5). Finally, the difference between average result and the fake data cross section is quantify using Eq. G.4 taking into account both systematic and statistical uncertainties (only systematic uncertainties) $\chi^2_{n_{dof}=71} = 7.179(116.383)$. 
Figure G.5: Flux-integrated double differential cross section per nucleon for nominal MC used as prior (black line), nominal MC tuned by applying a $+3\sigma$ factor to CA5, MANFFRES and BgRES dials used as fake data (red line) and average result after fitting 500 toys (blue rectangles).
G.3.3 NEUT CC Other Bias

CC other interactions includes CC multi-pi (defined as interactions with more than one π produced with an invariant hadronic mass W between 1.3-2.0 GeV) and CC-DIS interactions. The production threshold for this interaction is around 0.6 GeV, thus they are not dominant in this energy range.

In the CC-DIS channel a well known model is used, called PYTHIA, based on parton theory. However, in the multi-pi channel the model used by each generator is different. Current uncertainty is based on external data and it is described in Sec. 9.2. It is interesting to test the machinery applying a variation to CC other channels. Thus, a fake data distribution is generated by scaling up CC other interactions by +3σ factor.

After 500 toys, the distribution from Eq. 10.13 is computed. The mean and width of such distributions is used to set the average cross section and its associated uncertainty per each bin (see Fig. G.6). Finally, the difference between average result and the fake data cross section is quantify using Eq. G.4 taking into account both systematic and statistical uncertainties (only systematic uncertainties) $\chi^2_{\text{ndof}=71} = 1.48074(31.3175)$. 


Figure G.6: Flux-integrated double differential cross section per nucleon for nominal NEUT used as prior (black line), nominal NEUT tuned by scaling up CC other interactions by a $+3\sigma$ factor used as fake data (red line) and average result after fitting 500 toys (blue rectangles).
G.3.4  NEUT Background Bias

NC interactions is the main background in this analysis (apart from out of fiducial volume interaction). Currently, our knowledge about neutral current interactions is limited, so conservatives uncertainties are assumed when modeling these interactions (see Sec. 9.2). Therefore, it is important to check the performance of the machinery when the impact of the background is varied.

A fake dataset is built from nominal NEUT scaling up the NC interaction by a $+3\sigma$ factor, which correspond to a 90% increment of this reaction. Then fake data is unfolded using nominal NEUT.

After 500 toys, the distribution from Eq. 10.13 is computed. The mean and width of such distributions is used to set the average cross section and its associated uncertainty per each bin (see Fig. G.7). Finally, the difference between average result and the fake data cross section is quantify using Eq. G.4 taking into account both systematic and statistical uncertainties (only systematic uncertainties) $\chi^2_{n\text{dof}=71} = 1.36534(37.0359)$. 

Figure G.7: Flux-integrated double differential cross section per nucleon for nominal NEUT used as prior (black line), nominal NEUT tuned by scaling up by a +3σ factor NC interactions used as fake data (same as nominal NEUT) and average result after fitting 500 toys (light blue rectangles).
G.3.5 GENIE

The alternative generator, called GENIE, is used to produce a fake dataset (normalized to the real data POT). This generator have several differences with the nominal NEUT, mainly the hadron production (see Sec 4.3). Therefore, this test will give an idea of the model dependency of the current fitter.

After 500 toys, the distribution from Eq. 10.13 is computed using as fake data and prior nominal GENIE and NEUT respectively. The mean and width of such distributions is used to set the average cross section and its associated uncertainty per each bin (see Fig. G.8). Finally, the difference between average result and the fake data cross section is quantify using Eq. G.4 taking into account both systematic and statistical uncertainties (only systematic uncertainties) $\chi^2_{ndof=71} = 11.804(576.786)$.

An small bias is observed in the low momentum region for very forward $\mu^-$. This is produced by the efficiency correction, which is significantly different between both generators in that region (see Sec. 10.4).
Figure G.8: Flux-integrated double differential cross section per nucleon for nominal Neut used as prior (black line), Genie used as fake data (red line) and average result after fitting 500 toys (light blue rectangles).
G.3.6 Alternative Prior

Using GENIE as prior is an important validation for the unfolding. It is also important because it shows how model dependent is the efficiency correction. Therefore, in this test, the fake data distributions are produced with nominal NEUT, while GENIE is used as prior. An approximation is introduced when performing this test because it uses same response functions for both generators.

After 500 toys, the distribution from Eq. 10.13 is computed. The mean and width of such distributions is used to set the average cross section and its associated uncertainty per each bin (see Fig. G.9). Finally, the difference between average result and the fake data cross section is quantify using Eq. G.4 taking into account both systematic and statistical uncertainties (only systematic uncertainties) $\chi^2_{n_{\text{dof}}=71} = 12.3565(581.478)$.

As in the previous fake data test, discrepancies are observed in the very forward and low momentum region. The reason is again the disagreement in the efficiency between both generators (see Fig. 10.8).
Figure G.9: Flux-integrated double differential cross section per nucleon for GENIE used as prior (black line), nominal NEUT used as fake data (red line) and average result after fitting 500 toys (light blue rectangles).
G.4 Sidebands validation

The main features of the sidebands were discussed in Sec. 10.2. They are mainly composed by negative pions going in the forward direction coming out from NC or CCDIS interactions. In the cross section extraction, sidebands has been used to control the uncertainties associated to NC interactions and $\pi$ FSI. In Sec. 10.7.6 it was shown that the impact of the sidebands in the total errors is negligible. The main reason is that the dominant uncertainties are due to statistics and flux normalization, which are not constrained with sidebands. Nonetheless, it is interesting to study the distribution of events in the sidebands when nuisance parameters are included.

Firstly, a fake data study is used as validation step. The same fake data set as in Sec. G.3.4 is used, in which the NC interactions are scale up by a factor 1.9. Fig. G.10 shows the value of the nuisance parameter associated to such dial after 500 toys are fitted using as prior NEUT and applying fluctuations due to statistics and systematic uncertainties. The distribution is centered around the bias factor applied to the fake data. Moreover, the rate of event in the sidebands for each reconstructed bin is shown comparing the fake data, prior and fitted distributions. The fake data distribution is better reproduced by the fitted prediction.

Secondly, the result from real data are analyzed when the fit is perform using as prior both NEUT and GENIE (see Fig. G.11). Firstly, it is important to notice that in both cases the nuisance parameter associated to the NC interactions are centered around zero. In this case, the prior and fitted recon-
structured distribution are very similar in the case of NEUT. However, the prior prediction from GENIE underestimate the fitted distribution. It is important to notice that the fitted prediction using as prior NEUT and GENIE is equivalent when including the nuisance parameters.

![Distribution of the nuisance parameter](image1)

![Number of events in the sidebands](image2)

Figure G.11: Top: Distribution of the nuisance parameter associated to the NCOTHER\(_0\) dial after 500 toys fitting the data with NEUT (red) and GENIE (green). Bottom: Number of events in the sidebands for each reconstructed bin after 500 toys fitting the data with NEUT (left) and GENIE (right). Each column represents a bin going from \(0 = [-1 < \cos\theta_\mu < -0.25, 0\,\text{GeV/c} < p_\mu < 30\,\text{GeV/c}]\) to \(70 = [0.985 < \cos\theta_\mu < 1, 4.8\,\text{GeV/c} < p_\mu < 30\,\text{GeV/c}]\).
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