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Abstract:

M/NEMS resonant sensors, due to their small size, consumption and quasi-
digital output (a frequency most of the time) are useful tools for on-board systems,
from smartphones to aeronautic technology. However, they suffer from
environmental drifts, and even though the effect of these drifts can be limited by the
design, it is sometimes necessary to use differential architectures to properly remove
the drifts from the measurements and ensure the output reliability even in harsh
environments.

In this work, a special technique for differential measurement is studied and
implemented, consisting in the synchronization of two resonators, one reference and
one sensor. Placed in a single feedback loop, they oscillate at the same frequency and
eventual phase shift when the physical quantity to be sensed is applied. This phase
shift is a theoretically drift-free way to measure this physical quantity. This technique
also benefits from its ease of integration, making it a good candidate for large scale
integration.

After studying the theoretical framework of the synchronization of two
resonators, several design guidelines are found for the architecture, which are used in
the fabrication of a proof of concept. The theoretical performances are found as well,
and compared to the experimental ones. A very good agreement is found between
experiment and theory, with a sensitivity enhancement of the order of the MEMS

resonators quality factor, and a thermal drift rejection ratio of the order of 200.



Resumen:

Los sensores M/NEMS resonantes, gracias a su pequefio tamafio, a su bajo
consumo Yy a su caracter quasi-digital (siendo generalmente la sefial de salida un tono
frecuencial), se han convertido en herramientas muy usadas en sistemas embebidos
portéatiles y de a bordo tales como en telefonia movil (es decir, en smartphones) o en
la industria aeroespacial. Sin embargo, dichos sensores sufren desajustes
provenientes de perturbaciones del entono que les rodea y, a pesar de la posibilidad
de disminuir tales efectos mediante el uso de diferentes técnicas, en segin qué
escenarios, es imperativo el uso de arquitecturas diferenciales para remover tales
desajustes y asi asegurar un correcto y fiable funcionamiento incluso en los entornos
mas severos en cuanto a perturbaciones.

En esta tesis se estudia una novedosa técnica de medida diferencial, que
consiste en sincronizar dos resonadores, uno siendo una referencia y el otro actuando
como sensor. Ambos resonadores oscilan a la misma frecuencia estando en un mismo
lazo realimentado. Cuando se produce un desajuste entre ambos, procedente de la
magnitud fisica a medir, se genera un desfase. Tal desfase permite tedricamente
capturar la magnitud fisica a medir totalmente libre de desajustes procedentes de
perturbaciones externas. Ademads, esta técnica es facilmente integrable, lo cual la
hace un candidato prometedor para su futura integracién a gran escala.

Después del estudio del marco tedrico de la sincronizacion de resonadores,
varias directrices se plantean para el disefio de tal arquitectura, las cuales se usan
para realizar la fabricacion de un prototipo para probar el concepto. Dicho prototipo
se caracteriza experimentalmente y se comprara con los resultados tedricos
calculados inicialmente, mostrando muy buen ajuste, con una mejora de la
sensibilidad del orden del factor de calidad Q de los resonadores MEMS, y un

thermal drift rejection ratio del orden de 200.
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Notations

Cin

Cout

Celectrode

Camp

Beam'’s length
Beam’s width
Beam’s thickness

Actuation and detection gap

position of beam’s midpoint for a CCB, of beam’s extremity for a CFB,

normalized with respect to G,

First temporal derivative of a

Second temporal derivative of a

Vacuum permittivity

Tungsten’s density

Tungsten’s Young Modulus

Resonator’s effective stiffness considering the first resonating mode
Resonator’s effective mass considering the first resonating mode

Resonator’s resonance pulsation considering a stress g and a bias

voltage 1,

Quality factor of the resonator

Cubic non-linearity coefficient (Duffing coefficient)
Residual stress inside the beam

Critical value of the residual stress
Electromechanical coefficient

i resonator’s bias voltage

i resonator’s actuation voltage

Readout’s output voltage of the i resonator

Output electrode’s bias voltage coming from the readout auto bias

voltage

Input capacitance between the actuation electrode and the beam
Output capacitance between the beam and the sense electrode
Parasitic capacitance between the substrate and the sense electrode

Readout input transistor parasitic capacitance



Parasitic capacitance of an oscillator’s probe

Dependence of the electrostatic forces on the deflection of the resonator
Dependence of the input and output capacitances on the deflection of the

resonator

Air’s mean free path at atmospheric pressure

Air’s viscosity

Output current at the sense electrode of the i resonator

Motional contribution of the output current

Parasitic contribution of the output current

Motional resistance

Motional inductance

Motional capacitance

Thermal coefficient of the Young Modulus

Thermal coefficient of the dimension d

Thermal coefficient of the residual stress

Geometry-dependent coefficients

Normalized stiffness mismatch between two resonators
Normalized movement of resonator 1 in the mode localization theory
Normalized movement of resonator 2 in the mode localization theory
Coupling restoring force coefficient in the mode localization theory
Eigenvector of the i mode in the mode localization theory

Phase difference between two synchronized resonators

Coupling factor in the mutual injection theory

Readout phase at the resonator’s resonance

Readout transimpedance gain at the resonator’s resonance
Coupler’s output voltage

Voltage divider ratio

Phase of the self contribution on the actuation voltage

Phase of the mutual contribution on the actuation voltage
Cross-coupling gain

Locking range in term of normalized stiffness mismatch



Y, os Phase of the coupler at the resonator’s resonance

Se Sensitivity of the phase difference to €
Sw Sensitivity of the pulsation difference to €
SmiLo Ratio between the phase sensitivity and the pulsation sensitivity to &
DC; Coupler’s i output’s duty cycle
Parasitic capacitance of the connection between the coupler and the
Cep potentiometer
Parasitic capacitance of the connection between the potentiometer and
M e MEMS
Rg and R Potentiometer’s bridge resistances
Vaa Supply voltage
Veomp Comparator’s output voltage
In, Comparator’s input voltage
Ve Resonator’s input voltage
T Temperature
Af () MILO’s oscillation frequency variation induced by €
A Power Spectral Density of the relative phase difference
S¢ Power Spectral Density of the relative frequency
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Introduction

Over the past decades, the need for sensors has grown drastically. On the one
hand, everyday objects are increasingly autonomous and complex (autonomous cars,
smartphones, smart watches, home-automation equipment, etc.). These objects are
“so-called” smart first and foremost because they integrate various sensors and a
microprocessor to compute the important amount of data collected. Size,
consumption and cost are the important criteria. On the other hand, high-end systems
(satellites, civil and military planes, missiles, drones) are more and more common,
requiring precise sensors, able to work in harsh environments with very good
reliability.

A derivation from Integrated Circuits (IC) fabrication process, adding a
sacrificial layer and a release fabrication step led to the emergence of Micro Electro-
Mechanical Systems (MEMS). These systems are in general composed of a moving
part, a transduction from the electrical domain to the mechanical domain to actuate
the moving part, and another transduction back to the electrical domain to sense the
motion. Used as sensors (i.e. the quantity to be sensed is related to the movement of
the moving part) they take advantage of their size, consumption, with good
performance, and potential for applications in the two categories described in the last
paragraph. Moreover, since they are based on IC fabrication process, they benefit
from batch fabrication techniques, so good repeatability, and very low cost if
fabricated on a large scale level. They are used as accelerometers [1], gyroscopes [2],
pressure sensors [3], and temperature sensors [4] for instance.

Some of these systems will be designed in order to show very little damping,
high mechanical stiffness and intrinsically low mass. They can be used as resonant
sensors: excited at their resonance frequency, which is determined by their mass and
stiffness, their motion’s amplitude is very high compared to the motion at other
frequencies. If the measurand is related to their stiffness or mass, it will affect the
resonance frequency, which is tracked in open-loop configuration (i.e. the input
signal’s frequency is swept and the resonance frequency is estimated thanks to the
high amplitude of motion) or closed-loop configuration (i.e. the resonator is placed in
an electronic feedback loop to maintain the oscillation, and if the loop is carefully
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built, it naturally oscillates at the resonance frequency). The MEMS resonators are
generally smaller than static MEMS in order to be light, thus having high resonance
frequencies and low response time. They are especially suited to be embedded into
digital chains since they output a frequency, or a pulse count, which can be directly
fed into microprocessors without requiring analog-to-digital converters.

However, the effect of environmental parameters like temperature or humidity,
or even the aging of the moving part can modify the resonator’s mass and stiffness,
leading to resonance frequency change uncorrelated to the measurand. Concerning
the thermal drift, several solutions were developed to ensure the thermal stability of
the resonator using temperature sensor and ovenized atmosphere, or to compensate
for the drift in a microprocessor. Another approach is to track the difference between
two resonators fabricated such as the drifts affect equally both resonance frequencies,
and the measurand affect them differently. The differential solution takes advantage
from the cancellation of every drift affecting both resonators (not only the thermal
one), and potentially amplification of the difference between the resonators, thus
sensitivity enhancement. The existing techniques for differential resonant sensing
can be split in three main categories. First, the frequency difference technique tracks
the difference between two oscillating loops. Then, the exploitation of mode
localization phenomenon, in which the resonators are passively coupled, leads to the
apparition of two resonance modes and several output metrics theoretically drift-free
and sensitive to stiffness mismatch between the resonators. Finally the
synchronization, in which the resonators are actively coupled, oscillating at the same
frequency, enables the tracking of the phase difference between the resonators, which
is as well theoretically drift-free, potentially very sensitive to mass or stiffness
mismatches between the resonators.

In this thesis, a synchronized architecture co-integrating two MEMS resonators
and the coupler enabling their synchronization is developed. In the first chapter, the
physical phenomenon of resonance is presented, and the reason why MEMS are good
candidates for sensing applications. The monolithical CMOS-MEMS co-integration,
which is the fabrication technique used in this work, and the fabricated resonators are
presented and modelled in order to obtain an electrical equivalent circuit. The effect

of temperature on these resonators is analysed theoretically and experimentally, and
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the different solutions for drift cancellation are presented. In chapter 2, the
synchronization of two resonators by mutual injection is modelled under simplifying
assumptions, and several guidelines are derived for the implementation of VLSI-
compatible synchronized architectures, leading to the choice of one architecture in
particular. This architecture’s implementation is then described block-by-block,
simulated using the model developed in the first chapter to ensure the respect of the
above-mentioned  design guidelines, and fabricated. The experimental
characterization of the fabricated device is performed in chapter 3, and the figures
are compared to the simulation and the theoretical model. Finally, the work is
concluded in chapter 4, and perspectives are given to improve the existing device and
extend the idea of synchronized resonators for differential resonant sensing.

Hereafter follows a list of the contributions made during this thesis. A copy of

the TCAS paper can be found in Annex 1.
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Chapter1 From resonance to

MEMS differential resonant sensor

This chapter gives an introduction to the work presented in this thesis. It aims
to properly define the problematic, and give the tools in term of ideas, concepts and
models which are used throughout this work. It starts with some physical generalities
about the resonance, and why and how one can take advantage of the resonance to
make sensors and clocks. The resonators used in this work are then presented, and
modelled in order to obtain a functional linear model of the resonators that is used in
the next chapter. The effect of temperature variation on such devices is presented as
well as the different solutions that were developed to tackle this issue. Our solution is

outlined with its advantages and drawbacks, compared to the others.

1.1 Resonance

In physics, resonance is the property of a system to oscillate at greater
amplitude for specific frequencies. It results from the ability of the system to store
and transfer energy between two or more different storage modes, and can occur with
all types of vibration and waves. Resonance may be observed in nature at very
different scales: for example, such impressive phenomena as the tidal range’s height
of the Bay of Fundy or the gaps in the rings of Saturn, are explained by tidal
resonance [5] or orbital resonance [6]. Systems can also be put at resonance on
purpose, in order to enable interesting properties: nuclear magnetic resonance [7] is
used for imaging, optical resonance [8] is used for the creation of coherent light.
Sometimes, it can occur unwantedly, destroying the system which was not built to
withstand such amplitudes, as illustrated by the famous example of the bridge of
Tacoma [9]. The design of accurate timekeeping devices is usually based on a
physical resonance phenomenon, e.g. mechanical resonance in balance-wheel or
quartz crystal clocks [10]. The accuracy of such a device depends on whether its

resonance frequency fluctuates with time: the main design challenges is then to make
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sure that the resonance is very “sharp”, to avoid short-term frequency fluctuations,
and that the system is as invariant as possible, to avoid long-term fluctuations.

In a mechanical resonator, energy is supplied as work done by an outside
periodic force, and stored in the resonator as Kinetic and potential (elastic) energy.
The efficiency of this transfer of energy is frequency-dependent, and it is optimal at a
discrete set of frequencies, called resonance frequencies. In this manuscript, the case
of a single resonance frequency f,, also called natural resonance frequency, is
considered. Frequency f, depends on the physical characteristics of the system, such
as its geometry, its material properties or those of the medium in which it is placed.
The other representative quantity of a resonant system is its quality factor Q. It
measures the ratio of the energy stored in the system to the energy dissipated per
cycle. The larger Q is, the less energy is dissipated each cycle, and the less energy
must be supplied to the resonator to sustain its oscillation. Moreover, in the
frequency domain, a larger Q also means a narrower bandwidth of the system
relative to its natural frequency, i.e. a sharper resonance peak. For accurate
timekeeping systems, high quality factors are preferable because less dissipation
entails less fluctuations, according to the fluctuation-dissipation theorem [11], [12].
Moreover, the physical properties of the system which determine f;, must be as stable
as possible through time. Consequently, in order to avoid environmental drift (such
as temperature, pressure or humidity variations, leading to slow fluctuations of f),
the resonators in high-accuracy timekeeping applications are generally encapsulated
in a controlled atmosphere, and the effect of temperature must be compensated [13].

While timekeeping devices aim for the most stable resonant frequency,
resonant sensors exploit the dependence of the natural frequency of a device to a
particular physical quantity called the measurand (e.g. external acceleration or
rotation [14], added mass [15], ambient pressure [16]), while trying to reduce its
dependence to other environmental changes. Thus, by comparing the natural
frequency of the device to that of a fixed frequency reference, it is possible to
monitor the variations of the measurand. High Q (of both the resonator used for
sensing, and the one used as reference) is also required in such applications in order
to have a good frequency stability and thus be able to detect minute variations of the

measurand. In fact, assuming perfectly stable frequencies, “quasi-digital” period or
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frequency measurements (typically, pulse counts) can be performed with arbitrarily
small resolution [17] at the cost of sensor response time. Thus, the limitation of a
resonant sensor is essentially intrinsic to the resonator itself: high values of Q and f;
ensure a good resolution and a good bandwidth. This is as opposed to “analog”
sensors, in which an amplitude is measured: the resolution of such sensors not only
depends on the intrinsic noise of the sensor, but also on the resolution of the analog-
digital conversion stage, which often becomes a bottleneck in applications where
high accuracy is required [18].

Several embedded sensing or clocking applications require high accuracy,
repeatability, low cost and low power consumption. Micro-Electro-Mechanical
Systems (MEMS) resonators are well-suited for such applications, as described in the
next section. The outline of this section is the following. Section 1.2 contains a brief
review of MEMS resonators. Then basic modelling tools used in this work are given
in section 1.3. Finally, temperature drift and its compensation is addressed in section
1.4.

1.2 MEMS resonators

This section gives an overview of MEMS resonators, starting with a definition,
followed by a short history of the topic, their main applications, and a focus on
CMOS-MEMS resonators.

1.2.1 What is a MEMS resonator?

A MEMS (resp. NEMS) device is a microfabricated mechanical structure with
at least one micrometric (resp. nanometric) dimension, with a moving part whose
motion can be excited and/or sensed electrically. A MEMS resonator is a structure
designed to exhibit mechanical resonance at a specific frequency; energy is supplied
from the electrical domain to the mechanical domain through actuators, e.g.
electrostatic [19], piezoelectric [20], electro-thermal [21] or electromagnetic [22]
transducers, which may also be used to detect the motion of the structure, and
convert it into an electrical signal. The most common type of transduction, the

electrostatic method, is described in section 1.3.1. A description of the other methods
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can be found in [23]. M/NEMS resonators can reach quality factors of one million if
properly sealed in vacuum [24] and exhibit a wide range of natural frequencies (from
10 Hz [25] to 1 GHz [26]).

1.2.2 MEMS resonators, yesterday and today

In 1967 the first article about a MEMS resonator was published by Nathanson
[27]. The device was a field effect transistor whose metal gate had been suspended
over the channel. This gate could be actuated electrostatically and vibrate, with a
resonance at 5 kHz and a quality factor of 500. By moving up and down, it would
modulate the conductance of the channel, enabling high-Q filtering in integrated
circuit technology. After that proof of concept, some inertial and pressure sensors
were developed [28] but the first breakthrough happened in the mid 80’s at the
research level when Howe and Muller adapted Nathanson’s idea, coating a
suspended cantilever with a polymer capable of adsorbing particular molecules,
putting it to resonance through capacitive actuation and detection, and thus creating
the first micromechanical device for chemical vapour detection [19]. New geometries
began to appear, for example the comb-drive structure [29], and as the fabrication
techniques got more and more domesticated, thinner and smaller structures were
built, with higher frequencies and quality factor. Resonant sensors for force,
pressure, rotation, acceleration began to appear at the industrial level in the early 90’s
(see [30] and [31] for a review), and RF MEMS resonators with GHz frequencies in
the early 00’s [26], [32].

Nowadays, the industrial field of applications of MEMS resonators is centered
on timing, sensing and filtering, especially for highly integrated systems [33]. For
timing applications, they are of a special interest for serial communication protocols
(USB for instance) where short term frequency stability is not a determining factor,
but a reduced cost and size is [34]. For very high quality frequency synthesizers,
where the spectral purity of the wireless standards is too high for MEMS resonators,
quartz crystals with their higher Q (up to a billion [35]) are still dominant.

For sensing applications, a huge variety of sensors with very different coupling

techniques between the measurand and the natural frequency exists. The gas sensing
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technique for chemical sensors described earlier is appearing at the industry level
[36], and is a topic of extensive investigation [37], [38]. An example of a resonant
pressure sensors is given in Figure 1.1
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Figure 1.1: Cross section of a resonant pressure sensor [39]: one of the anchor
of the resonator is placed over the membrane which deflects under pressure. The
deflection modifies the stress in the beam, shifting its resonance frequency.
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Figure 1.2: Resonant strain sensor [40]: a) schematic of the operating principle
and b) SEM of the device.
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Figure 1.3: Motorola MMAA1220D z-axis accelerometer [41]: a) schematic of
the operating principle and b) SEM of the device.

Strain sensors [42] and magnetic field sensors [43] are also used due to their
high resolution. The former use the fact that mechanical strain modifies the
resonance frequency of a beam. The design is critical in order to transfer the strain
between two structures to the beams, leading to complex structures [40], see Figure
1.2 for an illustration. They are used in civil engineering, automotive applications,
and robotic applications. The latter take advantage of the Lorentz force, acting like
an additional equivalent spring on a piezoelectric cantilever beam in presence of a
magnetic field, and modifying its resonance frequency [44]. They are used in
medical and biomedical applications as well as compass for positioning [45].
Resonant inertial sensors (accelerometers and gyroscopes), achieving very high
resolution but at the cost of slow response time can be used for special high-end
applications (military for instance) [41], see Figure 1.3 for an illustration. Various
techniques for the coupling between the movement of a seismic mass and the
resonance of a beam exist. One is the electrostatic softening variation, explained in
section 1.3: the distance between the mass and the resonating beam, if a DC voltage
is applied between them, affects the resonance frequency [46]. Another one is to
anchor the beam on the seismic mass: its movement modifies the strain of the beam,
thus changing its resonance frequency [47].

In RF applications, MEMS resonators can be placed in transceiver chains as
frequency synthesizers, filters or mixers. They benefit from their high quality factor
(Q over 30,000 at 2.97 GHz [48]) compared to LC-tank (20 at 1.16GHz in [49] or
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110 at 915MHz in [50]), but suffer from various other drawbacks (insertion losses,
drift and variability [51]).

Finally, MEMS energy harvesters with low resonance frequencies are also a
subject of research, in order to scavenge vibratory energy from the ambient
environment and power autonomous systems [33], [52]. These resonators must have
natural frequencies of the same order of magnitude as the vibrations from which they
seek to harvest energy. These are typically very low (e.g. <100Hz), leading to “large”

MEMS structures (of the order of mm?, see [53] for a review).

1.2.3 CMOS-MEMS integration

Because of their size, MEMS resonators output small electric signals that need
to be amplified, thanks to an electronic readout, to be usable in a control chain. This
readout may be fabricated in the same technological process as the MEMS resonator:
this “monolithic co-integration” results in the resonator and the readout being on the
same chip. Alternatively the mechanical resonator and its electronic readout may be
fabricated with two separate technological processes, each on its own chip, which
can then be connected using various techniques: this is called “hybrid co-
integration”.

Hybrid co-integration benefits from the dedication of each fabrication step.
Since the MEMS and the circuitry are fabricated on different chips, the process can
be optimized for each. A review of interconnection techniques can be found in [54].
The most commonly-used are wire bonding and flip-chip. The flip-chip technique
consists in fabricating the two chips with a symmetrical pad distribution [55]. One
chip is then flipped over so that its top side faces down; it is then aligned and
soldered to the other one. It benefits from contact resistance of the order of mQ. It
brings possible design constraints resulting from pad alignment, and disables any
easy replacement in case of malfunction of one of the chips. The wire bonding
technique consists in soldering a wire (aluminum, copper, silver or gold) to connect
the two chips. It exhibits low contact resistance as well, between 10 mQ and 100 mQ
depending on the effective contact area [56]) but suffers from parasitic capacitances

and mutual inductances with the other wires which depends on the length of the wire
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and its proximity to the other ones [57], [57], [58]. The technique benefits from a
larger freedom on pad disposition, at the cost of an increased area compared to the
flip-chip technique.

In monolithic co-integration, since the MEMS and its readout are fabricated
using the same technological process, interconnection distances can be reduced to
their minimum, meaning smaller parasitic capacitances (of the order of 5fF if
optimized, as is mentioned in section 2.2), mutual inductances and contact resistance.
It also means a reduced size which can be an asset for VLSI applications. The main
drawback is that there exists no standard process for co-fabricating MEMS devices
and their associated readouts [59], [60]. If a standard CMOS process is used as a
basis for the monolithic CMOS-MEMS device, this leaves a limited choice of
resonator shapes and materials open. For example, in the AMS technological process
(described in subsection 1.2.4) used in this work, silicon, polysilicon, aluminum,
tungsten, and silicon oxide layers with specific thicknesses are available. Other
technological CMOS nodes enable the use of other materials. Moreover, a post-
processing step for the release of the mechanical structure must be performed, which
can be a cause of failure and add geometrical variability to the one of the fabrication
process.

This project has been conducted in collaboration with the research group
ECAS, at the UAB, Spain. This group has been working for 15 years on the
monolithic integration of CMOS-MEMS resonators, using almost every available
layer in the AMS CMOS technology: polysilicon [61], aluminum [62], and tungsten
[63].

1.2.4 CMOS-MEMS monolithic integration using AMS 0.35 pum.

At the UAB, CMOS-MEMS monolithic integration is mostly performed using
the AMS 0.35um technology [64] with a post-processing step of wet etching using
hydrofluoric acid. The fabrication and post-processing are well described in [63]; an
overview of this technique is given here.

The AMS 0.35um fabrication process relies on the deposition of various layers

of materials one above the other, above a P-doped silicon substrate. In the case of the
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C35b4c3 technology, used in this work, 4 layers of metal are available. A Poly-Poly
capacitor module is also available, which can be useful for the fabrication of low gap
polysilicon resonator [65]. In Figure 1.4 we present a cross section of the different
metal layers, and in Table 1.1 the typical dimensions. Note that the MIM capacitor
module and Thick Metal module are not available in C35b4c3, they are in C34b4M3.
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N-MOS ubstrate P-MOS

Figure 1.4 Cross section of all layers available in the AMS C35b4c3.

Parameter Symbol Typical dimension Material
Field oxide thickness FOX 290nm Si02
Poly1 thickness POLY1 282nm Polysilicon
Metal1-poly oxide thickness ILDFOX 1600nm Si02
Metall thickness MET1 600nm Al
Metal2-Metall thickness IMD1 1600nm Si0;
Metal2 thickness MET2 600nm Al
Metal3-Metal2 thickness IMD2 1000nm Si0;
Metal3 thickness MET3 600nm Al
Metal4-Metal3 thickness IMD3 1000nm Si0;
Metal4 thickness MET4 925nm Al
Passivation thickness 1 PROT1 1030nm SizNs
Passivation thickness 2 PROT2 1000nm SizNs
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Table 1.1 Typical dimensions and materials available in AMS C35b4c3
technology.

The way inter-metal (IMD) layers’ thickness works is presented in Figure 1.5
and described here. If no metal is defined, a 1600 nm layer of SiO> is deposited. If a
metal connection is defined with or without metal on top, a 600 nm layer of
aluminum is deposited. If there is nothing on top, a layer of SiO2 of 1000 nm is
deposited. If there is metal on top, the 1000 nm layer is made of tungsten to connect
both metals. If only a VIA layer is defined with metal on top (for example to make
contact between MET1 and MET3), a 1200 nm tungsten layer is deposited. Finally,
if the design rules are broken and a VIA layer is defined with nothing above or
below, an approximately 1300 nm tungsten layer is deposited, as illustrated in Figure
1.5. It should be noted that each time a VIA or MET layer is fabricated, a 100nm
titanium nitride layer (TiN) is deposited above and below to protect its walls from
the deposition of SiO». Figure 1.7 presents a SEM image of the case of a MET-VIA-
MET stack which illustrate the MET-VIA-MET case.

{ | | |

Sio,

1000 nm
100 nm

IMD: 1600 nm
1300 nm

600 nm

Figure 1.5 AMS 0.35 inter-metal layers deposition process for the different
geometries.
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Figure 1.6: SEM image of a VIA3 beam close to a MET3-VIA3-MET4 [63]
showing the different layers and the fact that a VIA3 beam alone is thicker than when
it connects two metal layers.

2.00 kV ~ Signal A= SE2

WD = 4.0 mm Mag= 14.01 K X File Name = April2016_Chip_40_ACCELEROG6_}j

Figure 1.7 SEM image of a MET3-VIA3-MET4 stack, showing the different
layers including the TiN.

Mechanical structures with electrical actuation can be fabricated using every
conductive layer from polysilicon to MET4. Every material has different inherent
mechanical properties (Young’s modulus, density), with also different physical
characteristics coming from the fabrication steps (inherent stress, robustness), and
every layer /material follows different sets of design rules. These design rules are

given in section 1.2.5 for the VIA structures used in this work.
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To release a structure (regardless of its material) from the surrounding SiOg, it
is convenient to first define a PAD layer on top of the structure. This indicates the
foundry not to deposit the two SisN4 passivation layers (PROT1 and PROT?2 in
Figure 1.4) at this location. The PAD must be at least 15um*15um. After the chip is
fabricated, a wet etching step using hydrofluoric acid is then performed, as it is the
simplest solution to etch away the unprotected SiOo:

- The chip is placed in a solution of dissolved HF for a duration between
4 min and 20 min depending on the depth of the structure to be
released. One must count 250nm/min, plus the time for the etching
under the beam since the etching isotropic.

- The chip is then washed for 10 min in a flow of distilled water to get rid
of the acid on the surface and inside the chip.

- To eliminate the remaining water, the chip is placed in two successive
baths of isopropyl alcohol for respectively 3 and 5 min.

- Finally, it is heated at 100°C for 10 min to evaporate the remaining
alcohol.

It should be noted that the etching time cannot exceed a certain time (25-30
min) for three reasons. First, the aluminum is etched by the HF as well. Even though
the etch rate is smaller than for SiO2, this can deteriorate the electrodes and the
anchor of the structures. Second, the electrodes and anchors are under-etched (since
the etching is isotropic as well) and may fall off (see Figure 1.8 and Figure 1.9). And
last, if MET4 is used as metal layer connection for the rest of the CMOS circuitry, it
is etched as well even under the passivation layers (tunneling effect) and can be
affected by an over-etching. The entire release process lasts approximately 50 min
depending on the etching time and can be performed without extensive knowledge of
clean room equipment, which is a major asset when it comes to developing a proof of

concept.
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Electrodes

Beam

Si0,

Figure 1.8 Cross section of a tungsten beam between two electrodes illustrating
the effect of the isotropic wet etching: the electrodes can fall off.

100 nm EHT = 3.00 kV Mag= 70.00 K X WD=62mm  File Name = CBF_VIA3_3P_30_04.tif

H

ESB Grid= 100V Signal A= SE2

Figure 1.9 SEM image of two under-etched electrodes (MET-VIA-MET stack).
The beam is not in the section of the FIB cut.

1.2.5 VIA structures

In the AMS 0.35um fabrication process, VIA layers are meant to connect two

layers of metal by 500nm*500nm squares. Drawing a VIA with a larger area violates
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the design rules and suppresses AMS foundry-guarantee on the fabrication.

Moreover, since they are meant to connect two layers of metal, defining geometries

with no metal above or below violates the design rules as well. But after 15 years of

playing with the rules, with more or less success, the ECAS group gathered a strong

knowledge of what can be fabricated and what cannot. For VIA structures, this can
be summed-up in 2 rules:

- Without metal above or below, the width and thickness of the VIA

structure are fixed, respectively around 500 nm and 1200 nm with the

10% variability of the process. If a structure has more than one

dimension wider than 500 nm, it must incorporate MET above and

below otherwise only its edges are fabricated (cf. Figure 1.7, where the

width is 1.5 um and it is well fabricated because of the metal above

and below, while the seismic mass from Figure 1.11 does not, and only

its edges are fabricated).

- The lateral gap between two VIA structures must be at least 450nm: it
is the minimum gap achievable for VIA structures in AMS C35b4c3.

As long as these two rules are followed, any kind of structures (clamped-
clamped beams, clamped-free beams, springs, switches, see-saw resonators [66]) can
be fabricated. These rules are not the same for the other layers of material. A good
example of both failure and success on one structure is shown in Figure 1.10 and
Figure 1.11.
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Figure 1.10 a) Layout of a resonant accelerometer: H viaz .Stack MET3-
MET4 b) zoom with the layout dimensions.
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Figure 1.11 SEM image of the structure whose layout is presented in Figure
1.10. The spring of 500nm width and 1.5um gap is well fabricated, but the resonator
with 350nm is not. The seismic mass which is only made of VIA without any metal
has only been fabricated on its edges.

In this work, two specific VIA3 structures are used: 10 um-long clamped-free
beams (CFB) and 30 pum-long clamped-clamped beams (CCB). The width is set at
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500 nm and the lateral gap at 450 nm to obey the empirical rules. The layout of these
two structures and SEM images of the fabricated resonators are presented in Figure
1.12 and Figure 1.13. As the fabrication process is not optimized for the fabrication
of MEMS structures, the dimensions must be measured afterwards because they
might be different from those specified in the layout. These measurements are shown
in Figure 1.14 and Figure 1.15.

In the end, the lateral gap is always smaller than the one specified in the layout,
at 370 nm for the CCB and 340 nm for a CFB. The width of the structure is smaller
as well, 490 nm for the clamped-clamped beam, and 465 nm for the clamped-free
beam. Finally, the clamped-free beam’s length is longer than specified, at 10.5 um,
while the clamped-clamped beam’s length is slightly smaller than the specifications.
The thickness cannot be measured without specific techniques like FIB cutting. But
since this quantity does not affect the natural frequency of the beams, as shown in
section 1.3.2, this measurement is not performed here. It has been done in [63] for
VIA relays, and the measured thickness is 1.3 um. These dimensions are summed-up
in Table 1.2, with the notations defined in Figure 1.16. Note that the SEM imaging
includes small artifacts (like thermal drift during the imaging, leading to small
curvatures), making it difficult to establish very precise dimensions (less than ~10
nm). However, it is clear that gap dimensions are much smaller than designed.
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EHT
WD = 84 mm

a) b)

Figure 1.12: a) layout of a 30um>0.5um clamped-clamped VIA3 beam
(CCB) b) SEM image of this structure.

a)

Figure 1.13: a) layout of a 10um*0.5um clamped-free VIA3 beam (CFB)
b) SEM image of this structure.
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Figure 1.14 SEM image of a clamped-clamped beam close to the anchor, with
a designed 450nm gap.
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Figure 1.15 SEM image of a clamped-free beam away from the anchor, with a
designed 450nm gap.
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Figure 1.16 Schematic of the capacitive CFB with the different geometrical and
electrical notations used in this work.

Geometry L h b Gy

CCB layout 30 um 500 nm 900 nm 450 nm
CCB measured 29.7 um 490 nm 1.3 um 380 nm
CFB layout 10 pum 500 nm 900 nm 450 nm
CFB measured 10.5 um 470 nm 1.3 um 340 nm

Table 1.2 Dimensions for the considered geometries.

In the next section, reduced-order models of the fabricated resonators are
established.

1.3  Modelling of capacitive MEMS beams

1.3.1 Framework and objectives of this section

The goal of this section is to obtain a compact equivalent electrical model with
lumped elements (Butterworth-Van Dyke model) based on the geometry of the
resonator, its dimensions, and external parameters (biasing voltage, temperature).

We consider the beams to be of uniform rectangular cross-section, initially
straight, and with one large dimension, their length, compared to their width and
thickness. The curvature of the beams as they bend is supposed to be very small, so
that Euler-Bernoulli’s beam equation [67] may be used to model them. It is supposed
that the mechanical motion of the resonators can be modelled by taking into account
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the first in-plane flexural mode of the beams only, as illustrated in Figure 1.18 in the
case of a CFB. The resonators are used in the three-port configuration (one electrode
for excitation voltage and one for the output current readout). Energy is transduced
from the electrical domain to the mechanical domain through the capacitance C;,
formed by the resonator and the input electrode, as shown in Figure 1.17. A variation
of the energy stocked inside the capacitance is obtained by applying an alternating
voltage V;, which sets the resonator in motion. This motion is then read by another
transfer of energy back to the electrical domain using the second capacitance formed
by the resonator and the output electrode C,,;: any change of C,,; creates charges
on the output electrode that are read by an appropriate circuitry, if the voltages V,,

(bias voltage) and V,,,; (self-bias voltage of the electronic readout) are fixed.

/

Figure 1.18: In-plane motion of the CFB
41



The voltages V, and V,,,; are supposed to be fixed, only V;,, can vary. As the
movement of the beam is supposed to be very small, the capacitances C;,, and C,,;
can be estimated by the plane capacitance method. A parasitic feedthrough
capacitance Cy, exists that directly couples the input and output electrodes and must
be considered as well. We first model the mechanical behavior of the beams under
the assumptions made in this paragraph, and then exploit the modelling to make an
electrical equivalent circuit of the device, which can be exploited for numerical

simulations.

1.3.2 Reduced-order model of a three-port beam with electrostatic

actuation

A reduced-order model of the resonator can be derived from its governing
partial differential equation(s) by means of modal projection techniques. This is
readily done in the case of bending bridges and cantilever beams in [68]. The case of
electrostatically-actuated MEMS bending beams (with or without axial stress) is
covered in [69], [70], in the case of a two-port configuration. The equations
governing the motion of a beam in a three port configuration can directly be derived

from these papers as:

d2a+w0da+ ) (1+ N 05>
—+—— + wia a
dt? Q dt 0 Yp Ocrit ) (l)
=nVp — Vin)zN(a) —nVp — Vout)zN(_a)
Cin= SOGﬂF(a)
0 : )
_&bL

Cout— GO F(_a)

where a is the maximal deflection of the beam normalized with respect to the
gap (position of beam’s midpoint for a CCB, of beam’s extremity for a CFB), and:
- wo = 2mf, is the natural pulsation of the beam.

- yp is the Duffing coefficient.
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- 7 s the electromechanical coefficient.

- N(a) and I'(a) represent the dependence of the electrostatic forces and

of the input and output capacitances on the deflection of the resonator.

- g is the residual stress in the beam.

- o, IS acritical value of the residual stress.

- Q is the quality factor of the beam.

These quantities are described hereafter.

The natural pulsation can be expressed by using the effective mass and

stiffness of the considered eigenmode:

3)

The effective stiffness and mass are calculated by means of modal analysis and

Galerkin projection of the Euler-Bernoulli’s equation, as described in [71], [72] or

[33]. The results are presented in Table 1.3, with the values for our two geometries,

and the parameters for tungsten:

{p = 19300 kg.m™3 @)
E =411GPa
_ Effective stiffness Natural frequency
Geometry Effective mass (m,)
(ke) (fo)
3 1.014 E
Clamped-free beam 0.25pbhL 0-257Ebh” 0 ﬁ —
L3 2w L% |p
CFB 30.6 pg 11.92 N.m™? 3.141 MHz
Clamped-clamped 3 6.459 h |E
0.397pbhL 16.56Ebh™ hoE
beam L3 2 L% |p
CCB 145 pg 39.73 N.m™1 2.63 MHz

Table 1.3: Effective mass and stiffness of the first resonant mode of the
resonating structures for the first vibrating mode, calculated for the considered
structures presented in paragraph 1.2.5

When the amplitude of motion is important, nonlinearities appear. Nonlinear
effects that enter the equation of motion in the form of a force proportional to the

cube of the displacement are the most common [73]. The Duffing coefficient y,, can
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either be positive, making the resonator stiffer and increasing its resonance
frequency, or negative, decreasing its resonance frequency. The softening effect can
be observed in capacitive MEMS at high amplitude of motion, since the electrostatic
force is nonlinear with the displacement. The hardening effect can be observed in
clamped-clamped beam because the beam necessarily stretches as it deflects in its
transverse motion. In this work, we suppose that a <« 1, so the coefficient ypa? « 1.
This means that the resonator is kept in its linear regime.
The electromechanical coefficient n is, according to [70] :

_ &lLb
 2m,G¥

n )

Provided a “local” plane capacitance holds, one may find very accurate
analytical approximations of N(a) and I'(a), which respectively correspond to the
dependence on a of the projection of the electrostatic force on the first eigenmode,
and of the input and output capacitances. The methods for approximating these
projection integrals are described in [69], [70]. The corresponding expressions are

given in Table 1.4.

Geometr
’ Clamped-clamped
Clamped-free beam
[ beam
Function
1+ 0.783a
0392 (? 14 0.017a
N(a) 0523 —————
+(0.531 + 0.114a) log(1 — a)) (1-a)2
14 0.029a
I'(a) 1—0.505a — (0.888 — 0.201a) log(1 — a) —
(1-a)2

Table 1.4: Geometry-dependent functions N and I' for the considered
geometries.

The expression of a,,;; is explained in page 46.

Finally, Q represents the quality factor of the structure. A complete review of
the different loss mechanisms is given by Imboden in [74]. In this work we are
operating in air, and it has been observed that the same structures operating in
vacuum have their quality factor multiplied by 10 [75]. This means that the principal
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loss mechanism is fluidic loss like the squeeze film damping described by Bao in
[76]. Taking into account the border effects as well as the effective viscosity, one can
write [76]:

21 fo
2u  (b+136)3" (6)
1+61/G"~ G3pbh

In this equation: u is the fluid’s viscosity (1.8.10° Pa.s in air at 20 °C), and 1 is

the mean free path at atmospheric pressure (64.10-9 m in air at 20 °C). The other
quantity are related to the geometry, and detailed in Table 1.2.

Applied to our two geometries, the resulting theoretical quality factor are:

Occp = 153
{Qiii = 126" @

However, the thickness only 3.5 times bigger than the gap, which is not enough
to perfectly fit into the modelling of the squeeze film damping made in [76]. This is
why a measurement of the quality factor after the fabrication process and the release
is always made.

The nonlinear model (1) can be further simplified by assuming:

v, > Vi,
Vy > Vour
a1l ° @)
Q>1
., Wo .
i+ Fa +wg y,a = —2nV,V;,;, N(0), 9)

The equation (1) can be linearized close to the equilibrium and written again:

where

Weov, = Wo j1 + 05. —2N'(0)nV2 . (10)
crit

and N’ is the derivative of N. The resonance pulsation of the resonator can then be

tuned “manually” after it has been fabricated, as illustrated in Figure 1.24. This can

be advantageous for systems that seek to tune the resonant frequency electronically

[77], or to make up for the variability of the fabrication process. On the other hand,

noise affecting the bias voltage also affects frequency stability, which can be an issue
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in high-accuracy applications. Values of the resonance frequency for the CCB and
CFB at a bias voltage V}, of 20 V is given in Table 1.6.

Geometry Resonance frequency
CCB (V, = 20 V) 2.560 MHz
CFB (V, = 20V) 3.055MHz

Table 1.5: Resonance frequency for the CCB and CFB for 20 V of bias voltage.
The ultimate limit of this electrostatic softening phenomenon is static pull-in
[78]. In our case, the static pull-in position is
ap; = 0, (11)
because of the symmetry of the three-port configuration. Static pull-in occurs when
wsy, = 0. We give, in Table 1.6 the values of the biasing voltage for this limitation

for the geometries with the dimensions given in section 1.2.5

C Vbinstability =12391V
FB

C Vbinstability =861V
CB

Table 1.6: Values of V,to put the resonators to instability for the two
considered geometries.

In equation (10), o is the internal stress in Pa, and o.,;; a “critical” stress
calculated by projecting the tensile term of the Euler-Bernoulli beam equation with
axial stress on the first eigenmode according to [70]. The obtained value for the CCB
is:

Eh?
Ocrie = 3.39 5~ = 358 MPa. (12)

This value is approximately equal to the opposite of the buckling stress
corresponding to our geometry (-356 MPa according to [79], or -354 MPa according
to [80]): when o, = —0,,;+ , the first eigenfrequency of the beam drops to O, as
shown by equation (10), corresponding to the collapse of the beam under
compressive stress.

No studies are found on the value of residual stress in tungsten VIA layers of

CMOS fabrication process. However, in [81], Zhang measured an 112 MPa stress for
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boron-doped silicon (Young’s modulus 133 GPa). In [82], Fedder a 69 MPa stress
for a metal-stacked structure (effective Young’s modulus 61 GPa). So finding a
residual stress of the order of 1/1000 of the Young modulus seems normal. In Figure
1.19 are plotted the natural frequencies of every CCB released during this work,
biased at 20 V, showing a mean resonance frequency of 3.90 MHz. Given the
equation (10), this leads to a residual stress of 475 MPa. The various residual stress
found in the literature as well as the one found in this work are summed-up in Table
1.7. The internal stress also has an effect on the instability voltage and the theoretical
quality factor since it modifies (increases, in our case) the resonance frequency.
Taking into account the 475 MPa tensile stress, the theoretical quality factor is
estimated with Equation (6) at 157, and the instability voltage is adjusted at 130.74 V
according to Equation (10).

In the case of clamped-free beams, SEM characterization shows no deflection.
Moreover, the natural frequencies of the released beams (Figure 1.20) are according
to the modelling (experimental mean value of 3.02 MHz, compared to the modelled
3.055 MHz), meaning that it can be assumed that if some level of stress coming from
the fabrication was affecting the structure, it was released without gradient during the

etching.
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Figure 1.19: Resonance frequencies of the CCB for V, = 20V. Each dot
represents a CCB, and 2 active CCB are fabricated on each sample.
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Material Young’ modulus E Residual stress o,
Boron-doped silicon [81] 133 GPa 112 MPa
Metal stack [82] 61 GPa 69 MPa
Silicon oxide [83] 69 GPa 276 MPa
Tungsten (this work) 411 GPa 475 MPa

Table 1.7: Young’s modulus and experimental residual stress of various
materials used for MEMS resonators. Note that in this work, it is derived from the

modelling.
3.2 T @ T T T
SR o
E » : = @
= °
> ] |
Q ] ]
§ 3 [~ | | ' [ ° T
g [ J
&
8 29~ g
8
§ "
gg 2.8+ ° m CFB1 i
® CFB2
27 r r r r [
0 2 4 6 8 10 12
# sample

Figure 1.20: Resonance frequency of every CFB for V, = 20V. Each dot
represents a CCB, and 2 active CFB are fabricated on each sample.

1.3.3 Butterworth-Van Dyke model of electrostatically-actuated

resonator with capacitive detection

One may establish a Butterworth-Van Dyke model (or equivalent electrical

model) of the resonator by taking into account how its motion is converted into an

electrical signal. To this end, we consider that the electric charges at the output

electrode result from:

- The variation of the gap between the resonator and the output electrode

with a fixed bias of V,, =V, ;.

- The variation of the voltage between the output electrode and the input

electrode V;,, — V,,,+ given the fact that both electrodes are capacitively
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coupled. This capacitance, Cs; (Figure 1.17) has many contributions,

like direct capacitive coupling of the two electrodes with the screening
of the resonator in between, coupling between the connections of the
electrodes, or indirect coupling through the substrate.

One can write:

d(Cout(Vb - Vout) + Cft(Vin - Vout))

lget = dt (13)
Under assumptions (8), this simplifies to:
. dCout dVi
lget = Vb dt + Cft dt . (14)

The output current is divided in two contributions: the motional current
imoe actually corresponding to the motion of the resonator, and the parasitic current
I,qr cOrresponding to the effect of the actuation voltage on the output electrode. As
we suppose a < 1, we may also express the motional current as:

imot = —VpCout (0)I'(0)d, (15)

where '’ represents the derivative of T', and C,,,.(0) is the nominal value of the
output capacitance.

The electrical equivalent of the resonator is represented in Figure 1.21. This
simplified model can easily be used to simulate the resonator’s behavior as well as

the circuit at the same time.

C L R .

m m m

’_‘ | mot’_)> idet
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Figure 1.21 Butterwort-Van Dyke model of the capacitive MEMS resonator.

The governing equation of this model’s behavior is:
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di 1 [t
Lin — 4 Rinimot + — f imordt =V
{ dt Cm Jo (16)
. _ d(Vin)
\ fpar = Cre =gy

To match the terms of equation (9), the motional elements must be defined as:

fR _@ 1
™ Q 20Coy (0N (0T (0)V2
_ 20Coye (Q)N(O)IT'(0)V
| PR T O (7
1

L. =
L™ 2nCou (0N (0)I (0) V2

Using the functions T, N and the parameters defined throughout this section,

we calculate the value of the motional elements for our two geometries (see Table

1.8 for the results and Table 1.9 for numerical applications)

Geometry Rp L, C,
) - e2bLV?
. 4 4
Cantilever 16759t 6" lEp 16650 L.665hG
QeobVy? 3bLV; LO2ER®  1.96&)
L hG3 b
EXDLV?
. 1.43hG* |41.71ER%p phG* 0.9036hG*
Bridge ——— — +12.290,p | 09036 55 | o 3
L=Qez bV L gybLVy 71Eh 3.173¢,  ,
0PVb 12290, L — =V

Table 1.8: Values of the electrical equivalent components of the Butterworth-
Van Dyke model of cantilever beam and bridge resonator given its dimension and
material properties.

Geometry R L Cn
CFB 91 MQ 460 H 5.76 aF
CCB 58 MQ 233 H 7.09 aF

Table 1.9: Numerical applications for our geometries, for Q = 100, o, =
475 MPaandV, =20V

1.3.4 Ilustration

The effects of the different model parameters are now illustrated using

simulations based on the BVD model we just developed and experimental results.
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First, the effect of the biasing voltage (electrostatic softening and gain modification)
is drawn in Figure 1.22 and Figure 1.23. Finally, the effect of the feedthrough
capacitance is illustrated in Figure 1.26. Concerning the gain, one can see that the
resonance peak becomes less important due to the anti-resonance, and the quality
factor harder to estimate with the cut-off frequency at -3dB estimation. Concerning
the phase, it is pulled-off at 90° which is the phase of a single capacitance. Overall,

the phase delay of the resonator at the resonance is 0 °.
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Figure 1.22: Simulated Bode diagram (input: V;,, output: i,,,.) of the CCB at
Q =100, o, = 475 MPa for V,varying from 20V to 30V.
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Figure 1.23: Simulated Bode diagram (input: V;,,, output: i,,,.) of the CFB at
Q = 100 for V,varying from 20V to 30V.
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Figure 1.24: Measured electrostatic softening effect on a CFB, with simulated
predictions.

52



»
N
R

Resonance frequency (MHz)

3.86

e

O

=
7

W
e
e}

»
Yo

3.88

—+— Measurement

— Theory

5 20
V. (V)

25

Figure 1.25: Measured electrostatic softening effect on a CCB, with simulated

predictions.

53



-160

165
S 170
3
2 -175
5
2 180
: NN
185 \ <
-190 N
90 st ! //
——— |
S
Q
£ —
=B \
\E—
290
3.15 32 3.25 3.3

Frequency (MHz)

Figure 1.26: Simulated Bode diagram (input: V;,,, output: iy..) of the CFB at
Vp = 20V and @ = 100 for Cy, varying from 0 to 0.5fF.

Note that the fully-nonlinear model of Equation (1) may also be simulated in
the transient or in the steady-state regime to verify the consistency of our
assumptions. For example, Figure 1.27 and Figure 1.28 shows the nonlinear steady-
state amplitude response of the CCB and of the CFB for different values of the
actuation voltage. This shows that the dominant nonlinearity in the CCB is the
Duffing hardening nonlinearity, whereas the CFB is purely subject to softening
phenomena. This also shows that by exciting the resonators with voltages lower than
1V, they remain inside their linear regime.

54



Cx 3
S 20+ 1
Q 2
2 10+ .
=
: === 1
%.7 375 3.8 385 39 395 4
Frequency (MHz)
L L L L 3
& -50- 1
2 -100/ N 5
=
a
-150 - 1 1
37 375 3.8 385 39 3095 4
Frequency (MHz)

Figure 1.27: Fully nonlinear model of the CCB for different actuation voltage,
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Figure 1.28: Fully nonlinear model of the CFB for different actuation voltage,
atV, =20V,Q = 100 (scale in Volt).
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1.4  Differential architectures for temperature drift
cancellation

This section begins by exploring the effect of temperature on the resonance
frequency of the resonators, and how it is detrimental for the clocking and sensing
applications. It then presents the existing architectures for cancelling this drift.

1.4.1 Effect of temperature

In Figure 1.29 and resp. Figure 1.30 is plotted the resonance frequency of a

CCB structure (resp. CFB) over a 70°C temperature range.
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Figure 1.29: Experimental temperature dependence of the resonance frequency
of one CCB.
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Figure 1.30 Experimental temperature dependence of the resonance frequency
of one CFB.

To explain the dependence of resonance frequency on temperature, two effects
are to be considered: the shift in Young modulus and the thermal expansion of the
material. The dependence of Young modulus E, the density p, any dimension d that
is not the gap and the residual stress a5 on temperature can be expressed as:

E(T) = Eo(1 4+ TCE.AT)
p(T) = py(1 —3.TCd.AT)

d(T) = do(1 + TCd. AT) (18)
05(T) = 05,(1 + TCo,.AT)

In this equation, TCE, TCa, and TCd are the thermal coefficients expressed in
°C1, Ey, po, do, a,,the values measured at ambient temperature (20 °C) and AT the
temperature shift in °C. One can write the natural pulsation of a resonator with the
temperature dependence of its dimension and Young Modulus:

(19)

| EMRTY? a5(T) £V
Way (1) = j oLy LT T apMeTy

For the gap, as it shrinks when the temperature rise because the resonator

thickens, its evolution with the temperature is:
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G(T) = Gy(1 — TCd.AT)

(20)

In this equation, the coefficient k; and k, depends on the boundary conditions,

and are calculated by combining the expressions of the natural frequency from Table

1.3 and the expression of the electrostatic softening of Table 1.8 for our geometries.

The results are given in Table 1.10.

Geometry k4
CFB 1.0282 0.257
CCB 41.71 26.29

Table 1.10 Values of constants k; and k, for our geometries.

The values of the temperature coefficients found in the literature, for bulk

tungsten, are presented in Table 1.11. No references about the shift in the residual

stress with the temperature can be found.

Mater | TCd TCE [85] TCE [8
ial [84] 6]

Tungs 4.3ppm - -
ten /°C 87.1ppm/°C | 86ppm/°C

Table 1.11: Values of the temperature coefficients found in the literature.

In Table 1.12 we present the numerical applications of the thermal shift for the

two causes (Young’s modulus shift and thermal expansion) that are present in the

literature, and the experimental results of the Figure 1.29 and Figure 1.30.

Cause
f the shift| Young’s modulus ( Thermal Theoretical Experimental
[85], [86]) expansion ( [84]) thermal drift results
Geometry
CFB -45.83 ppm/°C -4.7 ppm/°C -50.66 ppm/°C -51ppm/°C
CCB -43.84 ppm/°C -4.2 ppm/°C -48.23 ppm/°C -468ppm/°C

Table 1.12: Theoretical thermal drift only taking into account the Young’s
modulus shift and the thermal expansion, and experimental results of the thermal

drift.

For the clamped-free beam structure, the experimental results fit with the

values found in the literature. For the clamped-clamped beam structure, the
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experimental thermal drift is ten times higher than the theoretical predictions, which
does not take into account the shift in the residual stress. The thermal coefficient of
the residual stress to fit the experimental results for the CCB is:

TCogs = —1595ppm/°C (21)

It is explained by the fact that a tensile stress is lowered by an expansion of the
length of the structure. The effect of this thermal drift on MEMS-based oscillators
for clocking and sensing applications is now investigated.

1.4.2 MEMS-based oscillating loop

A MEMS oscillator is composed of a MEMS resonator and of an electronic
feedback loop, as drawn in Figure 1.31. The purpose of the feedback loop is to
deliver to the resonator an actuation voltage that compensates for its losses, and to
maintain it in a steady-state oscillation state. The primary purpose of the feedback
loop is to maintain a certain phase relation between the detected signal (motional +
parasitic current) and the actuation voltage: for example, in the absence of capacitive
feedthrough, imposing 0° phase-difference between V;, and i,,,; ensures that the
oscillation frequency is equal to the natural resonance frequency of the device. This
purpose can be met by appropriate filtering of the detected signal (so-called self-
oscillating loop approach, as in [87]), or by using a phase-locked loop (PLL) in the
feedback loop (as in [88] or [89] ). The secondary purpose of the feedback loop is to
regulate the amplitude of the electromechanical oscillation. This is achieved by the
use of nonlinear elements, such as automatic amplitude control loops [90] or

saturating nonlinearities [91], [92].
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Figure 1.31 Structure of a MEMS oscillator based on a control feedback.

For timing applications, such an oscillator can be directly embedded into a
digital system to provide a timing reference [93]. For resonant sensing applications,
the oscillation frequency must be compared to an external frequency either through a
PLL [94] or another frequency reference, or even both [42] to give an information on
the measurand.

For both applications, MEMS oscillators suffer from the intrinsic defect of the
MEMS resonator: its dependence on temperature, or more generally its dependence
on environmental conditions (temperature, humidity, pressure). Indeed, for clocking
applications, a frequency stability over an 80°C temperature range around 100ppm is
required for cheap embedded systems (MP3 music players, digital cameras), around
1ppm for laptops, GPS and mobile phones, and around 10ppb for military or
aerospace applications [95]. The numerical applications made in section 1.4.1 show
that a MEMS resonator without compensation cannot match such requirements. On
the other hand, oscillators based on quartz crystal resonators, whose temperature
dependence can be diminished by choosing a proper cut [96] as shown in Figure
1.32, are used for the 100ppm node. For higher stability requirements, a
compensation scheme must be embedded in any case. For sensing applications, the
same drawback exists, making it a challenge to discriminate the cause of a natural

frequency change.
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Figure 1.32 Frequency-temperature characteristics for a variety of common
quartz resonator cuts [96]

1.4.3 Temperature sensors in Integrated Circuits technology

Thermal drift can be either compensated in-situ i.e. controlling the resonator’s
atmosphere with oven-based system, or compensated afterward with a post
processing of the information. In both case, the temperature must be sensed.
Makinwa gives a review of all existing temperature sensors available in standard
CMOS technology in [97]. Two physical phenomena are exploited: the bandgap
energy sensitivity to the temperature in bipolar junction transistor or the temperature-
dependent propagation delay of a chain of CMOS inverters. They have a resolution
between 20 mK and 1 K depending on the technology [97]. In [98] , a thermistor is
used because of its 10 pK resolution, but it is not CMOS-compatible and comes at a
cost of in increased electrical consumption. Using the quality factor of an
encapsulated MEMS resonator in vacuum, where its dependence to the temperature
is high (see [99]) has been proposed by Hopcroft [100] with the intrinsic limitation
on a quality factor measurement in term of time and resolution. Moreover, these
analog sensors require ADC which lowers the resolution and the time response. In
the case of our CFB, reaching 1 ppm frequency stability means being able to sense a

16 mK variation for the CFB, given the -50.66 ppm/K which is already too much for
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the temperature sensors described in [97]. But as seen in Section 1.4.1, one could use
the resonant frequency of a MEMS resonator to sense the temperature. For example,
Roshan in [101] presents a solution using two MEMS resonators with different
temperature dependence, achieving a 40 pK resolution, which is close to the
thermistor-based temperature sensor but is CMOS-compatible. The information
given by this temperature sensor can then transferred to a micro-oven or a

microprocessor to compensate the information of the MEMS-based oscillator.

1.4.4 Differential measurement and temperature compensation for

clocking and sensing applications

One could think of using simultaneously the two resonators (the temperature
sensor and the resonator for the dedicated application). For instance, one idea was
developed by Kenny’s group in Stanford. It relies on the co-integration into a micro-
oven of two MEMS resonators with different temperature dependence and nearly
identical natural frequencies (a block diagram of this architecture is given in Figure
1.33).When the operating temperature changes, the oscillation frequencies f; and
f> change, and the difference f, — f; provides a high-accuracy temperature
measurement. This measurement can then be used to control the temperature of the

micro-oven (and also adjust the mechanical oscillation amplitude).
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Figure 1.33 Block diagram of temperature compensation system using two
MEMS resonators with different temperature dependence [102].
A frequency stability of 0.05ppm over a 100°C temperature range is achieved

with this architecture. This is the same order of performance as commercially-used
ovenized quartz crystals, such as C4550 (from Vectron Inernational, Inc.), but it
comes at the cost of a 130mW power consumption and a level of complexity which
is not necessarily desired for VLSI applications. But the main drawback is elsewhere.
To fit into the same micro-oven and endure the exact same thermal drift, both
resonators must be placed close to each other, and packaged into the oven. This leads
to capacitive coupling between the resonators and, because of the closeness of their
oscillation frequencies, may result frequency pulling and locking, and dead zones in
the temperature sensing scheme. A solution was developed to address this problem:
using two (or more) modes of a single MEMS, whether two bulk modes [103] with a
0.25 ppm stability over a 100 °C range, or three flexural modes [104] with a 14ppm
stability over a 120 °C. It comes at the cost of more complexity. Using two MEMS
with different temperature dependence is also proposed by SiTime in the Elite
DualMEMS Architecture [105], with a post-processing of the information using a
fractional PLL (see Figure 1.34). A 0.1ppm variation over an 80°C temperature range
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Figure 1.34 Dual MEMS temperature compensation by post-processing scheme
[105].

For resonant sensing, the challenge is slightly different, since one must
discriminate whether the oscillation frequency change is caused by the measurand or
by an environmental change. Performing a differential measurement between two
oscillators appears to be a good solution but it must be thought differently. Indeed,
thermal drift (or all kind of bias that is not the measurand) must be suppressed from
the output frequency. The differential approach based on two oscillators with the
same dependence on the environmental drifts, but a different sensitivity on the
measurand has been developed by Trusov [106], the principle and experimental
results of which are presented Figure 1.35 & Figure 1.36, Chun [107] for
accelerometer applications, and Cobianu [108] for gas detection.
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Figure 1.35: Concept of the differential resonant accelerometer of Trusov
[106]. Red and orange arrows show axes of sensitivity to external acceleration and
temperature (i.e. the resonators have the same temperature dependence but opposite
acceleration dependence).
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Figure 1.36 Experimental results of Trusov [106]: Differential frequency split
is invariant to temperature

All these solutions enable theoretical drift-free measurement, at the cost of
complex double PLL architectures, and frequency or phase comparators. Depending
on the closeness of the frequencies of the two oscillators, they may also suffer from
spurious couplings as described in section 1.4.4. In fact, coupling is the fundamental
phenomenon limiting the use of separate oscillators for differential measurements:
the only way to ensure a proper drift cancelation is to fabricate the resonators as
close as possible (in order to guarantee that they are exposed to the same

environmental drifts), which results in increased electrical or mechanical coupling
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and its resulting issues (e.g. dead zones in the device response, as described in
[102]). Dual-mode architectures with different resonant frequencies are proposed in
the case of resonant strain gauge [109] (see [110] for a review).

Alternatively, some authors have proposed to enforce coupling between two
resonators (or oscillators) to perform differential measurements, as described in the

next section.

1.4.5 Mode localization of coupled MEMS resonators

The idea of mode localization is to enforce the intrinsic coupling of two or
more MEMS resonators by either adding a mechanical coupling element [111] or
fabricating them close to each other [112], [113]. In the latter case, biasing the
resonators at a different voltage creates an electrostatic coupling, as shown Figure
1.37 b). In both cases, this leads to a possible transfer of energy between the

resonators, represented by a stiffness element in the lumped element model of such

systems (see Figure 1.38). Zhao gives an extensive review of the state of the art of
this technique in [114].

Direction of
vibration

Electrostatic
Coupling

Differential

4 Resonator 1 |Resonator 2 | Resonator 3
sensing

N
Electrode for
perturbation

Capacitive actuation

Figure 1.37 (a): mechanical coupling two resonators through an overhang
[111]. (b): coupling three resonators by placing them very close one to the other
[113].
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Figure 1.38 Lumped model of two coupled MEMS resonators (without the
dampers). K, is the mechanical stiffness of the resonators, k is the constant
corresponding to the coupling restoring force and € a mechanical stiffness change
corresponding to the measurand.

Such a system presents (in the case of two resonators) two vibrating modes,
one mode where both oscillate in phase, and the other mode where both oscillate out
of phase. The frequencies are spaced by a factor 1 + 2k. A relative change ¢ of the
mechanical stiffness of either one of the resonators results in breaking the symmetry
of the system, and generates a shift in the modal frequencies and in other output
metrics as well (e.g. amplitude at resonance). In [115], Zhao gives a review of the
different output metrics for three weakly coupled MEMS resonators, and their
advantages and drawbacks in term of sensitivity, linearity and range. In the case of

the eigenvector change, the sensitivity is [116]:

Ju; 1 (

de 4k’ 22)
In this equation, u; is the normalized eigenvector of the i mode. In [114] is
proved that Equation (22) leads to a sensitivity enhancement of 1/2k if the change in
eigenvector is used as the output signal. One would want a k as small as possible to
enhance the sensitivity (hence the common name “weak coupling” of this technique),

but to be able to spectrally separate both modes, the condition is [117]:
o> o (
20 23)

This means that the quality factor of the resonators is also the maximum
sensitivity of such an architecture. Typical frequency response, when one resonator is
actuated, is given Figure 1.39, with and without a stiffness mismatch. The amplitude

ratio is greatly increased by a small stiffness mismatch. The effect of noise on the
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amplitude ratio is also inversely proportional to x as it has been proven in [117], so

the resolution is not improved by this technique.
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Figure 1.39 Simulated amplitude responses for varying pulsation, when Q =
1000, k = 5.1073, &£ = 0 (full curves) or & = 1073 (dotted curves) [117].

Another benefit of this technique is the fact that it is intrinsically differential,
because only ¢ affects the output metrics. This enables drift-free measurements, as
experimentally demonstrated by Thiruvenkatanathan in [116]. This differential
sensing is usually conducted in open-loop configuration: an input frequency is swept
at the input of one or both of the resonators, and the output amplitudes are recorded
and exploited (see Figure 1.40). Some research is being conducted to make this
technique “closed-loop” [118], with the first experimental results [119]. In this case,
two amplitude measurements need to be performed at the same time. Recently, a
phase measurement was suggested [117], with no experimental results so far. An
alternative approach is to actively couple the resonators through their actuation
voltages, and force them to oscillate at the same frequency. The benefits to be drawn
from the synchronized operation of MEMS oscillators is described in the next

section.
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1.4.6 Synchronization of oscillators

The synchronization of two clocks was first observed by Huygens during the
XVII century, as reported in [120]. It involves two independent clocks placed close
to each other. The movement of one of them (i.e. its output) will affect the actuation
of the other (i.e. its input) and vice versa. If their natural frequencies are close
enough, and depending on the coupling mechanism, they will eventually synchronize
into oscillating at the exact same frequency, even though a slight mismatch in their
natural frequencies remains. A very simplified schematic of such systems is given

Figure 1.40, to be compared with the mode localization approach described in the

section 1.4.5.
input
output
MEMS 1 (k.) p MEMS 1 (k,)
1
' Coupler output (¢)
MEMS 2 output
(ke(1+¢))
MEMS 2 k(1 + ¢€)
input
a) b)

Figure 1.40 a): block diagram of two passively coupled MEMS resonators
(mode localization technique) for the sensing of a mechanical stiffness mismatch ¢.
b): block diagram of two actively coupled MEMS resonators through their actuation
for the sensing of a stiffness mismatch e.

The first extensive study of these injection locking phenomena was done by
Adler in 1946 [121]. It deals with the case of an oscillator into which a current is
injected from an external frequency reference, whereas in Huygens’ case, both
oscillators were affecting each other (i.e. were in “mutual injection”). The

fundamental equation (known as “Adler’s equation”) governing the dynamics of the
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phase difference between the synchronized external frequency reference and the
oscillator is derived in [121] and experimentally validated using LC tank oscillators.
It is extended to LC oscillators in mutual injection by Mazzanti [122] and Mirzaei
[123], in order to study the properties of quadrature oscillators, which produce two
synchronous periodic signals with a stable, 90 ° phase-difference, as required in
QAM modulation and demodulation, with a 3 dB reduction of phase noise arising
from white and flicker noise. Soshani extended this phase noise reduction property to
any pair of synchronized oscillator in [124], and Mattheny proved it experimentally
in the case of NEMS resonators in [125]. Finally, Chang proved in [126] that, in the
case of N synchronized resonators, the phase noise is divided by N. The frequency
locking range was studied by Agrawal in [127].

Mirzaei also proved in [123] that the exact value of the phase difference
depends on the natural frequency mismatch between the oscillators (resulting from
the fabrication process for instance). While this sensitivity to mismatch of the phase
difference of quadrature oscillators may be a drawback for quadrature clocking
applications, it can be turned into advantage for adjusting the phase difference
manually [128], or for sensing purposes. In [129], it was shown that the phase-
difference of a quadrature MEMS oscillator could be used as a high-sensitivity
measurement of the stiffness mismatch between the resonators. A generic expression
for the phase difference variation in this case is [123]:

%9 _Q (
de m’ 24)

In this generic equation, m is a coupling factor which depends on the coupler’s
architecture (possibly m < 1). This means that tracking the phase difference can
enhance the sensitivity by a factor higher than Q (depending on the coupling
architecture), but comes at the cost of a reduced locking range. Finally, it is
intrinsically differential as well, since any physical quantity equally affecting both

resonators’ natural frequency leaves the phase difference unchanged.

This section presented the physical concept of resonance, and how it could be
used to make powerful tools for embedded systems (clocks and sensors). Then it

gave an overview of the MEMS resonators, and why they are good candidates for
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such systems. A mathematical modelling of the two MEMS resonators used in this

work was given. And as the thermal drift raised as an issue for sensing and clocking

application, three techniques were analyzed for drift free resonant sensing: the

frequency difference, the mode localization and the synchronization, each one with

benefits and drawbacks, as summed-up in Table 1.13. The next part describes the

theoretical framework of the synchronization and one possible implementation for a

co-integrated synchronized oscillator.

Technique © ®

- Infinite range. - Extensive electronics
Frequency - Ease of implementation. (double PLL, divider,
difference - “Quasi-digital”  output  (frequency subtraction).

difference).

- Parasitic coupling.

Mode localization

Sensitivity enhancement < Q.

Good locking range.

- Analog output (amplitude,
amplitude ratio).

Open-loop.

Synchronization

Sensitivity enhancement potentially >
Q.

Close-loop

“Quasi-digital” output (phase
difference).

Simple electronics (digital coupler).

- Reduced locking range
(compromise with the

sensitivity).

Table 1.13:

resonant sensing

Advantages and drawbacks of three

techniques for drift-free
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Chapter 2 Design and integration of
a monolithic CMOS/MEMS
Mutually Injection-Locked

Oscillator

This section gives an account of the electronic design of an integrated
CMOS/MEMS mutually injection-locked oscillator (MILO). Sub-section 2.1
addresses the design constraints that must be met by the electronic part of the system
in order to operate CMOS/MEMS MILOs as differential resonant sensors in an
optimal manner. Sub-section 2.2 describes the integration of the CMOS readout
associated with the MEMS resonators described in section 1.2.5 to form the “so-
called” CMOS-MEMS resonators. Section 2.3 and 2.4 detail block-by-block the
integration of the digital coupler, and each block’s performance. The layout of the
entire device is then designed and additional simulations are operated, described in
section 2.5 yielding slightly different performances. The simulated dependence of the

electronics to the temperature is finally investigated in section 2.6.

2.1  Design guidelines for MILOs

In [130], the synchronization of two resonators by mutual injection is studied
in depth, in the case when each resonator is driven with a signal which is a nonlinear
mixture of the two resonator outputs. Since [130] is extensively used in this work, it
is recalled in Annex 1. Under specific mixing conditions, provided the natural
frequencies of the resonators are tuned, synchronization occurs: the two resonators
oscillate at the same frequency, and are locked in phase. As already mentioned, in
this synchronized state, the phase difference between the resonator outputs is highly
sensitive to any natural frequency mismatch between the two resonators. The main

properties of such architectures (locking range, response time, sensitivity and
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resolution) are established in [130]. This sub-section tries to take a different
approach, aimed at electronic designers, instead of re-going through the control-
theoretical calculations of [130].

Voltage adaptation

Vinl K
MEMS 1 |ldet1 Analog readout Vi
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MEMS 2 Laet2 Analog readout
(w5(1+€),0Q) K, Byes Vs

Vinz Voltage adaptation

K’

Figure 2.1: High-level schematic of our proposition for the synchronization of
two resonators by injection-locking.

A high-level schematic of a MILO architecture is shown in Figure 2.1. The
resonators, readouts and voltage adaptation stages of each branch have the same
nominal characteristics. The resonators (a detailed model of which was given in
section 1.3) are characterized by their quality factor Q and natural pulsation w,. The
analog readouts have transimpedance gain K > 0 (between the current output by the
resonator and the readout output voltage) and phase 6,.; at w,. The voltage
adaptation stages are characterized by a non-dimensional gain K’ > 0. The system-
level architecture of the coupler is shown in Figure 2.2. It is characterized by a cross-

coupling gain y and two phase-shifting elements ¥, and ¥,
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Figure 2.2: Low-level schematic of the architecture of a generic coupler.

When y =0, the system of Figure 2.1 reduces to two uncoupled self-
oscillating loops. Because of the comparator in each loop, the Barkhausen criterion
reduces to a single condition on the feedback phase, which is valid provided K > 0
and K’ > 0. The pulsation of oscillation w is equal to w, provided:

seif = —Ores - (25)

Note that, if this criterion is not exactly met, each loop still oscillates, but at a
pulsation slightly off from w,, and with a decreased frequency stability. Thus,
equation (25) can be used as a guideline for a designer, aiming at the best oscillator
performance.

A similar approach can be used when y > 0, i.e. when the two loops are in
mutual injection. The drive voltage of each resonator is then a linear combination of
the phase-shifted comparator outputs. As in the single oscillator case, the best
performance is obtained by setting the pulsation of oscillation w to w, [130]. Since a
MILO has three design degrees of freedom instead of one for a single oscillator, it is
also possible to choose the nominal value ¢, of the phase difference ¢ between V;
and V,. This is useful in the context of a resonant sensing application.

Because of the comparators, as in the single oscillator case, the Barkhausen

criterion in each loop reduces to:

Sin(eres + l’Uself) - VSin(eres + ¥oue + 400) =0 (26)
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sin(fres + Pserr) + ¥ sin(Ores + Yrue — 90) = 0,
provided K, K’ and y are positive. With the nominal phase difference ¢, = /2, this
boils down to a single equation:
$in(Bres + Pser) = ¥ COS(Bres + Pinur) = 0. (27)
In the present work, the choice to impose ¥y ; = Wserf = Pres IS Made,
leading to:
Pres = —Ores +tan™ ' (y). (28)
The case y = 1 is optimal as far as frequency stability is concerned and also is
of practical interest, since the mixer can then be implemented with digital blocks
[130]%, as shown in sub-section 2.3.1. Equation (28) then reduces to:
Pres = —Ores + /4. (29)
Thus, provided (29) is verified, the nominal self-oscillation state of the MILO
IS w = wy, and ¢ = /2. When a relative stiffness mismatch ¢ exists between the
two resonators, the phase difference and the pulsation shift away from their nominal

values. From [130], the oscillation remains stable provided:

V2
|E| < Elock = —=- (30)
Q
The nominal sensitivities of w and ¢ to the relative stiffness mismatch ¢ are
then:
1 do 2
S, 2—— ==0
J ¢ Do oe =0 T (31)
S 1 dw 1
© 7 o 0eley 4

L 1t should be mentioned that, in [122], the phase-shifting elements Yserr and
Y. are chosen so that both terms on the left-hand side of (27) vanish
independently of the cross-coupling coefficient, i.e.:

Ysetf = Yimut — /2 = —Opes.

Although this approach has a slightly better stability compared to the one used

in the present work and the same sensitivity to &, when y =1, it cannot be

implemented with digital blocks, which is the main reason why it was not chosen.
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One can finally define the sensitivity enhancement ratio, corresponding to the
ratio between the two outputs of the MILO (the phase difference and the frequency).
These quantities are normalized, and one can write:

wodp  8Q
S . —, 32
MILO ®o dw T ( )
Since Q > 1, it is clear that the phase difference is much more sensitive to ¢

than the pulsation.

For Q; # Q, the model from [130] can be derived, yielding:

s 40
-

Sy ==

e =20, + 0,

It means that S, is mainly determined by the lower quality factor of both

resonators. However, the sensitivity ratio Sy, is only affected by Q;:

8¢
SmiLo = 71 (34)

Note that, if (29) is not exactly met or if the quality factors of the resonators
differ, the oscillation state and sensitivities will be slightly off from their nominal
values, and the stability of both ¢ and w may be decreased. On the other hand, the
exact values of the transimpedance gains and the voltage adaptation gains have in
theory no impact on the performance of the MILO.

Equation (29) is used in the rest of this work as a design objective. One can
present the coupler as composed by perfect blocks (i.e. no delay, no rise & fall time)
and two phase-shift blocks, one for each side, merging the delays and rise & fall time
of every blocks (see Figure 2.3). The sum of all the phase shifts in these blocks is

¥,.s, 1t is supposed to be equal for both sides since the architecture is symmetrical.
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Figure 2.3: Low-level schematic of the coupler implemented in this work

v,

In the following section, the design of the analog readouts is addressed. The
design of the digital coupler taking (29) into account is addressed in sub-section 2.3.
The resulting MILO is schematically represented in Figure 2.4. Most of it is
monolithically co-integrated. Besides the expertise of the ECAS group in monolithic
CMOS/MEMS integration, there are several reasons why this is an interesting choice

for a MILO-based differential sensor:

o fabricating the two resonators on the same chip reduces the fabrication
variability in terms of resonance frequency, as shown in section 3.2.1.

e the distance between the resonators is reduced, thus ensuring that
temperature drifts affect them equally.

e precise extraction of the parasitic elements of the design is made
possible at the simulation stage. This enables accurate estimation of the
phase of the coupler, and an optimization according to Equation (29).
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Figure 2.4: Schematic of the MILO. Only the potentiometer bridge is not co-
integrated.

In fact, previous implementations of this architecture with separately fabricated
blocks (i.e. one PCB for the coupler, and one for each resonator) [129], [131] were
shown to be limited because of imperfect drift cancellation due to the distance
separating the resonators, and phase delay estimation due to the interconnections
between the PCBs.

In this work, the potentiometer bridge is not co-integrated because, as this work
is the group’s first experience of complex co-integration (i.e. analog and digital with
multiple blocks), precise open-loop characterization is required to ensure to well-
function of several blocks that are co-integrated for the first time. One must be able
to open the loop, and the connection between the coupler and the resonators’
excitation makes the most sense because it’s digital thus robust to noises and
interferences. Moreover, this allows for an easier control of the actuation voltage of
the resonators. However, the digital coupler must be able to output enough current to
load the connection pad and the wiring to connect the bridge to the chip. This is

detailed in subsection 2.3.3.
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2.2  CMOS-MEMS readout design

This section describes the design and the co-integration of a CMOS amplifier
with the MEMS resonator described in sub-section 1.2.5. The design of the readout is
presented, and some extracted simulation results are given (i.e. post-layout model of
the amplifier, with extracted resistance and capacitance arising from the design,
coupled with the BVD model of the resonators developed in section 1.3). These
simulation results, in particular the value of 8,.,, can be used to design the digital
coupler according to Equation (29) as presented in section 2.3.

As shown in sub-section 1.3.4, the output current i;,, of the MEMS resonators
considered in this work is of the order of 10 nA at the resonance (for a CFB,
givenV, =20V, andV, =1V). A transimpedance amplifier is required to
transform this current into an exploitable voltage (i.e. with amplitude high enough to
trigger the comparators of the coupler). The impedance in which the output current is
sensed fixes the phase delay of the amplifier, as long as the resonance frequency is
inside the bandwidth of the amplifier. In the case of a capacitive readout, in which
the current is integrated into the parasitic capacitances of the output electrode of the
MEMS and of the input transistor of the amplifier (see Figure 2.5), the phase delay
between the detected current and the output voltage V; should then be +90°,
depending on the sign of the gain of the amplifier. Since, at resonance, the phase
between the input voltage V;,,; and the output current of the resonator is 0 °, the value
of 6,..s should also be +90°.
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Figure 2.5: Capacitive current sensing scheme.

The amplifier used in this work was previously designed and presented in
[132]. Its transistor-level schematic is given in Figure 2.6.

Vdd

M6
(2/0.5)
w J—C
(2/0.5) ME
(8/0.5)
|
|
M3 M4
(21/05)] E (21/0.5)
Bias1 2
Vo
M1 M2
(1185 (3/0.5) (3/0.5)
Vit I—;
M7 M9
(5] (36/0.5)

Bias2 M0

Figure 2.6: Transistor-level circuit scheme of the differential sustaining circuit
based on a cascode voltage amplifier [132].

The biasing of the amplifier inputs (Vi+ and Vi- in Figure 2.6) is achieved by
the implementation of two NMOS transistors (M11 to M14 in Figure 2.6) in anti-
parallel configuration working in their sub-threshold region [62], [133], [132]. It
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exhibits a high resistance (102 Q [132]), thus a low input-referred current noise (80
fA/Hz [132]).

The input stage is a differential pair (M1 to M6 in Figure 2.6), which allows for
a compensation of the feedthrough effect described in section 1.3.3. At each input
one resonator is connected: both resonators are nominally identical and excited by
the same voltage, but only one of them is biased (see Figure 2.7). Thus, according to
Equation (14), the biased (or active) resonator outputs the sum of the parasitic and
the motional current i, + i, Whereas the unbiased (or dummy) resonator outputs
the parasitic current i,,,,- only. In the differential stage of the amplifier, a subtraction
is operated. Thus, the output voltage is nominally free of the effect of the parasitic
current i, This scheme is only valid as long as the two MEMS are identical, in
order to have the exact same parasitic current for a given excitation voltage. This is
ensured by fabricating them as close as possible (see Figure 2.8 for the layout). In
this work, the active MEMS is placed on the inverter input (see Figure 2.7). This
means that inside the bandwidth of the amplifier, in this configuration and supposing

a good feedthrough cancellation, 8,.., = 90°.

i
4>| Dummy MEMS |—L> +

Amp 4

——{ Active MEMS ——— -

Vl = K. imot

Figure 2.7: block-level schematic of the feedthrough compensation scheme

The amplification is provided by a cascode structure (M3 to M6), and is
buffered by a source-follower output stage (M8 and M9, biased by M10).

The electrical consumption is 1.5 mW for a supply voltage of 3.3 V [132]. The
size is 300 pum x 150 pm. A microphotograph and layout image of the entire
amplifier (i.e. sustaining amplifier + biasing block + buffer) is presented in Figure
2.8.
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Figure 2.8: Entire amplifier: up) microphotograph, down) layout

The transimpedance gain is set by the parasitic capacitance in which the input
current is integrated. As presented in the layouts of Figure 1.12 and Figure 1.13, the
electrodes do not have the same size for the CCB and the CFB, thus the amplifier
gain is different in both cases. To take this parasitic capacitance into account in the
amplifier’s extracted model, it must be added manually. It is estimated geometrically,
given the electrode’s dimensions (without considering any fringing fields) and the
distance between the substrate and the MET3 (3 um). The relative permittivity of the
Si0Oz is 3.9. The parasitic capacitances corresponding to CCB and CFB resonators are
given in Table 2.1. In order to have the lowest value of the parasitic capacitance (and
thus, the highest transimpedance gain), the resonators are placed as close as possible
to the input of the amplifier.

The actual value of 6, is determined by the bandwidth of the amplifier, and
the natural frequencies of the MEMS resonators (CFB and CCB). The simulated
Bode diagram of the amplifier in gain and phase is given in Figure 2.9 and Figure

2.10, and the values of gain and phase for the CCB and CFB are presented in Table
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2.1. The bandwidth of the amplifier is estimated at 9.7 MHz thanks to the same type

of simulation with a wider range.
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Figure 2.9: Transimpedance gain of the amplifier: extracted simulation + added
Celectrode Capacitance corresponding to the resonator’s geometry for the two cases.
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Figure 2.10: Phase of the amplifier: extracted simulation, which is not affected

by Celectrode-

Geometry fo Colectrode Gain K @ f, Phase @ fy: Ores
CCB (o, = 0) 2.6 MHz 4.6 fF 41 MQ 725°
CCB (o5 = 3.9 MHz
4.6 fF 26 MQ 65 °
475 MPa)
CFB 3.05 MHz 1.3fF 39 MQ 71°

Table 2.1: Electrode’s parasitic capacitance, transimpedance gain and phase of
the amplifier at the resonance frequency of the MEMS.
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As it is seen in Figure 2.10, the CCB and CFB are working on the edge of the
bandwidth of the amplifier. This means that its phase depends on the considered
frequency. This is a difficulty in the design of the feedback loop in the case of the
CCB, because the resonance frequency is a priori unknown since it is related to the
residual stress arising from the fabrication process, which is not necessarily
predictable (see the difference of 6,..; arising from the residual stress in the case of
CCB resonators in Table 2.1). Concerning the gain, it depends on the frequency as
well but the amplifiers load comparators (Figure 2.4). As long as the gain is high
enough to trigger them, the gain’s dependence on the frequency does not matter.
Given the motional resistances at a bias voltage of 20 V (58 MQ for the CCB, 91
MQ for the CFB for a quality factor of 100 in both cases), the CMOS-MEMS
resonators should behave like voltage dividers of ratio 0.7 for the CCB and 0.3 for
the CFB (i.e. output 700 mV (resp. 300 mV) for an excitation voltage of 1 V for the
CCB (resp. CFB). Finally, the amplifier’s output is auto-biased, and this DC voltage
is related to the input charge of the amplifier.

2.3 Integration of the NOT QUADDRO coupler

2.3.1 Digital mixer principle

In the case y = 1, the operations (+|+) and (+|-) of Figure 2.2 can be done by
combining logic gates instead of using analog adders / subtractors. Two “equivalent”
mixer architectures based on logic gates are represented in Figure 2.12. In Figure
2.11, the output signals of these digital architectures are compared to those output by
the analog mixer of Figure 2.3. Although the digital mixers output binary-valued
signals, as opposed to the three-valued output of the analog mixer, the input-output

phase-relationship is the same.
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Figure 2.11: High-level Simulink simulation. Top: mixer’s inputs V; and V.
Middle: output voltages of the digital mixer of Figure 2.12 with ¥,., = 0. Down:
output voltages of the analog mixer of Figure 2.3 with ¥,..; = 0.
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Figure 2.12: Two possible implementations for the QUADDRO coupler phase
and gain conditions: a) is implemented in [129] and [131], while b) is studied in
[134] and implemented in this work.
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The XOR QUADDRO (Figure 2.12 a) has the exact same truth table as the
NOT QUADDRO (Figure 2.12 b) but if the propagation delays in the logical gates is
not negligible, the XOR gate can lead to apparition of unwanted spikes at the mixer
output [129]. This is why the NOT QUADDRO architecture was chosen for
implementation.

Another benefit from this architecture is the fact that the phase difference ¢
can be calculated from the values of the duty cycles of V¢, and V¢,: DC; and DC,
according to :

DC, — DCZ). )

DC; + DG,
Given the fact that the sum DC; + DC, is fixed (nominally 0.5, but which value

(p=90-<1+

can vary due to the saturation of the amplifiers, as described in subsection 3.3), one
can calculate ¢ (in degrees) based on the knowledge of either DC; or DC, :

{(p =180 (1 — 2DC,)
®=360-DC,

The relation between ¢, DC; and DC, is illustrated with high-level simulation

(36)

of the mixer presented in Figure 2.13 and Table 2.2, showing perfect agreement,
which is expected since the high-level simulation does not take any non-ideality into
account. This is a great asset when it comes to VLSI implementation since V¢, can be
directly fed into the digital system, without requiring any analog-to-digital converter
or counter. The resulting coupling circuit is composed of two comparators, two AND
gates, one inverter gate (i.e. the mixer), but also requires two bias tees, if only to
eliminate the DC component of the amplifier outputs, and a two-sided digital buffer.
The design of these blocks is detailed in the following sub-sections, with a focus on
how much each block contributes to the phase-shift in the loop, in order to verify
(29). The results in this sub-section are based on schematic-level simulation to
extract the theoretical performances of every block. In section 2.5, the complete chip
design is explained, and the performance of each block is simulated taking into
account the parasitic elements arising from the overall layout (i.e. the resistive
connections between the blocks, the capacitive coupling with the substrate, the

capacitance corresponding to the connection pads).
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Figure 2.13: High-level Simulink simulation of V; (blue), V, (green), V¢, (red)
and Vg, (teal). Top: ¢ = 60 °; middle: ¢ = 90 °; bottom: ¢ = 120 °.

Q DCy DC, DC; + DC, Calculated ¢
60 ° 0.166 0.334 0.5 60 °
90 ° 0.25 0.25 0.5 90 °
120 ° 0.334 0.166 0.5 120 °

Table 2.2: Measured duty cycle from the three cases of Figure 2.13 and
calculated ¢ according to (35).

2.3.2 Comparator and bias tee design

The comparator is found in the library Analog Standard Cells (A_CELLYS)
from AMS C35. It is composed of a differential pair followed by a cascode stage for
the amplification and two inverter gates for the saturation and the ability to drive
large capacitive loads (see Figure 2.14 for a transistor-level schematic of the
comparator). A feedback is provided by the transistor Q15 to set a 17 mV hysteresis
on the negative threshold. The bias current lpias is provided by the BBIAS block from

the same library.
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Figure 2.14: Transistor-level schematic of the A_CELLS comparator.

As the power supply is asymmetrical (Vg to ground), the input voltage must be
biased to ensure the fact that the totality of its amplitude remains within the Vqq to
ground range. Schematic simulation of the comparator is performed with slow
sinewaves (1 kHz) without load with successive 0 V biasing and 1 V biasing of the
input signal, and 200 mV peak-to-peak amplitude to illustrate the hysteresis value
and the performance degradation if the signal is outside the [0 V-3.3 V] interval. The
results, shown in Figure 2.15, illustrate hysteresis is 17 mV for the 1 V-biased input,
but jumps to 25 mV with a 30 mV offset for the 0 VV-biased input.

To prevent this degradation, an integrated bias tee composed of a 1 MQ
resistance and a 2 pF capacitor is designed. The resistance is a 1500 pm % 2 pum
rpoly layer (the most resistive layer available in the technology) wrapped around
itself to save space. The capacitance is an octagonal cpoly layer of 56 um side length,
surrounded by an N-well biased at Vgg and a P-well biased at GND to prevent any
current leakage. The block is routed as illustrated in Figure 2.16, with V(e chosen to
make sure that V; remains inside the [0 V-3.3 V] interval. The bias tee is a high-pass
filter with a cutoff frequency of 79 kHz which adds a positive phase-shift depending
on the frequency (theoretically 1.16 ° at 3.9 MHz and 1.52 ° at 3 MHz).
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Figure 2.15: Transient schematic simulation to illustration the hysteresis and
the input biasing requirement: a) OV bias, b) 1V bias.
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Figure 2.16: Schematic of the bias tee routing.

Simulations are then performed based on the schematic model of the
comparator with fast sinewaves (3 MHz) with various loads to estimate the delay and
rise & fall time of the comparator. The result is shown in Figure 2.17, exhibiting a 5
ns delay for the positive threshold and a 7 ns for the negative one (corresponding to
the hysteresis). This is according to the AMS datasheet. A rise & fall time between 2
ns and 8 ns depending on the load is found. The comparator nominally consumes

0.86 mW, while the current bias block consumes 105 pW.
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Figure 2.17: Transient schematic simulation of the A_CELLS comparator for
various capacitive loads at 3 MHz: a) positive threshold, b) negative threshold (2ns
added delay corresponding to the 17mV hysteresis).

2.3.3 Digital mixer and buffer design

The digital mixer is composed of three logical gates which are taken from the
library CORELIBD from AMS C35. A digital buffer is designed as well because, as
mentioned in section 2.1, the coupler loads a potentiometer bridge placed outside the
chip. This means that the coupler needs to output enough current to drive the
connection PADs and the wiring to go to the bridge.

Concerning the mixer, it is composed of the smallest gates available in the
technology (AND2X1, INVX1), to have the smallest delay, since they are not
perturbed by possible capacitances to load. The two AND2X1 are composed of 6
transistors (2 PMOS, 2 NMOS for the NAND, 1 PMOS, 1 NMOS for the inverter),
and the INVX1 is composed of 2 transistors (1 PMOS, 1 NMOS). The transistors
dimensions are 0.35 pum x 0.45 pm for the NMOS, and 0.35 pm x 0.7 pm for the
PMOS.

The digital buffer is composed of 4 stages of increasingly larger inverter gates,

whose dimensions are given in Table 2.3.

Stage PMOS NMOS
. 0.35 um x 0.7 0.35 um x 0.45
pm pm
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) 0.35 um x 22.4 0.35 um x 12.55
Hm pm
0.35 pm x 44.8
3 0.35 pm x 25 pm
Hm
A 0.35 um x 179 0.35 pm x 100
Hm pm

Table 2.3: Size of the transistors from the digital buffer.

The different transition times and delays are estimated through transient
simulations of the schematic model of the coupler. After the 7 ns delay of the

comparator are extracted:

e 0.3 ns delay for the mixer (since the gates are the smallest).

e 1.2 ns delay for the digital buffer.

The mixer and the buffer are simulated for various capacitive loads (Figure
2.18 a)), showing better loading capabilities than the comparator (3 ns of rise time
instead of 5 ns at 20 pF), at the cost of a very high AC current consumption. The
steady-state consumption of the coupler is 0.48 mA (corresponding to 1.6 mW at 3.3
V) but there is a short surge at every transition (Figure 2.18 b)), which exact value
depends on the load. These results are summed up in Table 2.4. The current spikes,
because of the RLC behavior of the BNC wire bringing the supply voltage to the
chip, generate oscillation in the effective voltage supply. Hence, the current spikes
lead to voltage oscillations on every block of the chip. This is illustrated in section
2.4.2.

Amplitude (V)

1
—
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/ 45 === Voltage
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Figure 2.18: Transient schematic simulation of the complete coupler at 3MHz:
a) for various loads, b) current consumption at the transitions for a load of 20pF.

Load (pF) 1 pF 2 pF 10 pF 20 pF

Delay + Rise &

] 1.5ns 1.5ns 2.6 ns 3ns
Fall time

Y @3 MHz 16° 16° 2.8° 3.24°
¥ @ 3.9 MHz 2.1° 2.1° 3.65° 4.21°

Current spikes
25 mA 31 mA 39 mA 48 mA

(mA)

Table 2.4: Simulated delays and current spikes at each coupler’s transition, and
extracted added phase by the association mixer + buffer for various capacitive loads.

2.4  Miscellaneous design issues

2.4.1 Decoupling capacitances and low-resistance access matrix

To lower the access resistance of the power supply voltage and absorb a part of
the AC consumption presented in the previous paragraph, a block composed of a
NMOS-based capacitance towered by three levels of metal routed as illustrated in
Figure 2.19 has been designed. The dimension of one block is 10 pm x 10 um,
producing a 50 fF decoupling capacitance between the supply voltage V4q and the
ground. These blocks are placed all over the chip and ensure the low-resistance
distribution of the power supply and a distributed decoupling capacitance of 40 pF in
total. By the standard “rule of thumb”, this 40 pF decoupling capacitance allows the
digital buffer to load a 4 pF capacitance without major perturbations even with the
current spikes, which are “absorbed” by the distributed capacitance. Moreover, these
blocks bias the substrate at 0 VV and prevent any current leakage from affecting the
other blocks.
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Figure 2.19: Design and routing of the decoupling capacitance.

2.4.2 Potentiometer bridge

The digital buffer outputs 3.3 V logic signals that would drive the resonators
outside of their linear range, even for moderate values of the bias voltage (see Figure
1.27 and Figure 1.28): this voltage must then be reduced for nominal operation. To
this end, an off-chip voltage divider bridge (corresponding to gain K’ in Figure 2.1)
consisting of a 1 kQ potentiometer is used. The exact impact of this off-chip
component on the value of the feedback phase-shift ¥, is very dependent of the
experimental connection set-up. Two set-ups (Figure 2.20) are used to connect it to
the chip:

e the output of the digital buffer is connected to the bridge with an 8 cm
SMA wire. The PCB carrying the bridge is placed over the chip, and
the output of the bridge is connected back to the chip (to the input port
of the MEMS resonator) with a 12 cm SMA wire.

e the output of the digital buffer is connected to the bridge with a 1 cm
SMA connector. The PCB carrying the bridge is in the same plane as
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the chip, and the output bridge’s output is connected back to the chip
with a 15 cm SMA wire.

Bridge to
MEMS

Coupler
to bridge

PCB

— probe
Digital R MEMS
buffer s resonator
R
Cop —— j —— Cpu
L 1 1

1 kQ potentiometer

Figure 2.21: Connection of the potentiometer’s bridge.

The two connections can be modelled as parasitic capacitances C.p and Cpy,, as
shown in Figure 2.21. Capacitance C.p should be as small as possible so that the
current spikes mentioned in sub-section 2.3.3 are minimized. Transient simulation of
the entire coupler are performed for the two set-ups and presented in the Figure 2.22.
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As predicted, the 8 pF load of set-up a) leads to major perturbations while the

perturbations are well-absorbed for the 2 pF load of set-up b).
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Figure 2.22: Transient closed-loop simulation of the MILO at 3.9 MHz for the
two set-ups, taking into account the RLC equivalent of the wire which supplies Vdd
(10 nH, 80 pF, 0.3 QO)

On the other hand, Cp), acts as a low-pass filter when combined with the
potentiometer. Moreover, a probe is always placed after the potentiometer to control
the amplitude and record the signal, adding another capacitance. Suppose that the
bridge divides by 3.3 to have a 1 V excitation signal. The series resistance R; is at
700 Q, and the ground resistance R; at 300 Q. The results of the added phase delay

at each frequency, for each set-up is given in Table 2.5.

Set-up | Ccp | Cpy | Cprove | Phase @ 3 MHz | Phase @ 3.9 MHz
a |8pF|12pF|3.9pF 3.7° -4.6°
b |1pF|15pF|3.9pF 4.2° 5.2°

Table 2.5: Capacitances to load and theoretical phase delay added by the
potentiometer’s bridge connection for the two set-ups.

The set-up b) is preferred, mainly due to the perturbations reduction, since the
phase delays are almost equal in both case.
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2.5  Final chip layout and extracted simulation

The overall chip organization (see Figure 2.23) results from the fact that
connection pads must be set in a straight line in order to use the HTT Wedge7 probe
card at our disposal. Indeed, even if the probe card is not suited for closing the loop,
it is the best suited tool to check if the MEMS releasing occurred properly. The
etching process does not work 100 % of the time, and the hand-made bonding
process is very time consuming. Then, the critical connections between the resonator
and the amplifier, and between the amplifier and the comparator have to be as small
as possible, because they are analog connections, susceptible to noise interference.
Three pads are routed to the ground to properly evacuate parasitic currents from the
substrate. The routing is carefully made so that no two AC signals with different
phase or waveform types (i.e. analog and digital) are connected to neighboring pads,
and thus avoid parasitic coupling. This organization comes at the cost of having a
rather long (1 mm) connection between the comparator output and the mixer input,
since the comparators are at each extremity of the chip and the mixer in the center.

Transient open-loop simulations of the entire chip plus the model of the
potentiometer bridge are performed. The BVD equivalent of the two MEMS
resonators are excited with sinewaves in quadrature (Vexct and Vexc2), at their
resonance frequency. Every external non-idealities are taken into account (RLC
behavior of the power supply cord, capacitances Cpy and C.p of the SMA wiring
connecting the potentiometer bridge to the chip, capacitances Cy.ope Of the
oscilloscope at the output of the amplifiers and at the input of the MEMS resonators.
The internal non-idealities (PADs capacitances, substrate capacitance and resistive
connections) are taken into account in the extracted model of the chip. The results are
presented in Figure 2.24 for a CCB working at 3.9 MHz and for a CFB working at 3
MHz.

The phase delays in the different blocks for the two respective resonance
frequency of the CCB and CFB are presented in Table 2.6, in the case of schematic
simulations from section 2.3.2 to section 2.4.2 and post layout extracted simulation
of the entire chip. The delay in the comparator is much higher than the one found in

97



the schematic model. This is due to the long connection between the comparator’s
output and the mixer’s input. The positive phase in the bias tee is higher than
expected as well, possibly due to inductive effects in the “wrapped-up” shape of the
resistance. The delay in the mixer + buffer block is slightly higher as well, due to the
fact that its output is connected to a pad which represents a 0.3 pF capacitance to
load. Overall, the architecture is optimized for a resonance frequency around 3 MHz,
which is the frequency of the CFB and the unstressed frequency of the CCB (2.6
MHz). Unfortunately, due to the unpredicted tensile stress, the architecture is not
optimized for the CCB that were fabricated in this work. The simulated consumption

of the device has a static value of 9.8 mA with spikes at 29 mA.
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Figure 2.23: Microscopic image of a co-integrated CMOS-CCB MILO
(dimensions: 2.4 mm x 375 um).
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Figure 2.24: Open loop transient simulation of the entire chip. The amplitudes
are reduced for better readability. Top: CCB (3.9 MHz). Bottom: CFB (3 MHz)
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Bias Mixer + _ Optimal
Frequency Mode Comparator Bridge Y os
Tee Buffer Yos
schematic | 1.52° -7.56 ° -194° | -46° | -1258° -26 °
3 MHz
extracted 43° -24°° -24° -4.2° -26.3° -26 °
schematic | 1.16° -9.83° -253° | -52° -16.4 ° -20°
3.9 MHz
extracted 3.2° -23° -3.2° -5.2° -28.2° -20°

Table 2.6: Phase delays in the different blocks for the complete extracted
model of the chip.

2.6 Electronics’ dependence on the temperature

The variation of the resonance frequency of the MEMS resonators with the
temperature has been detailed in section 1.4.1. But due to the fact that the bandgap
energy of MOS transistors are temperature-dependent, charge carriers’ mobility
changes with the temperature as well [135]. Temperature has an effect on the
performances of the CMOS blocks. This section explores the temperature
dependence of the blocks of our circuitry, based on simulations.

As it is seen throughout this part, the phase of the amplifier is the important
parameter as long as its gain is high enough to trigger the amplifier. In Figure 2.25 is
shown the results of frequency simulations of the extracted model of the amplifier for
various temperatures. It is seen that there is a 5 ° shift over the 80 °C range. The
phase for two temperatures (20 °C and 100 °C) are extracted at 3 MHz and 3.9 MHz
and presented in Table 2.7.

Slow-varying simulations also show the fact that the comparator’s hysteresis
linearly shifts from 17 mV to 27 mV between 20 °C and 100 °C, which has no
impact as long as amplifiers’ signals are large enough, but be quite detrimental
otherwise.

Various transient simulations are then conducted on the extracted model of the
device for two temperatures at 3 MHz and 3.9 MHz. The extracted phase values are
presented in Table 2.7 for 3 MHz and Table 2.8 for 3.9 MHz. It can be seen that the

architecture which was optimized for 3 MHz, is not when the temperature rises.
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Figure 2.25: Extracted simulation of the phase of the amplifier for different
temperatures.
Comparator + Mixer + ) )
T (°C) | Oyes ) Bridge [ Optimal ¥,..¢
Bias tee Buffer
20 |71° -19.7° -2.4° -4.2° -26.3° -26 °
100 |67° -21.2° -3.2° -4.2° -28.6° -22°

Table 2.7: Phase delays in the blocks for two temperatures extracted from
transient simulations of the device at 3 MHz.

Comparator + Mixer + ) )
T (°C) | Oyes Bias tee Buffer Bridge W oo Optimal ¥,..¢
20 |65° -19.8° -3.2° -5.2° -28.2° -20°
100 [61° -22.4° -43° -5.2° -319° -16 °

Table 2.8: Phase delays in the blocks for two temperatures extracted from
transient simulations of the device at 3.9 MHz.

The fact that the condition of Equation (29) is lost when the temperature rises

in the case of CFB, or the phase imbalance increases with the temperature in the case

of CCB might leads to a decreased sensitivity S, and stability. But as long as the

mismatch between the optimal case of Equation (29) and the measured phase is the

same for both sides of the MILO, it has no effect on ¢.

102




In this chapter, a simplified model of a generic Mutually Injection-Locked
oscillator using the phasor notations has been developed. Some choices were made
for a VLSI-compatible implementation of the device (y = 1, Wsoir = Winue), and a
design constraint was extracted in order to drive both resonators at their resonance
frequency, and to have ¢, = 90 °. This constraint, presented in Equation (29) acts as
a guideline throughout the design of the device. This design was then presented,
block by block first and of the entire device afterward, alongside schematic and
extracted simulations to ensure the compliance with the design constraint. The
difficulties arising from the design (e.g. the a priori unknown resonance frequency of
the CCB, the differences between schematics and extracted simulations) were
presented as well as the choices that were made. The next chapter presents the
experimental results in company with extracted simulations of the device and

comparison with the theoretical modelling of the architecture.
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Chapter 3 Experimental results

In this chapter the performances of the fully co-integrated MILO as a resonant
differential sensor are analyzed and compared to the theory. First, the open-loop
characterization of the CMOS-MEMS resonators and of the entire circuitry (CMOS-
MEMS + coupler) is performed experimentally and compared to simulation results in
section 3.1. Then, section 3.2 explores the co-integration of two CMOS-MEMS
resonators on one single chip. The potential advantages in term of resonance
frequency and quality factor matching are emphasized. After that, the loop is closed
(see section 3.3), experimental waveforms are compared to simulated ones in order
to verify the accuracy of the phase parameters that were estimated in the open-loop
measurements. The MILO is then characterized as a differential sensor: the quantities
of interest defined in Equation (30), (31) and (32): Sy, Se, Smio and &4 are
analyzed for various samples in section 3.4 and 3.5, given the phase parameters
found in the previous steps. The thermal drift rejection of ¢ is assessed in section 0.
Finally, the MILO is characterized as an oscillator in section 3.7, with short-term
stability measurements in term of phase noise, frequency noise, and noise over the

phase difference ¢.

3.1  Open-loop characterization of the MILO.

In this first section, the CMOS-MEMS resonators are characterized
experimentally and compared to the association of the BVD model obtained in
section 1.3 and the readout Cadence model depicted in section 2.2. The emphasis is
put on the importance of the experimental set-up for the extraction of knowledge on
the blocks. Then, the entire circuitry (CMOS-MEMS resonators + coupler) is
characterized experimentally and compared to the global model (BVD + readout

model + coupler models).

3.1.1 Open-loop characterization of the CMOS-MEMS resonators
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The resonators and their readouts (see the microscopic images in Figure 3.1)
are experimentally characterized with a probe station, using a HTT Wedge7 probe
card, a “home-made” connector and an Agilent E5100 network analyzer. The set-up
is shown in Figure 3.2. The input and output of the network analyzer are 50 Q
impedances, and they are connected to the device under test (DUT) with 80 cm SMA
wires, as schematically illustrated in Figure 3.3. Those capacitances and resistances
are taken into account in the Cadence model of the test bench. The two RC filters

thus created generates phase delays of -5.3 © at 3 MHz and -7 ° at 3.9 MHz. In Figure
3.4, the spectra of CMOS-CFB 1 and 2 are recorded for V,; =V, =40V, and for
V1 =20V and V,, = 0 V in Figure 3.5.

a)

‘/i n

Vin

;Y_I\ Y J

MEMS CMOS amplifier + biasing + 50Q buffer

Figure 3.1: Microscopic images of the two CMOS-MEMS resonators: a) CFB
b) CCB.
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HTT Wedge7 Home-made

probe card connector

Experimental set-up for the CMOS-MEMS resonators

Figure 3.2
characterization: entire set-up (left), and zoom on the Wedge7 probe card (right).
50 Q 50 Q
©  Network analyzer Q
Vin Vl

'El)lp:{ cos- }_Jolp:"

Figure 3.3: Experimental set-up for the extraction of CMOS-MEMS frequency

responses.
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Figure 3.4: Experimental frequency responses of the CMOS-CFB 1 and 2 for
Vy,, =40V and V,, = 40V (both are excited simultaneously, excitation level: -20

dBm =63 mVrms).
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3.5: Experimental frequency responses of the CMOS-CFB 1 and 2 for
and V,, = 0V (both are excited simultaneously, excitation level: -20

dBm = 63 mVrms).

Several points emerge from this characterization:

The gain is not as high as expected. For instance, in the case of the CFB
at v, = 40V, the model gives a motional resistance of 18 MQ, and
given the transimpedance gain of 39 MQ, the gain at the resonance
should be at 6.7 dB. The measurement at V,, = 40 IV exhibits a gain at
the resonance of -4 dB.

There is a coupling between the outputs of both CMOS-CFB. This
coupling generates first an anti-tone (i.e. a gain drop, red circle in
Figure 3.4) in the output of the resonator with the highest resonance
frequency, due to the other resonator’s resonance peak. The coupling
then generates a tone (i.e. gain peak, green circle in in Figure 3.4) in the
output of the resonator with the lowest resonance frequency due to the
other resonator’s peak. According to the spectra plotted in Figure 3.5,
this coupling is of the order of -20 dB.

Feedthrough is not effectively cancelled, especially in the case of the

CFB resonators, since there is a clear asymmetry on each side of the
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resonance, even though the anti-resonance is outside the measured

span.

These phenomena are explained hereafter.

The gain loss is due to the bad contact between the chip and the probe card.
Indeed, the probe card is an array of 22 parallel probes, all connected to the chip. A
small tilt between the chip and the probe card leads to a poor contact of some probes,
thus an increased contact resistance and a gain loss.

The coupling, which generates the unwanted tone, is due to the probe card and
the “home-made” connector. Indeed the array of parallel probes very close to each
other (150 pum pitch) followed by an unshielded connection bus generates capacitive
coupling between the lines (see Figure 3.6 for an illustration of the configuration:
each line number corresponds to the position of the pads, according to the device’s
layout in Figure 2.23). Three coupling must be taken into account: the one between
the two outputs of the CMOS-MEMS (the blue arrow in Figure 3.6: from line 3 to
line 14), the one between the output of CMOS-MEMS 1 and the input of CMOS-
MEMS 2, and vice versa (the two orange arrows in Figure 3.6, from lines 3 to 11 and
14 to 6). The capacitances between each line of the connector alone (i.e. not
connected to the chip) are measured with the network analyzer, the test bench is
schematically drawn in Figure 3.7. The capacitance values are extracted and the
result is presented in Figure 3.8. The measured capacitances between line 3 and line
11 and line 6 and line 14 (both equivalent to line 1 to 9) are 12 pF. The capacitance
between line 3 to 14 was not measured but can be interpolated at 10 pF given the
other results. One can then add these capacitances to simulate the coupling through

the connector between the two CMOS-MEMS resonators.
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Figure 3.6: Schematic of the wedge probe card experimental set-up. Illustration
of the capacitive coupling between the lines. The black arrows represent the probes.
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Figure 3.7: Experimental test-bench for the measurement of the coupling
capacitances between the lines of the wedge probe card and the connector
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Figure 3.8: Measured coupling capacitance between line 1 and lines from 2 to 9
of the wedge probe card and the connector.
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Figure 3.9: Simulated frequency responses of the extracted model of the
amplifier + BVD model of the CCB (V,;, =11V,V,, =30V) + coupling
capacitances between the lines.

The simulation are according to the measurement, showing the anti-tone and
the tone, meaning that the -20 dB coupling is effectively due to the capacitive
coupling between the lines in the connector, and not an effect inside the chip (current
leakage, coupling through the substrate for instance. In theory, the MILO should not
affected by such couplings, since both resonators are working at the same frequency.
However, the chip integrates a digital coupler composed of logic gates thus
exhibiting transitions from 0 V to 3.3 V, generating high frequency harmonics. The
parasitic coupling of these harmonics to the analog outputs of the amplifiers
generates spikes at every transition. Figure 3.10 presents the experimental open-loop
waveforms of V,, V,, V;,; and V;,, taken with the probe card: the two MEMS
resonators are excited in quadrature using a sinewave generator. They are biased in
order to have the same resonance frequency, and excited at this precise frequency.
The waveforms of Figure 3.10 are taken with 20 MHz probes, thus smoothing out the
high frequency perturbations, but showing the spikes on the amplifiers’ output at

every transition. Theses spikes are such as the loop cannot be closed with such a set-

up.
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Figure 3.10: Experimental open-loop oscillogram extracted with the wedge
probe card set-up: chip 2, V,; =30V, V), =48V, V,,. =200 mVrms @ 3.05
MHz.

Finally, the bad feedthrough cancellation is also due to parasitic coupling: the
excitation signal is capacitively coupled to the bias electrodes of the active and of the
dummy MEMS resonators. As shown by the red arrows in Figure 3.6, the coupling
capacitance is different between the excitation signal and the dummy bias, and
between the excitation signal and the active bias, resulting in different values of their
parasitic currents and in poor feedthrough cancellation, regardless of the biasing
voltage.

To perform better open-loop characterization, the chip is placed over a PCB,

and wire-bonded as shown in Figure 3.11.
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Figure 3.11: a) image of the chip wire-bonded on a PCB, b) details on the
aluminum wire bondings.

Experimental frequency responses are extracted, presented with their

modelled counterparts in Figure 3.12 and Figure 3.13.

For bias voltages under 20 V, some level of feedthrough remains due
to the fabrication mismatch between the dummy and the active
resonator.

For bias voltages higher than 20 V, the parasitic current mismatch at
the two inputs of the amplifier begins to surpass the motional current
of the active resonator, thus a better agreement is found between the
simulated and the experimental results.

For bias voltages of the order of 30 V (in Figure 3.13), the parasitic
current is negligible compared to the motional one, and the
agreement between simulations and measurements is good.

The dimensions of the modelled beams are adapted to fit the
measured resonance frequency, because the fabrication process’s
variability is around 10 %, and it is seen in section 1.2.5 that the
fabricated dimensions are different from the specified ones.

The model predicts accurately the resonance frequency decrease and
the gain increase with the biasing voltage.

The phase is well predicted by the model provided the two RC filters
depicted in Figure 3.2 are taken into account. One can then

extrapolate a phase at the resonance without the analyzer’s and
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SMA’s effect: 70.4 ° for the CFB and 64 ° for the CCB. The results
for the measured phase, the contribution of the experimental set-up,
the extrapolated value of 6,..; and a comparison with the simulated
phase of the amplifier alone is made in Table 3.1, showing a correct

agreement for the different techniques of evaluation of 6,.;.
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Figure 3.12: Experimental frequency response (full lines) and model (dashed
lines, dimensions L=29.6 pum, b=1.3 pm, h=0.5 pm, Go :370 nm, Q=120) of a CCB
for V, from 15V to 25 V in 2 V steps, input power of -20 dBm.
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Figure 3.13: Experimental frequency response (full lines) and model (dashed
lines, dimensions L=10.57 um, b=1.3 pum, h=0.45 um, Go :330 nm, Q=100) of a CFB
for V,, = 30 V, input power of -20 dBm.

Resonator | Measured 6,..; | Calculated setup | Extrapolated 6,., | Simulated 8,.,
contribution
CFB 65 ° -53° 70.3° 71°
CCB 57° -7° 64 ° 64.8 °

Table 3.1: Measured 6,.; for the two geometries, with the estimated
contribution of the experimental set-up, an extrapolation of the actual 6,.., and the
evaluation of 6,..; with the simulated phase of the amplifier alone made in Table 2.1.
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Finally, in Figure 3.14 the experimental spectra of two co-integrated resonators
are plotted, simultaneously excited but where only one is biased. This figure is to be
compared with Figure 3.5. The resulting coupling ratio is -45 dB while it is between -
16 dB and -20 dB with the wedge probe card (see Figure 3.4 and Figure 3.5). This
remaining coupling factor might be due to some level of coupling through the
substrate or inductive coupling between the wire bondings. Simulations shows that it
is small enough to be neglected, since the impact of digital signals’ harmonics on

amplifiers waveforms is very small.
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Figure 3.14: Experimental frequency response of a wire-bonded CFB MILO
where the CMOS-CFB 1 and 2 are simultaneously excited at -20 dBm, with V,; =
20V andV,, =0 V.

The experimental results coming from the characterization of the CMOS-
MEMS resonators show good agreement with the association of the BVD modelling
of the resonators and the extracted model of the amplifier, provided every component

of the experimental set-up has been taken into account.

3.1.2 Open-loop characterization of the entire circuitry

To make sure that everything has been taken into account in the model, an
open-loop characterization of the MILO is performed. The two resonators’ frequency

responses for various bias voltages are obtained, the matching condition is found (i.e.
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values of V,; and V},, so the two resonators’ resonance frequencies are matched). The
MEMS resonators are biased according to the matching condition, and excited by a
Tektronix AFG3052C waveform generator at this resonance frequency. The signals
are recorded on a Tektronix MSO5024B oscilloscope. The waveform generator
outputs two signals with a fixed 90 ° phase shift. The open-loop measurements are
presented in Figure 3.15 for a CFB and Figure 3.16 for a CCB, and compared to their
simulated counterparts. Overall, the simulations fit the measurements well, even
though the delay seems slightly underestimated by the simulations. The negative
transition of V;,,, is a bit overestimated by the simulation, this might come from an
underestimation of the saturation of the amplifiers, as described in section 3.3. The
simulated value of ¥, found in simulations in Table 2.6 and the simulated value of
0,5 found in Table 3.1 are according to the measurements. They are summarized in
Table 3.2

1+ l
0.8 eret ="
excl Sim.
g 0.6 exc2 e?cp. 1
% 0.4 exc2 SIm. .
E i P
< 02 lnl Sim. \f
0 i CXD.
0 sim.
0.2 .

350 400 450 500 550 600 650 700
Time (ns)
Figure 3.15: open loop waveform of a CFB (chip 12) with the following

adjustment: V,, = 28V, V,, = 30V, excitation voltage: 170 mVrms, 3.0059 MHz,
and comparison with the transient extracted simulations
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Figure 3.16: open loop waveform of a CCB (chip 17) with the following
adjustment: V,; =28V, V,, = 29.2 V, excitation voltage: 200 mVrms, 3.854 MHz,
and comparison with the transient extracted simulations

Optimal
Resonator | Frequency (MHz) | 6,es | Wres
lIIT'@S
CFB 3.006 70.3°|-26.3°| -25.3°
CCB 3.854 65° |-282°| -20°

Table 3.2: Summarized measured phase delays across the loop and comparison
with the optimal value according to Equation (29).

3.2  Characterization of two co-integrated CMOS-

MEMS resonators

In this section, the effect of co-integrating two CMOS-MEMS resonators on

one single chip is explored.
3.2.1 Matching of resonance frequencies

As pointed out at the beginning of section 2.1 the resonators of the MILO must

be nominally matched in term of resonance frequency. Considering the fabrication
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process variability, having two co-integrated MEMS resonators at close proximity
should lower their mismatch in term of dimensions, thus, natural frequency.
However, since AMS 0.35 is not a specific MEMS technology and the structures are
fabricated in spite of being out of the design rules check, some level of variability
remains. Figure 3.17 recalls the resonance frequency for a bias voltage of 20 V of the
two CMOS-MEMS resonators of every sample released in the case of CFB geometry
(12 samples) and CCB geometry (18 samples).

Concerning the CCB, the standard deviation of the resonance frequency error
of all 630 resonator pair combinations is 59.4 kHz, or 1.5% relatively to the mean
resonance frequency of 3.93 MHz. On the other hand, if we consider only the
frequency mismatch of each of the 18 co-integrated pairs relatively to its average
frequency, the standard deviation is 27.2 kHz, or 0.69 %. Discounting the first 10
chips, for which the fabrication “recipe” was still under development, the first figure
drops to 1.03 %, and the second to 0.36 %. This shows that co-integration improves
the match between resonators by a factor between 2.18, or 2.85 if only the “well-
etched” chips are taken into account. Concerning the CFB, the same figures can be
obtained, yielding a mean resonance frequency of 3.02 MHz, a total variation of 2.6
% considering every possible pair or 1.48 % considering only the co-integrated pairs
(gain of 1.76). And discounting the first 5 chips, these results adjust to 1.37 % for
every possible pair and 0.31 % for the co-integrated pairs (gain of 4.36). Overall,
there is a clear matching enhancement due to the co-integration. The results are

presented in Table 3.3
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Figure 3.17: Resonance frequency at V, = 20V of the different resonators

released in this work.

Total Co-integrated Well-etched total Well-etched co-
Resonator . - L . -
deviation deviation deviation integrated deviation
CFB 1.5% 0.69 % 1.03 % 0.36 %
CCB 2.6 % 1.48 % 1.37 % 0.31 %

Table 3.3: Matching improvement in term of resonance frequency due to co-
integration

3.2.2 Matching of quality factors
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The same operation can be made with the quality factors of the released CFB
and CCB resonators. The measured quality factors (using the -3 dB bandwidth
technique on the network analyzer) of every released CCB and CFB resonators are
presented in Figure 3.18. In neither case is there any clear gain from co-integrating
the resonators: the calculated standard deviations are equivalent whether one
considers every possible combination or only co-integrated pairs, on the order of 10
% for CFB resonators, and 20 % for CCB resonators. The mean value of the CCB’s
quality factor is 119, which is different from the theoretical value (157, see section
1.3.2) but of the same order of magnitude. Concerning the CFB’s quality factor the
mean value is 110 which is again slightly different from the theoretical value (126,
see section 1.3.2).

The difference between the theoretical predictions and experimental results
may be explained by the fact that the considered MEMS resonators are at the limit of
the validity of the squeezed-film damping model developed in [76]. Indeed, the mean
ratio of thickness over gap is only 3.5 for the CCB and 3.8 for the CFB while a ratio
of 10 is in general expected for the assumptions of the squeezed-film damping model
to hold, or slightly less when length-extension effects are taken into account (as in
our model). This interpretation seems to be confirmed by the fact that the predictions
are closer to the measurement in the CFB case, whose thickness/gap ratio is larger
than in the CCB case.

Another explanation for the fact that the difference between the predictions
obtained by [76] is higher in the case of CCB resonators than for CFB resonators
might be due to the fact that other damping sources are not considered in [76]. For
instance, anchor losses are more important in the case of CCB since there are two
anchors. Moreover, in general, CCB resonators require more etching time, leading to

more under-etching and potentially poorer anchors, thus increased damping.
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Figure 3.18: Quality factor in air of the different CMOS-MEMS resonators
released in this work.

3.2.3 Consequences for the MILO

Supposing Equation (29) is verified, the measured quality factors and
resonance frequencies can be used to estimate the theoretical optimal locking range.
Using Equation (30), this yields:

{eﬁf;; =0.012

: 37
etFB = 0.013 37)
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The change of oscillation frequency induced by a stiffness mismatch ¢ is:
Af(e) = fo XS, X ¢ . (38)
This change of oscillation frequency is roughly equal to half the resonance

frequency mismatch between the two resonators (if Q; = Q,):

M) = 5 (o fres2) (39)

In this equation, f, is the nominal resonance frequency of both resonators, thus

the nominal oscillation of the MILO (without mismatch), and f,.s, = fov/1 + € the
resonance frequency of the second resonator once a stiffness mismatch ¢ is applied.
Given the value of S,=1/4, the non-dimensional locking ranges derived from the
measured quality factors, and the mean resonance frequencies for the two geometries

found in section 3.2.1, the maximum resonance frequency mismatch for which the
MILO is locked is:

( ccB OCCB
I Afo (iglock) = i 2335 kHZ b CCE =0.6 %
4 Jo 40
AfCCB ' ( )
LAfOCFB(ielock) = +19.41 kHz > ng — 0.64 %
0

It should thus always be possible to lock two co-integrated resonators at the
same bias voltage, since the average resonance frequency mismatch between co-
integrated resonators is 0.36 % for CCB resonators and 0.31 % for CFB resonators.
However, this would not be true if the resonators were not co-integrated (1.03 %
resonance frequency mismatch for CCB resonators and 1.37 % for CFB resonators).
Note that, for most couples of co-integrated resonators, there remains a resonance
frequency mismatch (e # 0), so that the MILO is not at equilibrium when the same
bias voltage is used. One can then precisely tune the resonance frequency of the
resonators by changing the bias voltage of one of the resonators, in order to set the
MILO at the equilibrium or sweep through the MILO’s entire locking range.

Close to V,, = 20 V, the electrostatic softening formula of Equation (10) can be

linearized, yielding:
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9FCCB
(9 =5.68 kHz.V~1
oV V=20V
o FCrB b : (41)
=6.09kHz. V1
k v,
Vp~20V

Thus, the entire locking range can be swept by a +/— 4.17 V bias voltage sweep
in the case of a CCB resonator, and a +/— 3.2 V bias voltage sweep in the case of
CFB resonator.

Note that these values are valid close to the bias voltage of 20 V for which the
resonance frequencies were obtained, and should be adjusted depending on the actual
value of the bias voltage. For example, at 40 V, the locking range (in terms of bias
voltage) should be twice as small as at 20 V.

3.3  Closed-loop characterization

3.3.1 Closed-loop waveforms

For each sample, the matching condition is obtained with frequency response
measurements (Figure 3.19 and Figure 3.20 on the left-hand side). After that, the
loop is closed, using the setup b) (where the coupler and the bridge are connected by
1 cm SMA connectors, and the bridge is connected to the MEMS resonators by 15
cm SMA wires) described in Figure 2.20 in section 2.4.2, the resonators are biased
with appropriate voltages and the oscillation builds up naturally. The excitation
voltage of the resonators is controllable with the potentiometers. Oscilloscope probes
are put at the input of both resonators and at the output of both amplifiers (Figure
3.19 and Figure 3.20 on the right-hand side). The measurements are compared to the
transient simulations, showing good agreement except for the saturation of V; in the
CFB MILO. This leads to a slight discrepancy between the measured and simulated
duty cycles of V¢, and Vg,. When the amplifiers are not saturated, as in the CCB
MILO, the model describes accurately the system. The steady-state consumption is
9.5 mA which corresponds to the simulated value (estimated in section 2.5).

As illustrated in the experimental oscillograms from Figure 3.20, there are
some perturbations at the transitions, especially in the case of the CCB MILO, with a
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Gain (dB)

higher oscillation frequency, even though they are reduced when using setup b)
instead of setup a) (Figure 3.21).

Once the loop is closed, the only measurable phase shift is the one between the
amplifiers’ output and the bridge’s output. In the case of the CFB MILO (Figure 3.20
top) this measured phase shift is -25 °, and -28 ° in the case of the CCB MILO
(Figure 3.20 bottom). This goes accordingly to the simulated results (-25.3 ° for the
CFB, and -28.6 ° for the CCB) given the measurement’s uncertainty.
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Figure 3.19: CFB MILO: sample 12, V,; =30V, V,, = 28V CMOS-MEMS

frequency response and closed-loop waveforms (simulated and measured)
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Figure 3.20: CCB MILO: sample 16, V,; =20V, V,, = 22.3V: CMOS-
MEMS frequency response and closed-loop waveforms (simulated and measured).
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Figure 3.21: Closed loop experimental oscillogram of CFB MILO (sample 12,
Vy, =30V, V,, = 28 V) obtained with setup a) and setup b).

3.3.2 Amplitude, saturation and hysteresis

The amplifiers begins to saturate around 200 mVpeak, but the saturation is
asymmetrical since the dynamic range is limited by V44 and the output DC value of
the amplifier is 2.7 V (i.e. the upper part of the waveform is saturated due to the
proximity of the DC value and V4q). This means that when the output signal of the
amplifier goes through the bias tee, its DC value does not correspond to the “true”

zero crossing, but a slightly higher value. Thus, when the output signal of the bias tee
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is compared to its DC value, the duty cycle of the comparator’s output is not 50 %
but slightly less, leading to duty cycles of less than 25 % at the coupler’s output. This
point is illustrated in Figure 3.22, with two transient open loop simulations with two
different input amplitudes, showing the reduction of the duty cycle due to the

saturation of the amplifier.
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Figure 3.22: Transient simulation of a CCB MILO with two different input
amplitudes. The dashed blue waveform is not saturated, showing the true zero
crossing, while the purple full waveform is highly saturated, showing a 5 ns shift
from the true zero crossing, leading to a reduction of the duty cycle.

As long as both amplifiers are identically saturated, when passing through the
coupler, DC, and DC, are equally affected, thus not the estimated phase difference ¢
as mentioned in section 2.3.1. This point is illustrated in Figure 3.23 and Table 3.4.
Waveforms of the same CCB MILO (sample 16) are taken for various bias voltages
Vp1 and V,,, resulting in various amplitudes of the amplifiers’ output and various
saturation levels. It is seen that both DC; and DC, decrease, due to the saturation, but

the calculated ¢ remains unchanged.
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Figure 3.23: Experimental oscillograms of a CCB MILO (sample 16) for
different biasing voltages. V},; and V,, are respectively: a) 20 V and 22.3 V; b) 25 V
and 25.3 V; ¢) 30 V and 32.3 V; d) 35and 37.3 V.

Vrms (mV) DC; (%) DC, (%) DC; + DC, (%) o (°)
600 24.88 22.7 47.58 94.12
700 24.69 22.48 47.17 94.2
800 24.1 22 46.1 94.1
900 23 21 44 94.1

Table 3.4: Calculated phase difference ¢ based on duty cycles measurements
for different levels of amplitudes of the outputs of the amplifiers.

Without any saturation, the sum is nominally 0.5, however no saturation means

low amplitudes (i.e. less than 0.4 Vpeak-peak). However, only DC, is affected by the 17

mV hysteresis on the negative transition (see section 2.3.2), since DC; starts at the
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positive threshold of V;, ends at the positive threshold of V,, while DC, starts at the
positive threshold of V, and ends at the negative threshold of V,. This is illustrated in
Figure 3.24, with an arbitrary 0.2 A.U. hysteresis on the negative threshold, resulting
in DC; # DC, while having ¢ = 90 °. Having low-amplitude signals compared to
the hysteresis thus creates an asymmetry between DC; and DC, which is not related
to a phase difference between V; and V,. Since DC; and DC, is the way used to
calculate this phase difference, the choice is made to have higher amplitudes, thus

saturation in order to avoid this effect.
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Figure 3.24: Simulink high-level simulation of the coupler, illustrating a
potential drawback of the hysteresis.

3.4  Phase difference sensitivity to mismatch

To characterize a differential resonant sensor, one must first assess the output
sensitivity to the measurand. Concerning the MILO, the output quantity is the phase
difference between the two resonators ¢, measured thanks to the duty cycle of the
resonators’ excitation voltage DC; and DC, according to Equation (35). An

illustration of this sensing scheme is provided in Figure 3.25 and described hereafter:
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e The steady-state is fixed through the tuning of V/,; and V,, as described
in subsections 3.2.1 and 3.3. The steady-state phase difference ¢, is
nominally 90 °.

e A variation of the CMOS-MEMS 2’s bias voltage AV}, is applied,
generating a stiffness mismatch ¢ thus a resonance frequency mismatch
Af, according to the electrostatic stiffness phenomenon.

e The resonance frequency mismatch Af, leads to a change in the
MILO’s oscillation frequency (approximately Af, /2, if Q; = Q,) and a
phase difference change A¢. Close to ¢ = 0, the dependence of the
resonance frequency (or pulsation) and of the phase difference to ¢ are

theoretically given by Equation (33).

In the next two subsections, the quantities S,,, S, and Sy, are experimentally

measured, and compared to the theory for the two geometries. As mentioned in

section 2.1, these quantities of interest should be equal to:

(S =f Q1.0
? mQ+0Q,
1 Q
Sw=_ ) 42
2Q,+0; (42)
8Q
kSMIL():?l

provided the phase condition of Equation (29) is verified. It has been proven
experimentally that the condition is verified for the CFB MILO but is not for the
CCB MILO. One should expect different experimental results for the two cases, as
illustrated in subsections 3.4.1 and 3.4.2. The frequency is measured by an Agilent
53230a counter, and the phase difference is calculated based on the duty cycles
measurements provided either by the same counter or directly read on the
oscilloscope Tektronix MSO5024B.
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Figure 3.25: Differential resonant sensing scheme of the MILO.

3.4.1 Sensitivity to mismatch of CFB MILO

This section aims to assess the sensitivity to mismatch of CFB MILO and the
validity of the theoretical predictions. These predictions (Equations (33) and (34))
are made provided the MILO is close to € = 0, which means that it is the case in this
section as well. The edges of the locking range are explored in section 3.5.

The experiments are conducted on sample 12 (Q,; = 110, Q, = 90) whose

steady-state response is shown in Figure 3.20. The resonators are biased at V,, =
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30V, V,, =28V, in order to have a resonance frequency at f, = 3.008 MHz. The
oscillation frequency and duty cycles are recorded as V,,, is swept, and plotted in
Figure 3.26. As mentioned in section 2.1 and recalled in Figure 3.25, ¢ is defined as a
stiffness mismatch between the resonators. Since the resonance frequency is
proportional to the square root of the stiffness, it follows that the variation of the

second resonator’s resonance frequency with € is

afresz ~&
0 lp=g 27

where f, is the nominal value of the resonance frequency of both resonators, and also

(43)

the oscillation frequency of the MILO (without mismatch). The BVD model predicts,
around 28 V, an electrostatic softening of -9.6 kHz.\V/*%, which means that the relation
between V},, and € can be written:
O | _ 2 Ofren
Wpal._y fo Vi
One can then use Equation (33) to predict the variation of the oscillation
frequency of the MILO f with Vj,:

= &~ —6.4.1073AV,; . (44)

of of de

OVpol,_, 0€dVy, . (45)
af ~ & QZ Eafresz ~ —4 32 kHZ V_1 (
WVp2ol,_y 201+ Q2f0 Vi . . . 46)

As presented in Figure 3.26, the measurement are in good agreement with the

theory.

131



3.011

3.01

3.009

f (MHz)

3.008

3.007

3.00_%

[\
NN
1

1

Duty cycle (%)
[\
[\

[\
=}
T

—DC,
181e —+DC, |
— (DC +DC,)2
195 0 0.5
AV,

Figure 3.26: Measured oscillation frequency (Top) and duty cycles (Bottom)
for different values of AV},.

Then, using equation (35), one can calculate the phase difference based on the
duty cycles measurement. In Figure 3.27 the phase variation with & (calculated
according to Equation (44)) is plotted alongside the frequency variation with &, as
well as the theoretical predictions from Equations (33) and (34). Overall, the theory
predicts the behavior of the MILO very well. For an electrometer, where one seeks to
measure the quantity AV,,, the sensitivity of the phase difference to the measurand is

-36°.V1, or -4.10° ppm.V-1, while the sensitivity of the frequency to the measurand is
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Phase difference (°)

-4.3 kHz.V!, or -1.39.10° ppm.V1. Both show good linearity, but the sensitivity

enhancement is 280 if the phase difference is taken as the output signal.
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Figure 3.27: a) calculated ¢ VS calculated €; b) measured f VS calculated ¢.
This is confirmed by plotting the fractional phase (i.e. ¢ /¢, — 1) versus the
fractional frequency (i.e. f/f, — 1) and compare it to the theoretical value of Sy;.0
found in Equation (34). The resulting figure is plotted in Figure 3.28, showing
excellent agreement, which is expected given the fact that the architecture is

optimized for an oscillation frequency around 3 MHz.
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Figure 3.28: Fractional phase VS fractional frequency for the CFB MILO,
measurement and theoretical predictions.
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3.4.2 Sensitivity to mismatch of CCB MILO

The same experiments are performed on CCB MILO of sample 16 (Q; = 120,
Q, = 140). The resonators are biased at V/,; = 35V and V}, = 37.3 V, yielding f, =
3.791 MHz. The second resonator’s bias voltage is the swept around its steady-state
value. The oscillation frequency and duty cycles are recorded and plotted in Figure
3.30. The BVD predicts an electrostatic softening of -10.2 kHz.VV! around a bias
voltage of 37 V, meaning that one can write, according to Equation (44):

£~ —54.1073 AV, . 47)
one can predict a variation of the oscillation frequency of the MILO with V,,
of:
of
~ —55kHz. V1. 48
W2l ., (48)

The measured value of the decrease of the oscillation frequency (-5.7 kHz.V?,
see in Figure 3.29) is slightly higher than expected. This might be due to a gap
smaller in the second resonator, increasing its electrostatic softening phenomenon.
Then, using equation (35), one can calculate the phase difference based on the duty
cycles measurement from Figure 3.30, and plot it versus & alongside the oscillation

frequency as illustrated in Figure 3.31, and compare it to the theory.
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Figure 3.29: Measured oscillation frequency of the CCB MILO for different
values of AV,
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The measured phase difference variation with & (slope 7048°) is 2 % inferior

to the theoretical predictions from Equation (33) (i.e. Simplified Theory, with a slope

of 7191°). This is explained by the fact that the modelling is made assuming

Equation (29) is valid. Yet, it is seen in section 2.5 that it is not the case for the CCB

MILO. The experimental results are also compared to the complete theory [130] (the

code to obtain the figures is presented in Annex 2), which takes into account the

different quality factors and the different values of 6,..; and ¥,..,. The variation of the

oscillation frequency with & is not related to 6,.; and ¥, and is accurately

predicted by both the simplified theory and the complete theory.
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Figure 3.31: a) Measured ¢ VS measured ¢; b) measured f VS calculated ¢.

Taking the electrometer application, the sensitivity of the phase difference
(resp. oscillation frequency) to AV, is -38.07 °.V1, or -4.27.10° ppm.V* (resp. -5.56
kHz.V1, or -1.46.10° ppm.V1), showing a sensitivity enhancement of 294. This is
illustrated by plotting the fractional phase versus the fractional frequency in Figure
3.32. As expected, the sensitivity enhancement is 4 % smaller than the theoretical
predictions (294 to 305) from (34) since the phase delay inside the loop is not
optimal. However, the complete theory developed in [130], where the non-optimal
phase delays is taken into account, predicts the sensitivity enhancement very
accurately. This shows the robustness of the architecture, since an important phase
gap between the optimal value and the obtained value (-28.2 ° instead of -20 °, or 41
%) results in a small performance degradation since the phase difference sensitivity
to mismatch is decreased by only 4 % compared to its optimal value.

According to the comparison between the predictions and the measurements
made in this subsection and in subsection 3.4.1, one can conclude that the simplified
model developed in section 2.1 predicts accurately the MILO’s sensitivity
enhancement if the phase condition from equation (29) is met. If not, one should
employ the complete theory developed in [130] to obtain the accurate matching
between the prediction and the measurement. However, no analytical expression of
the sensitivity enhancement, given the values of 6,..¢, ¥,..s, Q; and Q, is provided in
[130], only a system of equations that needs to be solved numerically to obtain the
curves displayed in Figure 3.32.
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simplified theory from Equation (34) and complete theory from [130], with the
extracted linear slopes.

3.5  Locking range

The locking range experiment is conducted on the same sample as in the last
subsection (CCB MILO, sample 16), following the same procedure (i.e. setting the
equilibrium, then changing V,, and recording the phase difference and frequency).
However, the biasing voltage is changed up to the point where the oscillation is lost.
The same quantities as in the last subsection are plotted in Figure 3.33 and in Figure

3.34.
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Figure 3.33: Measurements, predictions from the simplified theory and the
complete theory: a) Phase difference vs. epsilon; b) Frequency vs. epsilon, each time
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Figure 3.34: Measurements and predictions of the fractional phase vs.
fractional frequency.

Overall, the experimental locking range [-8.055x10*: 8.429x10*] is smaller
than predicted, either by the simplified theory or the complete theory ([-1.08x107:
1.08x10%]). This might be due to the fact that, on the edges of the locking range, one
pulse width becomes very small, leading to small actuation forces and small
amplitude. The comparators’ hysteresis which is not taken into account, might cause
instabilities, leading to early quenching of the loop.

The measured “saturation” in Figure 3.34 is predicted by the complete theory
from [130]. One should note that the saturation is only for positive fractional phases
due to the fact that, in CCB MILOs, 6,.; < 45° — ¥,.,. If we had 6,.,, > 45° —
¥..s, the saturation would have appeared on for negative fractional phases. For a
balanced architecture, slight saturations are theoretically present on both sides, but
less marked. This is illustrated in Figure 3.35. Unfortunately, due to reliability issues
(described in section 0) the results of such experiments were not made on the CFB
MILO.

Taking again the electrometer application, the experimental locking range is 3
V, compared to a theoretical 3.7 V for both modellings. One can think of controlling
the loop with a second feedback loop in order to ensure the fact that the system is
kept close to the quadrature, where the sensitivity is maximal, and the above-
mentioned “‘saturation” caused by a 6,.5 #+ 45° — ¥, are avoided. Some leads

about this topic are given in the last chapter.
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Figure 3.35: Simulated fractional phase vs. fractional frequency according to
[130] for a balanced architecture (blue line) and two imbalanced architectures (red
and green lines).

3.6  Common-mode rejection

The next step in order to characterize the MILO as a differential sensor is to
assess its common-mode rejection capabilities. Theoretically, any physical quantity
equally affecting both resonators has no effect on ¢. This section aims to
demonstrate experimentally the common-mode rejection capabilities of the co-
integrated MILO through the rejection of the thermal drift of the MEMS resonators
presented in section 1.4.1. The chip, placed and wire-bonded on a PCB, is placed
over a thermal chuck, as presented in Figure 3.36.

The resonators are biased to meet the matching condition, and the MILO is
started. The heating is set on the thermal chuck, and as in the last three sections, the
frequency and duty cycles are recorded. The temperature is increased by 10 °C steps.
On each step, a mismatch is applied with AV,, in order to ensure the fact that the

drift is rejected whatever the value of ¢ (as long as the € < &,y¢x)-
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Figure 3.36: Experimental set-up for the drift rejection measurements.

3.6.1 Common-mode rejection of CFB MILOs

The experiment is performed on the sample 1 (Q; = 134 and Q, = 119). The
equilibrium is set for with V; = 23 V and V,,, = 30V, yielding f, = 2.769 MHz as

illustrated in the experimental spectra plotted in Figure 3.37.
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Figure 3.37: Experimental spectra of the CMOS-CFB resonators (sample 1)
Wlth Vbl = 23 V, VbZ == 30 V.

Then, the temperature is increased by 10 °C step, and for each step, a £0.6 V is

applied on V,, with 0.2 V steps. The frequency and phase are recorded and
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calculated, and plotted in Figure 3.39. Transient simulations of the device are also
conducted for € = 0, at the same temperatures (the models of the resonators are
modified at each temperature step, and the circuitry’s temperature is taken into
account in the simulation engine of Cadence). The results are plotted in red dashed
lines in Figure 3.39, and in Table 3.5, the phase and frequency dependence with the
temperature are extracted with a linear fit for the different values of V.

As expected, the frequency decrease with the temperature is not related to V/j,.
There is a clear phase difference drift with the temperature for low values of V/,, and
the system rejects the thermal drift more efficiently for a AV}, of +0.4. Two factors
can explain the phase difference drift, supported by two Cadence simulations.

Mechanically, there is a stiffness mismatch between the resonators, which is
compensated by the electrostatic tuning. When the temperature increases, the
mechanical stiffness variation is not the same for both resonators. The resulting
resonance frequency mismatch with the temperature leads to a phase difference shift
with the temperature. In this case, the resonance tuning is obtained for V,; < Vj,,
meaning that the mechanical stiffness of the second resonator is higher than the first
resonator’s. When the temperature increases, it proportionally affects more the
second resonator, i.e. its resonance frequency decreases faster than the first
resonator’s. This leads to a negative &, and a decrease of the phase difference with
the temperature. To prove this, a Cadence simulation is performed, where first two
BVD models are obtained in order to have the same resonance frequency but with
the bias voltage chosen for this experiment (i.e. respectively 23 V and 30 V). To this
end, the width of each beams are adapted. Then, for each step of temperature, each
one of the BVD models is changed according to the modelling made in section 1.4.1,
and the simulation is started. For each step, the phase is extracted, and plotted in
green dotted lines in Figure 3.39. This phenomenon leads to a -0.03°/°C

Electronically, simulations show that the hysteresis goes from 17 mV at 20 °C
to 27 mV at 100 °C. It is demonstrated in section 3.3 that the hysteresis can decrease
the estimation of ¢ based on the duty cycles measurements which is not related to
the phase difference between the resonators. The other Cadence simulations, which is

made with two identical BVD models (i.e. same dimensions and bias voltage), but
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where only the temperature of the circuitry changes show that this phenomenon leads

to a -0.01 °/°C drift (red dotted lines in Figure 3.39).
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Figure 3.38: Experimental oscillation frequency of the CFB MILO of sample 1
for various temperature and Vj,. In red dotted lines, Cadence transient simulations,
both setups (different BVD and same BVD) shows same results.
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Figure 3.39: Experimental phase difference for the CFB MILO of sample 1 for
various temperature and V,,. In red dotted lines, Cadence transient simulations for
two similar BVD models which change equally with the temperature. In green dotted
line, Cadence transient simulations for two different BVD models.
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(V) L(Hzecth), | £3Eemect), | 22eech, | 22 (ppmocd),
linear fit linear fit linear fit linear fit
-0.6 -103 -37.24 0.007 67
-0.4 -104.5 -37.78 0.0048 47
-0.2 -104.4 -37.74 -0.021 216
0 -104.7 -37.85 -0.031 340
0.2 -104.8 -37.9 -0.035 389
0.4 -105.1 -38 -0.04 470
0.6 -107 -38.7 -0.066 880
Cadence simulation
Same BVD -120.5 -43.4 -0.01 111
#BVD -120.5 -43.4 -0.03 333

Table 3.5: Extracted dependence of the frequency and phase difference with
the temperature for the CFB MILO (sample 1) for various values of AV},.

The quantities calculated in Table 3.5 must be compared to the dependence of

the phase difference and oscillation frequency to the differential mode measured in

subsection 3.4.1. In Table 3.6, the electrometer application is taken again and the

effect of the thermal drift on the measurement AV,,, is calculated, if this measurement

is made using the phase difference and the oscillation frequency.

AVpz (V) %AZ—;Z (mv.cC*) i—fAAV—(ff (mv.cC*) Rejection enhancement
-0.6 -26.8 0.17 166
-0.4 -27.2 0.12 232
-0.2 -27.2 0.54 50
0 -27.2 0.8 33.1
0.2 -27.3 1 27.9
0.4 -27.3 1.17 23.1
0.6 -27.8 2.2 21
Cadence simulation
Total -31.2 0.83 37

Table 3.6: Effect of the temperature on the measurement of AV}, with a CFB

MILO if the output signal is the f or ¢, and ratio between these two.
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3.6.2 Common-mode rejection of CCB MILOs

The same experiment is conducted on the CCB MILO of sample 16, also used
in subsection 3.4.2. The resonators are biased at V/,; = 35V and V,, = 37.3 V, with
a AV, sweep performed at each 10 °C step. The oscillation frequency and phase
difference are measured, and plotted in Figure 3.40 and Figure 3.41. The effect of
temperature on phase difference and oscillation frequency is summarized in in Table
3.7.

The same Cadence simulations are performed, showing a -0.0143 °/°C phase
difference shift due to the hysteresis increase with the temperature (red dotted lines),
which is this time much smaller than the experimental phase difference shift. The
phase difference shift due to the mechanical stiffness mismatch (green dotted lines)
is -0.073 °/°C. The total simulated phase difference shift is -0.087 °/°C, which is
according to the measurements.

The gap between V,, and Vj,, (which reflects the mechanical stiffness
mismatch between the two resonators) is only 2 V, but the mechanical stiffness
change with the temperature (illustrated by the oscillation frequency change with the
temperature) is 10 times higher than in the CFB MILO case. This leads to a higher
phase difference variation with the temperature. One can also observe that the phase

difference variation with the temperature is less important for lower values of V,,,.
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Figure 3.40: Full lines: experimental oscillation frequency of the CCB MILO
of sample 16, for various temperature and V,,. Red dotted line: simulated phase
difference (both simulations show the same frequency variation)
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Figure 3.41: Full lines: experimental phase difference for the CCB MILO of
sample 16, for various temperature and V,,. Red dotted line: simulated phase
difference with same BVD models. Green dotted line: simulated phase difference

with different BVD models.
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linear fit
-0.6 -1768 -466 0.071 1060
-0.3 -1756 -463 0.075 974
0 -1745 -460 0.08 888
0.3 -1750 -461 0.1 1000
0.6 -1740 -459 0.1 909
Cadence simulation
Same BVD -1769 -466 0.0143 158
#BVD -1769 466 0.0727 945

Table 3.7: Extracted dependence of the frequency and phase difference with
the temperature for the CCB MILO (sample 16) for various values of AVj,.

The data collected are applied in the framework of the electrometer application

in Table 3.8, showing a rejection enhancement of the same order as in the CFB

MILO case, in Table 3.6.

AVp, (V) i—i%ﬂ’z (mV.°C?) %AAV—;Z (mV.cC?) Rejection enhancement

-0.6 -319 1.83 173

-0.3 -317 1.93 163

0 -315 2.06 152

0.3 -315 2.58 122

0.6 -314 2.58 122

Cadence simulation
Total -319 1.9 167

Table 3.8: Effect of the temperature on the measurement of AV,, with a CCB
MILO if the output signal is the f or ¢, and ratio between these two.

3.7

Frequency noise, phase difference noise and

resolution

3.7.1 Noise and resolution of CCB MILOs
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The last step in the closed-loop characterization of the MILO is to obtain the
resolution of the MILO as a differential sensor. The resolution is the smallest
quantity that can be sensed. It is limited by the influence of unavoidable noises on
the system, making the detection of small measurands impossible. For resonant
sensors, it is well-described by figures like phase noise, frequency noise or Allan
Variance [136]. These three figures contain the same information, but presented in
different ways, in order to be best suited for different applications [137], [138]. For
instance, for sensors tracking sinusoidal phenomena, which generates phase
modulations in the carrier frequency, the phase noise is suited to estimate the
influence of noise on the output signal. For sensors tracking slow-varying signals,
away from the carrier, and allowing averaging of the output signal, the Allan
variance is suited to estimate the best averaging time (i.e. the best tradeoff between
the reduction of the influence of noise due to the averaging and the apparition of
slow drifts that are not suppressed by averaging).

In the case of the MILO, the output signal is a phase difference. An algorithm
is developed to extract the power spectral density of the variations of the period and
of the variations of the duty cycle, thus extrapolate the frequency (or phase) noise
and noise over the phase difference. It is based on a “very” long waveform recording
of Vi1 (up to 40 ms, corresponding to 150k periods for the CCB MILO), as depicted
in Figure 3.42. One should note that the estimation of the phase difference is
different in this case, because recording simultaneously V;,,; and V;,, decreases the
number of points by a factor 2. So only one waveform is recorded, and the phase
difference is estimated based on one duty cycle measurement. This measurement is
performed on the sample 17 (Q; =97, Q, = 115), with V,; =40V and V), =
40.6 V, and V;;, = 500 mV unless specified.
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Figure 3.42: Extracted periods and duty cycles for 150000 periods of the CCB
MILO of sample 18.

Then, the power spectral density of the duty cycle (S4) and the period (Sf) are
calculated using Matlab’s routine Periodogram (the code is given in Annex 3). This
algorithm is compared to the built-in algorithm DPOJET proposed by the
oscilloscope to calculate the power spectral density of the period and the duty cycle.
The DPOJET enables an averaging over several non-consecutive acquisitions.

Finally, the theoretical thermomechanical fractional frequency noise is,

according to [139], for a single clamped-clamped beam:
ky. T (49)
8.m. P..Q%’

where P, is the Kinetic power at the carrier frequency, P. = wy.E./Q, and E_ is

Sthermomecha —
f

the carrier energy: Eczé.me.wg.maxa.Go. The maximum position of the

resonator inside the gap is estimated with the “rule of thumb” Q.F = k,.maxa. G,
where F is the actuation electrostatic force, as described in Equation (9). Merging
these terms, one can apply the formula to our geometries:

ky.T. k. (50)

2 2
2.f0.Q3.(€°bL2' b) V2.V2.N'(0)2

Sthermomecha —

)

where V. represents the harmonic content of V;, at f;, or ‘/E/n Vinpeak-peak:

given the fact that V;;,,’s waveform is composed of pulses of duty cycle 0.25 for € =

0. In our case, the system is composed of two synchronized resonators, meaning that
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the floor noise is twice as small [126] as the value given in Equation (50). Given the
two different quality factors, the floor noise is
flOOT' — 1 ke. kb.T

f Ez.fo- (5?1 %22)3 . (80. L.b. VZ_ZVaC_ N(O))Z ’ 51)

The resulting curves (“home-made” algorithm, DPOJET algorithm, and

theoretical thermomechanical noise) are plotted in Figure 3.43.
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Figure 3.43: Frequency noise Sy and phase difference noise Sg measured using

the Periodogram (single acquisition) or DPOJET (averaged on 5 acquisitions)
algorithm, and theoretical floor noise.

Several points emerge from these measurements and calculations.

e The results obtained with the averaged periodogram (obtained with the
oscilloscope) and with the Matlab processing of a single acquisition are
coherent. The discrepancies can be explained by the different settings

used in the two cases (filtering, and threshold levels).

e Atthe corner f,/2 % = 17.8 kHz, Sy reaches the thermomechanical
1 2
noise, which is the ultimate noise value reachable for an oscillator for a

given quality factor. This is because the oscillator works in air, thus
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with “low” quality factor, and the thermomechanical noise is higher
than electronic noise.

e Sy s, as illustrated in Figure 3.44, Sy;.0 = 49 dB higher than S;. This
result is in agreement with the theory [130], [117] in the sense that there
is no expected gain in terms of resolution in using a MILO over a
frequency-based resonant sensor.

e Below the frequency corner, both Sy and S have the same behavior (a
plateau at small frequency offsets, followed by a 1/f? drop). This is an
unexpected phenomenon, showing that there are unidentified lowpass
noise sources in the system affecting the two resonators (or their
associated electronics) independently. In fact, a single noise source, or
two correlated noise sources, should have no impact on S, thanks to the
common mode rejection property of the MILO. Possible noise sources

are investigated hereafter.
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Figure 3.44: S¢, S4 and calculated S, /SuyL0-

One could think that the uncorrelated noise comes from the bias voltage
source, since V,, # V5, and the resonators are biased using two voltage generators.
Indeed, independent voltage generators lead to independent voltage fluctuations,
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which are translated into independent parametric frequency fluctuations due to the

electrostatic softening phenomenon. Such a parametric frequency fluctuations would

be translated into phase difference fluctuations and amplified by the factor Sy;,0.
The phase PSD is then extracted for V,, = V,, = 44.6 V with two voltage

generators and a single voltage generator. The results are plotted in Figure 3.45.
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Figure 3.45: Phase difference PSD for V,, = V,, = 44.6 V, using one or two
voltage generators for the bias voltages.

The experiment show that there is no decrease of the close-to-the-carrier noise
even with only one voltage generator as bias voltage source, and eliminates bias
voltage fluctuations as a possible noise source.

Other experiments are then performed in order to find the cause of this

unfiltered noises.

e First, the biasing voltage of both V,; and V,, are progressively
decreased, in order to decrease the amplitude of motion and output
signal amplitude. For each bias voltage pair, the period and phase PSD
are calculated using the built-in DPOJET algorithm. The results are

plotted in Figure 3.46.
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e Then, V,; and V,, are respectively fixed at 28 V and 28.6 V, but the
actuation voltage is increased from 500 mV to 1 V, and the period and

phase PSD are calculated with DPOJET and plotted in Figure 3.47.
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Figure 3.46: S4 (a) and Sy (b) measured with the DPOJET algorithm for
several bias voltage pairs, for V;, = 500 mV
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Figure 3.47: 54 (a) and S (b) measured with the DPOJET algorithm for V;,; =
28V, V,, = 28.6 V, and two values of V;,,.

Overall, both the phase PSD and period PSD decreases when the voltages
(whether bias or actuation) increases. This means that the period and phase
difference noise are correlated to the amplitude of the output signals. This may be
caused by additive noise sources or by parametric amplitude fluctuations, converted
to frequency noise through a nonlinearity. This may typically be the result of the
hysteresis of the comparators described in subsection 2.3.2, modulating a fluctuation

of the output voltage of the amplifier into jitter at the comparator output. However,
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this is only a hypothesis that must be tested with further simulations and
experiments. The resolution is then estimated by calculating the Allan Deviation
(plotted in Figure 3.48) from the duty cycles and period samples presented in Figure
3.42.
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Figure 3.48: Allan deviation of the period and duty cycles.

Then, the minimum of the deviation corresponds to the maximum of the
resolution. For the period, the -53 dB corresponds to a 19 Hz minimum of the Allan
Deviation (given the 3.8 MHz oscillation frequency). And, according to the -5.5
kHz.V1 sensitivity found in section 3.4.2, this translates into a resolution of 3.5 mV
for the oscillation frequency output of the MILO. For the duty cycle, the -30 dB
corresponds to a 25 m%, or a 0.09 ° minimum of the Allan Deviation. The 38.07 °.VV
! sensitivity found in section 3.4.2 was with the respective quality factors of 120 and
140 from the sample 16. In the case of the sample 17, with quality factors of 90 and
117, this sensitivity theoretically drops to 31.8 °.\V*%, which leads to a resolution of 3
mV.

The resolution can also be obtained by integrating the power spectral densities
between 0 Hz and the corner frequency, and taking the square root of the result. This
gives a resolution for the frequency of 34.5 Hz, and of 0.23 ° for the phase

difference. Given the sensitivities of the frequency and phase difference to AV,,,
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these resolutions, translated into the electrometer example, are 6.5 mV if the
frequency is used 7.2 mV if the phase difference is used.

The two methods are not totally coherent but they show that the sensitivity
enhancement when the phase difference output is chosen entails no increase in term

of resolution.

3.7.2 Noise and resolution of CFB MILOs

Unfortunately, this analysis was not extensively carried out on the CFB MILOs
chips. Only “long” recordings of V;,; were taken on the sample 12 (Q; = 110, Q, =
90), with V,; =28V, V,, =30V and f, = 3.009 MHz. Only single acquisition
PSD figures (i.e. with the Periodogram algorithm) and Allan Deviation can be
plotted. They are respectively presented in Figure 3.49 and Figure 3.50. The same
behavior is observed, but no further investigation on the noise sources can be made.
By doing the same reasoning as in the last paragraph, and given the sensitivities
found in subsection 3.4.1, the experimental resolutions extracted from the Allan
Deviation figures are 10 mV tracking the phase difference, and 10.9 mV tracking the
oscillation frequency, showing the absence of resolution enhancement. The
resolution is poorer than in the CCB case of section 3.7.1 because the bias voltages
and quality factors are smaller.
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Figure 3.49: S, Sy, calculated Sy /Syy10, and calculated floor noise according
to Equation (51) for the CFB MILO (sample 12).
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Figure 3.50: Allan deviation of the period and duty cycles for the CFB MILO
(sample 12).
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3.8  Electrometer application

This section sums-up the numbers derived from the different experiments for a
MILO-based electrometer application. These numbers are presented in the case of
the CFB MILO in Table 3.9 and in the case of the CCB MILO in Table 3.10. The
theoretical resolution is calculated assuming the thermomechanical noise is the only
source of noise. By integrating the value of the fractional thermomechanical
frequency noise found in Equation (51) between 0 Hz and the corner frequency, one
can obtain the best resolution achievable for this system if the frequency is the
chosen output, and infer the best resolution achievable is the phase difference is the
chosen output.

d 3] S
14 / M_ILO a_q) % Rejection )
CFB aVy, AV, (diff. oT oT y Resolution
(O.V_l) (kHZ.V-l) mode) (o.oc-l) (HZ.OC-l) ratio

@:10 mV

Exp. | -36 43 280 0.03 104 | 315230 { L i00my
p:22mV

Model | -36.3 -4.32 280 0.01 120 117 {f! 29 mV

Table 3.9: Table characterizing a CFB MILO-based electrometer.

P 3

0% f M_ILO Locking %9 of Rejection )
CCB | 0Vy Vpa (diff- oT oT . Resolution

range | ,o on. o ratio

V) | (HZVY) | mode) 9 | (coct)| (HzoCh)

i ) @:6.5mlV
Exp. | -381 | -55 | 294 | 3V | 007 | 1745 |120>170 { 72 my
Model | -36.8 | 55 | 306 | 3.7V | 001 | 1769 167 {"’_’ 1.3 mv

f:1.6mV

Table 3.10: Table characterizing a CCB MILO-based electrometer.

e Concerning the differential mode, the CFB MILO is very well
described by the simple modelling made in this work. The CCB MILO,
because of the added phase delay in the loop, differs slightly from this

simple modelling, but is well described by the complete modelling
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made in [130]. The robustness of the architecture to design issues is
proved, since an important unwanted phase delay in the design leads to
small performance reduction.

e Concerning the common mode, the different models do not take into
account the possible mechanical stiffness, thus showing much better
drift rejection than what is experimentally observed.

e As predicted, the sensitivity enhancement entails no resolution
enhancement due to the fact that the dominant noise sources applied to

both resonators seems to be not correlated.

In this part, the experimental characterization of the MILO as an oscillator and
as a differential resonant sensor was made. The open-loop and closed-loop
characterizations show a good agreement with simulations, provided the set-up is
characterized as well and taken into account into the model. This agreement enables
a precise reading of the phase equilibrium in the loop, in order to adapt the
parameters of the MILO’s modelling made in the last chapter. Then, the sensitivity to
mismatch and drift rejection properties of the MILO is experimentally demonstrated.
The sensitivity goes according to the simplified theoretical predictions in the case of
a optimized architecture (CFB MILO) and to the complete theoretical predictions in
the case of a non-optimized architecture (CCB MILO). The robustness of the
architecture is shown, since an important missing phase delay in the loop leads to a
small performance degradation. The drift rejection’s capabilities are assessed, and
the limits are understood, coming from the circuitry’s dependence to the temperature
and the mechanical stiffness mismatch between the resonators coming from the
fabrication process. Finally, the noise figures are extracted and analyzed, showing
the fact that the sensitivity enhancement entails no resolution enhancement. The
main noise source of each side of the MILO, close to the carrier, are uncorrelated and
are not filtered by the differential structure. In the next and last part, this work is

concluded and some leads are given for its continuation.
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Chapter 4 Conclusion and

perspectives

4.1 Conclusion

Thermal drift is one of the limiting factors in the design of MEMS-based
resonant sensors for embedded systems. Several approaches exist in order to either
suppress or compensate for this drift, such as the control of the resonator temperature
by ovenizing it, digital compensation with microprocessors and temperature sensors,
or differential sensor architectures. Differential architectures target the amplification
of difference in mass or stiffness of two resonators, while being unaffected by
variations equally affecting both resonators. Several strategies have been developed:
frequency difference, mode localization and synchronization. In this thesis, the
synchronization technique was chosen because of its potential for sensitivity
enhancement and VLSI capabilities.

This thesis aimed at proving the feasibility as a VLSI-compatible differential
sensor of a mutually injection-locked oscillator, whose output signal (the phase
difference between two synchronized resonators) is not affected by thermal drift.
Most of the critical components were monolithically co-integrated, using AMS 0.35
pum fabrication process. This work relied on the experience of CMOS-MEMS co-
integration of the ECAS group, on the analog/digital CMOS integration knowledge
of the GEEPs group, and on the mathematical modelling of the MILO architectures
made at the beginning of the thesis.

This work demonstrates that the MILO architecture is a good candidate for
VLSI-compatible differential resonant sensor applications. It benefits from
potentially higher than Q sensitivity enhancement compared to a traditional resonant
sensor, drift rejection capabilities (in this work limited by the electronics’
dependence to the temperature and by the fabrication process variability), at the cost

of a reduced locking range. An excellent agreement was found between the
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experimental results and the theoretical predictions, provided the model parameters
are accurately derived, based on a proper physical model of the resonators, extracted
simulation of the entire device, and accounting for the imperfections of the
experimental setup. Furthermore, it was shown that, in spite of the existence of
several unknowns at an early design stage (e.g. residual stress) making it difficult to
optimize the design, the system performance is close to optimal even when critical
parameters (such as loop delay) are far from their nominal values. The drift rejection
capabilities, and the sensitivity enhancement were experimentally assessed for
various samples, showing the repeatability of the device, and its robustness in spite
of the variability of the fabrication process. An unexpected result comes from the
existence of as yet unidentified noise sources, which degrade the performance of the

sensor, regardless of which output signal (phase difference or frequency) is used.

This work may be pursued in several different directions. First of all,
improvements to the existing device may be made, as discussed in the following
section. Then, as discussed in sub-section 4.3, longer-term perspectives may also be

addressed.

4.2  Device improvements

Several upgrades can be made directly on the chip, in order to obtain better

results and more reliable device.

e Equip the connection pads with electrostatic discharges protections.
Since it was the first time the group co-integrated a CMOS-MEMS
analog/digital device, the protections were forgotten, leading to ESD at
the input of the comparator (only pad connected to a transistor’s gate).
A microscopic image of the burnt input of the comparator after an ESD

is given in Figure 4.1.
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Figure 4.1: effect of an ESD on the input transistor’s gate of the transistor.

e Think differently the decoupling capacitances. Indeed, they are
connected with the MET3 layer, leaving only the MET4 to connect the
different blocks. This layer is attacked by the HF wet etching, even
under the SisN4 protection layer, leading to reduced section at some
points, thus increased density of current and potentially break-down. It
has been observer in the connection between the comparator and the

mixer, as illustrated in Figure 4.2.

Figure 4.2: attacked MET4 connection between the comparator and the mixer

e Add a rail-to-rail amplifier after the bias tee. The amplifier’s dynamic
range is limited by the output’s DC value (2.7 V), which is close to V.
Adding a rail-to-rail amplifier after the bias tee, without necessarily an
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important gain but with an important dynamic range would allow
smaller actuation or bias voltage while having the same amplitude at
the input of the comparator. This could decrease the transimpedance
amplifier’ saturation. This would reduce the phase and period noise
induced by the comparator’s hysteresis, and maybe reveal other noise
sources.

e Separate the analog power supply from the digital power supply, or add
extra decoupling capacitance. At 3.9 MHz, major perturbations are still
present at every transition of the digital buffer, leading to difficulties in
the reading of the phase difference and frequency. Decoupling the two
power supply or adding extra decoupling capacitance would reduce
these perturbations even further.

o Identify the major sources of system imbalance, parametric fluctuations
and additive noise in the system, through the use nonlinear oscillator
noise analysis CAD tools, and optimize the design consequently. This
may be done at several levels: optimization of the symmetry of the
digital mixer or of the comparators, optimization of the readout, and
stabilization of the (bias) voltage supplies, etc.

e Identify the major electronic sources of drift in the ASIC and design
CMOS components that are less affected by temperature variations, or
whose variations compensate for each other (e.g. added phase shift in

the comparator, compensated by a reduced phase shift in the amplifier).

Those improvements can be made using AMS 0.35 technology, with the
limitations due to the variability of the process, or using a MEMS-dedicated
technology. Finally, some insights are given for potential future works around the

MILO as a differential sensor.

4.3 Future work

Various leads can be followed for the development of the MILO as a

differential sensor.
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4.3.1 Investigation on the concept

Various leads can be followed for the development of the MILO as a
differential sensor. First of all, one should try to investigate the limits of the proposed
concept. We have shown that a MILO is only as good as the resonators are well-
matched in terms of natural frequencies, which ensures frequency locking and proper
thermal drift rejection, and as their quality factor is high, which ensures a good
sensitivity to the frequency of interest. However, increasing the quality factor to
boost sensitivity also results in increased sensitivity to variability in the fabrication
process, since the locking range of a MILO is inversely proportional to Q. In fact,
while the accuracy and the repeatability of our fabrication process is adequate for
designing MILOs with fairly low quality factors, it would probably be less
appropriate if one sought to increase the quality factor of the resonators (for example
by operating them in vacuum). This issue could be partly addressed by designing the
active resonators closer to each other, thus reducing fabrication uncertainties, or
larger resonators (farther from the limits of the technology), but this would also have
consequences on the whole system design (because of spurious couplings, weaker
signals, smaller oscillation frequencies, etc.). Alternatively, one may also think of
using other processes (MEMS-dedicated or not) for the design of the resonators
alone, probably with the objective of a gain in intrinsic Q, in accuracy and
repeatability. Still another perspective would be to explore alternative mixer
architectures, such as the analog architectures with coupling factor smaller than 1
mentioned in section 1.4.6, in order to achieve higher sensitivity, at the cost of
reduced locking range: this would put less constraints on the design of the resonator
or of the packaging of the system (for example, the resonators could still be operated
at ambient pressure, but the system would still benefit from an increased sensitivity)

but would still be demanding in terms of fabrication accuracy.

4.3.2 Locking-range extension

Another perspective, which is not completely disconnected from the previous
one, is the investigation of architectures with extended locking range, and hence

extended dynamic measurement range. This could be achieved by having a second
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feedback loop continuously track the phase difference between the resonators and
adapt the bias voltage of either of them in order to maintain them locked in
quadrature, by adjusting their electrostatic stiffness (this loop could also be used to
automatically start the oscillation by sweeping bias voltages at startup). This bias
voltage adaptation would become the output signal of the MILO. The concept is
illustrated in Figure 4.3. Several challenges arise from this idea. First, the frequency
to bias voltage relation is non-linear, even though it can be linearized close to a
certain value. A compromise would then have to be found between linearity and
range. Moreover, the dynamic range would still be limited by other practical limits
(e.g. static pull-in, low motional currents). Also, even if the resonators remained
matched in terms of electromechanical stiffness, they would still be mismatched as
far as mechanical stiffness, and hence thermal sensitivity, is concerned, probably

leading to poorer drift rejection as the dynamic range increases.

> +
Vh1 + CMOS-MEMS 1
| AVpq
Pl Low-pass filters
Y
corrector ‘Vfl
L7 N
L Coupler
Subtractor Vr2 - /
Measurand

N CMOS-MEMS 2

Figure 4.3: High-level schematic of a second feedback loop proposition, details
on the analog extraction of ¢.

4.3.3 Resonant accelerometer
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Finally, once these questions are addressed, it would be interesting to go from a
proof of concept to a “real” sensor. Several ideas can be pursued for the fabrication
of a MILO-based resonant sensor. As an example, and to test the limits of the
fabrication process, the design of an accelerometer-like device was tentatively
explored during this thesis (Figure 4.4). The device consists in a seismic mass and in
a CFB resonator separated by a gap that varies as the mass undergoes an external
acceleration. If the bias voltage of the seismic mass is different from that of the
resonator, an acceleration then results in a modification of the resonator’s resonance
frequency. By placing one resonator on each side of the seismic mass (in the
direction of motion), one obtains a differential acceleration sensor structure, in which
the resonators can be synchronized using the solution developed in this thesis, thus

making a drift-free resonant accelerometer. The concept is illustrated in Figure 4.5.

Seismic mass Resonant beam CMOS readout

Figure 4.4: Resonant accelerometer (seismic mass and resonant beam
electrostatically coupled) and the CMOS readout. Left: SEM image; right:
microscopic image.

2 However, the characterization of the successfully-released structures could not made due to
lack of time and equipment.
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Figure 4.5: MILO-based resonant accelerometer principle.

S
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Figure 4.6: SEM image of a seismic mass which anchor broke out due to the
residual stress.

Although most of the structures broke due to the residual stress (see Figure 4.6
for an example), some of them were successfully released (Figure 4.4), highlighting
the potential of the AMS 0.35 pm process for the fabrication of monolithically-

integrated resonant MEMS sensors.
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Layout AMS C35B4C3

Layout of the two CMOS-MEMS MILO.

Figure 4.7
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Annex 1. Analysis of Mutually Injection-Locked
Oscillators for Differential Resonant Sensing
[130]

167



[EEE TRANSACTIONS ON CORCUITS AND SYSTEMS—I: REGULAR PAPERS, VOL. £2, NO. 7, JULY 2018 10ss

Analysis of Mutually Injection-Locked Oscillators
for Differential Resonant Sensing

JérGme Juillard, Member, IEEE, Pierre Prache, and Niiria Bamiol, Member, IJEEE

Absiracé—The potential benefits of oscillator synchronization
are receiving in interest in the resonant MEMS community,
for clocking or sensing applications. In this paper, we explore
the possibilities of differential resonant sensing applications based
on the phase-difference between two injection-locked resonators,
strongly coupled through an electronic mixer. A gemeral model
of such oscillators is established, and their static and dynamic
performance is determined. The design space offered by the mix-
ing scheme is then investigated at the system-level, in the weak
and strong coupling cases. The practical implementation of the
corresponding architectures in the context of a MENS application
is discossed. The theoretical results are supported by simulations
and experimental data,

Index Tzrm—l:‘.m.lplmg circuits, injection-locked oscillators,
micreelectromech , system-level design.

I INTRODUCTION

UTUALLY injection-locked oscillators (MILOs) are
receiving increased interest in the resonant micro- or
nano-electromechanical system (M/NEMS) community, for
clocking or sensing applications [1]1-[9]. In clocking applica-
tions, this interest is driven by the possibility of taking advan-
tage of the intrinsically large quality factor of MEMS devices
(typically larger than 1000, while benefitting from the phase
noise characteristics of injection-locked oscillators [10]-[14].
In sensing applications, the motivation is either to improve
phase noise through injection-locking, or to use the large sen-
sitivity to mismatch of injection-locked oscillators to provide a
drift-free measurement of a quantry of interest (such as mass,
acceleration, etc.) based on the phase difference between the os-
cillatoss rather than on their oscillation frequency. In this paper,
we focus on the latter sort of resonant sensing application.
To eliminare drift, the owo MEMS sensors need to have the
same operating conditions, and, hence, need to be in close prox-
imity to each other. Anunwanted consequence of this proximity
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is the existence of parasitic couplings (electrostatic, mechani-
cal, electrical ) between the two resonators. In sensors based
on nominally-uncoupled oscillators (i.e., frequency-based sen-
sors), these parasitic effects, which one may also desctibe as
weak injection signals, can result in spurious tones in the spec-
trumn of the resonatot, of in dead-zones in the sensor response
[15]. These weak couplings may be overcome by enforcing
a strofget itijection signal, which motivates our research into
resonant sensing architectures based on two strongly-coupled
resonators. Several solutions for enforcing coupling between
w0 (0f more) tesonators have been studied in the MEMS litera-
ture, either in theory or in practice: linear electric coupling [6],
[16], coupling through smooth nonlinear phenomena, such as
electromagnetic [3], electrostatic [4], [5], [3], or optomechani-
cal forees [17], and coupling through non-smooth phenomena,
such as mechatical impacts [18], or samrated electromics [7].
The purpose of this paper is to provide a theoretical framework
and some practical insight for the design of electronically-
coupled MILOs for M/NEMS-based resonant sensing appli-
cations. Although MILOs and their characteristics have been
extensively described elsewhere in different contexts [11]-{14],
[19]-[26], these references are largely ignored by the MEMS
community, because of their differences in foeus: for example,
the purpose of a multiphase oscillator in a clocking application
15 1o provide two or more penodic signals with specific, guar-
anteed phase-differences. On the other hand, in a MILO-based
sensing application, as proposed in [7], one seeks to maximize
the sensitivity of this phase difference to the physical guantity
that must be measured (mass, accelerarion, etc.). Hence the
design paradigms of MILOs should be revisited in view of
differential resonant sensing applicadons. Furthermore, as men-
tioned above, the existence of weak parasitic couplings in such
applications requires relatively latger injection levels for robust
MILO operation: consequently, in this paper, we aim at cover-
ing all the cases from weak to very strong injection signals.

The outline of the paper is as follows: in Section IL, the
framework of the analysis and the notations are introduced.
In Section I a phase-domain model of the system, valid
in the srong-coupling caze, ic established, and then used, in
Section IV, to determine the static and dynamic performance of
the system. Secton V is dedicated to a qualitative comparison
of specific MILO architectures for resonant sensing in cases of
very weak to Very strong injection signals and remarks about
their practical implementation. Section VI is dedicated to an
experimental validarion of our theoretical results, with MEMS
tesohators strongly-coupled through a digital mixer architec-
ture. Finally, some concluding remarks and perspectives are
given in Section VIL
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Fig. 1. Generic moimer architecme.

II. FRAMEWORE AND NOTATIONS

Let us consider two MEMS resonators, modeled with linear
2nd-order dynamics:

Iy

I+
@1

+E=f1

Mtz 2 e =4 o))
Q2

where all quanties have been non-dimensionalized: =, (J;,
and f; respectively correspond to the displacement of the dith
resonator, its quality factor and the force acting on it, a dot
denotes differenriation with respect to (non-dimensional) titne,
and the guantity © is the relative stiffness mismatch berween
the two resonators.' The derivation of this non-dimensional
maodel in the case of an electostatically-acated/capacitively-
detected MEMS is given in Appendix A The forces applied
to the resonators follow a certain control law, imposed by an
electronic mixer. The behavior of the mixer and the transduction
mechanisms are idealized. First, itis assumed that the electromnic
readour of each resonator ourpurs a voltage equal o Kxg,
K > 0. It is also assumed that voltage- or position-related
acmation nonlinearities [27]-[29] can be neglected, so that the
forces acting on the resonators can be written as K'v;, K' > 0,
where vy is the acmation voltage delivered by the mixer to the
ith resonator. These assumgtions concerning the transduction
scheme may for example apply to a resonator with electrostatic
acmation and purely capacitive readout, provided the displace-
ment of the resonator is small compared to the electrostatic
gap, and the bias voltage is large with respect to the actuation
voltage, It is also implicit in our model that higher-order
modal interactions and super- or subharmonic resoNances are
neglected, although it is known that these may play a role in
synchronization phenomena.

A system-level representation of the mixer used to generate
the forces and enforce injection-locking is shown in Fig. 1
the phase-shifting elements ¢y act as ideal lag/lead blocks, so
that the forces f; are linear combinations of the phase-shifted

"The case of & relasive mass seismarch (of fnteress in mass sensing appli-
cations) can alse be smdied bur it has the same qualirative impace ob the
system 4 & stiffmess odzmarch (of interest in scoeleration or pressire sensing
apphicarions).
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sighs of s and z.. The implementation of these blocks is
disenssed in Section V. Throughout the rest of the paper, we
suppose without losing generality that all the Gy coefficients
are i) positive, sinee it is equivalent to have &y; followed by 2
vg; phase-shift, and —G;; followed by a 1y; + 7 phase-shift,
and ii} smaller than 1, the feedback amplimde being set by the
transduction coefficient &'

Finally, we will use a superscript = to denote a dependency to
the mismatch = of one of the system’s states or characteristics.
For example, """ designates the value of the phase difference
¢ for a given valoe of =. A superscript 0 cotresponds to the
= = 0 (no mismaich) case.

OI. MODELING OF MILOS CLOSE TO THE STEADY-STATE

I this section, we develop a model of the slow-time dynam-
ics of MILOs “close” to a perindic regime of self-sustained
oscillations. We can then determine stability conditions that
are more general than those established, with more restrictive
hypotheses, in previous work [19], [20].

A. Existence of Steady-State (Synchronized) Solutions

We start by smdying the existence of a non-trivial sready-
state regime corresponding to a periodic soluton of (1). To this
end, we use a harmonic balance approach, justified if the har-
monic content of fy and £z is fillered oul by the transfer fune-
tions of the resomators (the so-called “lher hypothesis™ [30]),
One may then write

{zi = Afsin(L°t)
. ; 2
zz = AL sin(wt + 07)
where 4] is the amplimde of the ith resonator, w” is the pul-
sation, +° is the phase difference between the resonators, and
t denotes non-dimensional time. From (2), one may derive
expressions for the velocity 1; and the acceleration ;. Equation
(1) can then be projected on sin(w®#) and cosw®t), which
yields the following set of four equations:

Al —wT)=ff. B +e—wT)=f (3
Ajw”

o =5 )

= ¥1:
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where the right-hand sides of (3), (4) are

fi= %K (g cosiyy + Ggg cos(ibyy + a°)) 3
g = %K’ (G sin gy + G sin{ibzg + o)) (6)
A= %K" (G2 cogilng + Gz cos(yyz — o)) (7
gh = %K" (F2z sinyes 4+ Gz sin(iaz — &7 )). (8

The amplimde and pulsarion can readily be eliminared from (3),
(4) to obtain an implicit relation defining &

. - { ¢ e 2 { £ 2
fi 3 ! J1 | Iz
- _ =41+ ) (RS PR g -
T 2Q:g5) | \2Q203
®
For a given value of the mismatch parameter =, one may then
solve (9) for & . Expressing ¢ as a simple function of = is only
passible for specific values of the coefficients &y and phase-
shifts o/y;. Yer, one may express the reciprocal relation with
greater ease. Defining

E(ff) s ——= - > (=FE° (10
( Qags Cryl : o
we have
- . =
| r £ 2 £=
r=FE° 1+ —1) + =i (11}
/ \ (29191. 2041 o

The corresponding steady-state pulsation wo° is then governed by

: v /L ): i
w'= |1— —=—= 14+ 4
Q191 / | [ 2Qugr ) 2Cag

and the steady-state amplitudes can be caleulated from (4).

(12)

B. Stabtlify of Synchronized Solutions

The stability of this solution can be assessed by studying a
small permrbation of the system. Letting

Iy = ::Ai - ﬂ-_l:l.l:l) sin (u,":i + iy (f‘lj:
23 = (A5 + ag(2)) sin (Wt + 6° + Oa(2))

(13-2)
(13-b)

the calculations conducted in Appendix A result in the follow-
ing model of the perturbed system dynamics:

)

1 dfi

dfz | _ ;
s 2gi do

- 1
£+ :
(znga do

- iz s fi | = binz  bana
2(Qz03)° 2(Quai) 20205 2019%

14}

1 1 c‘gf- =

2; 4+ —ay = —— £ —i.'lm{ (15
T e L e L

where £ = fly — 0y is the permirbarion of the phase-difference
@&, and by, ; and by, ; ate the projections of the permrhative

forces. If (4 = Q7 £ (. asingle equation governing the phase-
difference can be derived from (14) and (15)
2Q8 + (1 + =

1 dfy| . 1dE

 dn| _1dn| |, 1éE

gy diy g1 di| . 2 dip
buing bun: 1 1 fa

s b (1 )

92 g2 /

a2 o 2
1 #r
- (5;1.:.14-1?3:9;.1) ) . (16}
h 4y '

1 df ,

The stability of the steady-state solution is then trivially derived
from the characteristic polynomial of the left-hand side of
(1a). This can be compared to the model constructed in [19]
with mote restrictive hypotheses (Q: 52 1, Gz < G, Goo <
Ga4), the so-called “generalized Adler’s equarion.” whose per-
turbed form is given hereafter
L 1 dE| = 1 (59';—_:2 _ b:i:l:l)
2 dep | 22\ g3 H

Under the hypotheses of [19], the steady-state phase-difference
and pulsation are given by

(7

s=FE° (18)
w=1- 19
261 g1
instead of (11) and (12). This steady-stare solution is stable if
dE |
—| =0 (20}
do |

In the following section, we establish general characteristics of
MILOs as resonant sensors.

IV. CHARACTERISTICS OF MILOS AS RESONANT SENSORS

In what follows, subsections A, B, and C are dedicated to a
study of the equilibrium state of MILOs, notably the sensitivity
of this state to variations of = and to variations of the other
system parameters, in the neighborhood of = =0, and the
determinarion of the locking range. Subsection D addresses the
dynamic characteristics of MILOs, such as response time and
phase noise, and proposes a tentative figure-of-merit.

In orderto simplify the expressions in this sectiof, We assume
that, nominally, (4 =& £ (3 = 1, unless otherwise specified.

A, Sensitivity of the Synchronized State to =

Under the assumprion that ) % 1, (11) reduces vo (18], from
which the nominal phase-difference ¢” can be calculated. An
infinitesimal variation of - then leads to a change of ¢° equal to
50 ¢ £ where the phase sensitivity 57 is given by

1 @

50 = =
2 (B_ &
ulgh @z 9

dE
m o

Similarly, one can calculate the (non-dimensional) pulsation

sensitiviry from (190 as

gt = _S_Di (ﬁ)
o 20 der N\ g1/ | e

21y

aF

(22}
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and the sensitvity of amplimade to mismartch is

dy; |

s =081 2 . 23

e @ * dih | g0 (23)
Using (211 and (22), we find that all MILO architectures

which verify the following three assumptions: i) (o =1'q +7}

i) 1791 = yipp: i) Go/ Gz = G2y /Gy £ ~ have at least two

solutions corresponding to o = £ /2, with the following

sensitivities:
(=)
251

50 = _e X 4
; 2 rfﬂ
Thus, phase seasitivity 57 is on the order of () times larger than
80 which motivates our use of phase difference rather than pul-
sation for sensing = Ttcan be noted that pulsation sensitivity 57 is
twice as sinall as thatof a single resonator in an oscillator loop. Itis
independent of the mixer parameters and MEMS quality factor.
Finally, it should be mentioned that several existing architec-
wres, such as those smdied in [19], verify
dg;
dd | o

1
SS=7 @

r——

=0 (25)

so that the oscillation amplitnde is independent of = al first
order.

B. Sensitivify of the Synchronized State to Non-Idealities

In practice, becanse of fabrication dispersions, no two res-
onators exactly have the same quality factor, nor is it usually
possible to guarantee the exact values of the phase delays 1/
or coupling cocfficients &5, The impact of such non-idealities
on the synchronized state can be estimated by permirbing (11)
or (18). For any system parameter © other than =, (for example,
9 = ;) we find that

flo _ _5.;."‘”':_

a8 e
From (10), the partial derivative on the right-hand side of (26)
is of the order of 1/ (or 1/Q% if © = (). Thus, one may con-
clude that the phase difference is of the order of ) tithes more
sensitive to = than fo any other of the system’s parameters. This
result is in fact a restatement of (38) in [19], highlighting that
MILO: are robust to non-idealities, such as parameter drift or
mismatches, including quality factor drift or mismatch. Finally,
the ratios fi/g: depend on neither K or K, so that, in our linear
framework, these two gains have no influence on @7 or on w®.

(26)

C. Locking Range

The locking range of a MILO, ie., the range of values of
= for which there exists a stable synchronized regime, can
be determined with the results of Section II-B. Our model
(16} predicts that the phase-difference has second-order dy-
namics, whereas the generalized Adler’s approach (17) predicts
first-order dynamics. Significantly different results can be ex-
pected when

. ]
(Hi | _ 1 dh )
g5 d | gi do |,

4Q
-rcuo
s =

P

27

@
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Fig. 2. Evolutien of o¢(f) obtaived by transienr simulation of (1), The value of
- is stepped up by 2/ 100, starting fom 0, every 2 x 107 a.

in which case the charaeteristic polvnomial of the left-hand side
of (16) has complex conjugate roots. The steady-state solutdon
is then stable if

1 dfz|
o rfoj__.,.

If the roots are teal [which will typically be the case when
the cross-coupling coefficients are small, as can be inferred
from (3)+8) and (21)], the stabilicy criterion boils down to
5% = 0, which is also the stability eriterion derived from (17).
To illustrate these results, let us consider a MILO with the
following parameters:

1 dfs

1 = =]
g1 dao |,

= 0. (28)

3T
Gij =1y =—u/d 1 =ilp=1p= TI: Q= 100.

For these parameters, there exists only one stable solution
cotresponding to % = /2, 5% = (7, and 5% = 1/4. The gen-
eralized Adler’s model predicts that this MILO is stable for all
values of ¢°. On the other hand, (28} implies that the locking
range of this MILO is limited to values of ©° such that sin & =
1/3, ie., |5| < v2/@. This is confirmed hy transicnt simula-
dons of (1), as shown in Fig. 1. The second-order character
of the phase-difference response can also be appreciated, in
particular toward the end of the simulation.

If the coupling coefficients Gz and a4 are small compared
o the values of Gaq and Goq. the second- and first-order models
tend to agree, as far as the locking range is concerned. For
example, let Gyz = Gag = 0.1 in the previous example, and
leave all other parameters unchanged: in this caze, two stable
solutions corresponding to ¢ = £ /2 are found.

The real part of the corresponding eigenvalues is plotted in
Fig, 3: the first- and second-order moedels predict approximately
equal locking ranges, even though the eigenvalues at = = 0 are
il significantly dilTerent.

The locking range is nsnally found to be inversely propot-
donal to ), although it may be theoretically infinite lor some
architecrures (discussed in Section V).

A mote exhaustive discussion on the determination of
the locking-range of phase-locked systems may be found in
[31], [32].
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Real part of sigenvalue

ai2 (ordes 1)
=i2 (order 2)
- == =g= nZ (order 1)

1 1.5 2 28
Mismatch

Fig. 3. Real pant of the eigemvalues coresponding 1o lirst- and second-order
models, respecively (168) and (17), in the cage F12 = Fo1 = 0.1,

D. Response Iime, Resolution and Figure of Merit

The response time of the MILO is proportional to (J, as can
be trivially derived from (16). If the roots of the characteristic
polynomial are real, two time-constants 7, and 7, are found

ra=5 - (142 | L
gi dor | gf do |,
1 4 14\ 4
s (142 L4k Y BT
gz dd gl dd|, 5.

The sensor resolution can be determined by assuming by and
by to be independent and white with variance ag_. as would be
the case of thermomechanical noise [27]. Neglecting the short-
termn cotrelation of by, 5 and b, ; which resules from averaging
over one period, the phase-difference spectmm SE& is derived
from (16) by summing the contributions of bein,1, bein,2, bees.1,
and &:n=.2

L 2V 1,1 1 (5t .fi"J
gr o [:-‘-Q:-'-U ) (G'z:+§i’)+4'2: (ﬂ:‘+§{‘
Sg 2o =
T T
AL gl _ 1 g 24002 i _
(H_;'; U | e 9T dd l.,-) vi+dQ (4(?5.'. "})
(309

LU¥}

where ¢+ < 1 is the pulsation of the fuctuations of £ The
spectra obtained with (30) are represented in Fig. 4, showing
excellent match to the ones obtained by transient simulation of
(B-1). The variance =32 of the phase difference nodse can then
be calculated from (30) by integrating S¢ averp

L 1 5% 32 1 i
2 G (i )+

i |

Thus, close to a given value of =, the measured phase behaves as:

(31)

— 12

144 4
gz Ao PR

o

ot) = " + E(E)

J

(32)
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Fig. 4. Spectra of the phase difference noise £(2) extracted from transient
sirmilarieons of (B-1) (dows) and caleulated frem (30) (thick lines), with the
sapie parameters as ia Fig. 2, with - =0 {gresa), » = 0.2 x 1072 [red),
=11 % 1077 (blue}, and = 1.2 » 1072 (black).

where the spectrum of £ is given by (30) and its variance by
(31). A small variation 4 of ¢ can be detected if the resulting
change of (4(t), equal to 5 > 4, 1s significantly larger than the
standard deviation of £. Assuming a Gaussian distribution for
£, the resoludon of the sensor (in terms of mismatch =) is then

< (33)

For a given architecture, 40, scales as 1/Q%2. This may be
compared to the case of a “classical” resonant sensor based
on a single oscillator, whose resolution in terms of mismatch
scales as 1/, Since this improvement comes at the cost of
an increased response time, we define the following figure of
merit, which also scales as 1/
0 o
FOM = d;, \ Trep (34
where ‘.I'E“D is the nominal response time of the sensor (29),
corresponding to © = 0, and c‘.i'_f'm-n its nominal resolution, cal-
culated assuming ng =1 K =1and Gy = 1, except in the
case 7 = oo, where we take (53; = 1,1 = j. Note that this FOM
does not take into account the fact that, in most practical cases,
the locking range is finite. Furthermore, it does not take into
account the fact that the variance of thermomechanical noise is
inversely proportional to G [27].

V. QUALITATIVE STUDY OF DIFFERENT
MILO ARCHITECTURES
In this section, several MILO architectures are described
and compared in terms of sensor performance, as delined in
Section IV, and of ease of implementation. Important design
parameters to adjust sensor performance are the ratios of
mumal-injection o self-injection

A G Gz

= 0 = — (33}
T21 [ 1z T )
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CraraCTERISTICS OF THE MILO Ancmrz:T:ﬂsTc‘?‘FBBI;irlD:: W.For Arr Teesz ARCHITECTURES, 50 = 1/4
v . . » 5 .—,\.,J.. ml.u ek
" : {1} (£l (=@} (=) ()
NA ] " ® L Iz 2 4.71 w
NiA mf2 a2 om ] 1z 2 4N x
MiA -m2 | -2 - F 172 2 4T L
o a ] 1 xj2 12 2 384 543 o
24 524 =4 1 =2 1 2 1.6 235 +.f2
af2 Imfz a2 1 b2 1z 4 66 13.32 +J2
=2 imf2 a2 ¥l +m2 1f2y# 1y 113 3133 +ypd
xf2 & o 1 a2 1 2 118 1.6 122
=f2 = 0 yael rj2 1127 Iy 3330 331 £y

which set the value of the phase sensitivity of the system, as can
be inferred from (21) o (24). Architectures obtained in the case
iz = 7z & 7, for different values of ~, are described hereafter
and their characteristics are summarized in Table I

A Casey=+00

This case is obtained in practice when Gy = G = 0. de.,
the phase-shifted sign of the output of each resonator is fed
to the input of the other resonator. Becanse of the “sign”
nonlinearity, the exact values of the coupling coefficients have,
in theory, no impact on the behavior of the architecture: a
variation of Gy of Gyp affects the oscillation amplimdes, but
leaves 0" unchanged. This robusiness to coefficient mismatch
1= the main interest of this confliguration.

Let us first consider the case i) 412 = 7, 121 = 0. There
exists 2 single stahle solution with ¢% = 7 /2, Sg = (J/2 and
S0 =1/4. According to the models of Section IIL this archi-
tecture is stable provided = <] — 1, +no[, and this is confirmed
by tansient simmlations of the system (without noise). How-
ever, this “infinile” locking range is limiled by the oscillation
amplitude of the resonators, which drops as |z| increases. Case
i1} ¢/y3 = 0, 191 = 7 has the same characteristics, with the only

difference thar ©° = —x/2 (it results in fact from a simple
permutation of resonators 1 and 2). Letting iii) a1 =vnz=m /2
of IV} tlzy = 443 = — /2, the same sensitivities and locking

range as above are found, except ¢ = Oincaseiiiand & =
in case iv). In theory, the performances of these architectires are
the same (see Table I). They differ in practice by the ease with
which they can be implementad.

For example, in a MEMS resonator with an ideal capacitive
readout [Fig. 5(a}], the output is a voltage which is proportional
to the position of the resonator =, as supposed in Section II of
this paper. In this context, the implementarion of cases i) and
ii} only requires two comparators, whereas the implementation
of cases iii) and iv) also requires an element providing a == /2
phase-shift, such as a differentiator or an integrator.

Conversely, if the MEMS resonator has an ideal resistive
readout [Fig. 5(b)], it outputs a voltage which is proportional
to the velocity of the resonator £, so that cases i) and ii) now
require the implementation of a &7 /2-shifting element, where-
as cases iii) and iv) only require two comparators.

Another degree of freedom for the practical implementation
of the mixer is the fact that the phase-shifting elements and the

comparator implementing the “sign™ nonlinearity can usnally
be switched to some degree. For example, at the system-level,
it is equivalent to:

— take the sign of the output of a resistive readout, and feed
this signal to the other resonator [Fig. 5(c)].

— differentiate the signal output by a capacitive readout, take
the sign of the resulting sine-wave, feed it to the other
resonator [Fig. 5(d)].

— take the sign of the output of a capacitive readout, differ-
entiate the square-wave at the comparator output, and feed
this signal to the other resonator [Fig. 5(e)].

Although the generated waveforms are either a square-wave (in
the first two cases) or a train of short voltage pulses (in the
last case), the three approaches output a signal with /2 phase-
shift with respect to x, whose amplimde is independent from
that of =. More precisely, in the first two cases, the projections
of the forces on sin{w®t) and cos(w®t) can be written, as in
Section I

4
fi = — =H'Cjgnle”) (36)
4
gi = —H'Cpcon(47). (37

In the pulse-actuation case, the first harmonic component of the
forces can be written

4
fi = — —wirk'Cysine” (38)
4
g = —wrK'Gy; cos(9°) (39)

where 7 « 1 is the time-constant of the differentiator. Since
52 = 59, one may conclude that the generated forces have
the same first-order dependence 10 o, provided £ < 1, and that
the three approaches are equivalent However, the non-idealities
of the electronies (finite bandwidth, finite inpul impedance)
and of the MEMS devices (nonlinearities, feedthrough) must
be considered for a practical application. For example, in a
MEMS context, the excitation waveform is an important factor:
not only does it affect the starmp conditions of the MILO,
becanse of capacitive feedthrough phenomena, but it also has
an impact on the maximal oscillation amplitude of the system
before resonant pull-in oceurs [33]. These phenometa ate not
tzken into zccount in the model developed in Section ITT, which
chould then be extended accordingly.

173



TUILLARTY et ail: AMALYSIS OF MUTUALLY INJECTION-LOCKED OSCILLATORS FOR DIFFERENTIAL RESONANT SENSING

10a1

{e)

HEMS 1
wems1 (@)
HFE
wews1 (B} MEMS 1
F_._”]}T AFE
NEME 1

Fig. 5. Block schemaries for diffesent electronie readoars. Purely capacitive readours () integrare the motionsl sorrent (proportional w0 the resonater veloedny)
in the inpur capacitance and consequendy deliver voltages proportionsl wo the position of the resonarce. Resistive readouts (b) deliver voltages proportonal 1o
the velogdny of the resonator, Carcnits (o) and {d) ourput square signals in quadeatuee with the position of the resoenates, whereas () outputs & pulse-train, also in

quadeanire with the position.

XD

Ve, 0)

Fig. &. Posuble mixer implementations in the 4 = 1 case,

B Case~y=1

We introduced in [7] a mixer based on the use of logic com-
ponents (one XOR and two ANDs). This mixer is represented
in Fig. 6(a), along with an alternative digital implementation
[based on one NOT and two ANDs, Fig. 6(b)] and an alternative
analog implementation based on a subtractor and an adder
[Fig. 6(c)]. Associated to an ideal capacitive readout, these
mixers correspond to the phase-shifts 14y = i =191 =0, and
g =7. The architecrure has a single stable steady-state solu-
tion with a theoretically infinite locking range, and the same
sensitivity as the (simpler) ones presented in subsection Al
However, Sf._ can be boosted by adding a phase-shift in the
loop: it is maximal for ¢y, =gy =1 =4, and ¥y =574,
in which case Sg=Q_

Az chown in Table I, this gain in sensitivity comes with a
reduction of the locking range, which is limired to |2| < 2/
A simdlar case is experimentally studied in Section VI An
increase of the phase-shift from 7 /4 to /2 (so that ¥y =
ihag = Wips = @ /2, and 4o = —n/T) results in an architecmre

L]

[, 8, oy
Ak R
W
R
Wi
A
v
"
]
N 2 (e, 0, V-
] —
M

with two stable steady-state solutions, a reduced sensitivity and
an increased response time compared to the /4 case.

C. Caseny <1

Two architectures bazed on LC resonators are studied in
detail in [19]. At the syvstem-level, they can be described as
two identical ideal oscillators (Mideal” in the sense that 114 =
gz = w/2), that are cross-coupled with the same level of
injection v < 1. The case corresponding to 1z = 7/2 = —1/2
was already addressed in subsection B, for v = 1. When v < I,
there are still two stable steady-state solutions, corresponding
to ¢7 = £7/2. The sensitiviry 5.:1 for both solutions is equal to
2/2+* (@ = 1). However, the gain in sensitivity and resolu-
tion is also compensated by a reduction of the locking range and
an increase of the response time, as shown in Table L It should
be noted that this architectuze is extremely sensitive to "symme-
twy” exrors: its characteristics in the 4 <0 1 case are guaranteed
only if =4z is precizely equal to <5, This motivated the anthors
of [19] to promote the more robust architecture of lines 8
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Fig. 7. Schematie of the expesiments] seup. The different FCBs a0 symbolized by the rounded rectangles.

and 9, cortesponding o ¢z = 7, and iz = 0. In this case,
there exists a single stable steady-state solution with o = 7 /2
and S = (14+1/9)@/2. As above, the increase in sensitivity
resulting from a smaller ~ is compensated by the reduction of
the locking range and the increase of the response time.

D. Discussion

We have defined an FOM in Section [V-D, by the light of
which one may oy to compare the presented architectures.
Looking at Table I, one can easily reach the conclusion that
architectures with = < 1 have lictdle interest for differential
resonant sensing applications, since the gain in sensitivity
and resolution made by decreasing + is always (more than)
compensared for by a reduction of the sensor bandwidth (and
locking range), compared to the case 4 = 1. They are also
more delicate to implement, becanse dispersions will impact the
accuracy of the coupling coeflicients and may be detrimental to
the nominal behavior of the system. Finally, one should keep in
mind that, as mentioned in the introduction, a weak coupling at
the electronic level may not be able o overcome other patasitic
weak couplings (mechanical, etc.) between the two resonators.
These weak couplings may be modeled as (static) perturbations
of the cross-coupling gains and phase delays of the mixer, so
that, in the presence of parasitic coupling, the cross-coupling
gains become & = Gy + 40, These permsbations should
have little influence on the behavior of the system, provided
A0 & Gy;. So, in practice, 7 is limited to values that are large
with respect to 407 /(7. The magnitude of this ratio depends
on several factors, notably the physical distance between the
two resonators: these should be close enough to gnarantee that
they operate in the same environmental conditions (for efficient
temperamre drift removal), and far enough so that the parasitic
coupling phenomena do not become overwhelming.

It might be argued that the architectures with v = oc have a
theoretcally infinite locking range, and that this quantity should
be incotporated in the FOM. However, the locking range is
limited in practice by the fact that the oscillatdion amplimde
drops considerably for |z > 1/, Furthermore, closed-loop
control techniques can always be used to actively compensate
for mismatch =, so that one remains at the optimal operating
point of the system.

In this light, the best two choices of coefficients and phase-
shifts are i) Mirzaei’s architecture, with 4 = 1, comesponding

to line 8 of Table L i) the 7 /4-shifted digital architecture of
subsection B, comesponding to line 5 of Table I The phase-
shifting elements of these architectures may be implemented in
a number of ways: from passive fillers, as already discussed, 1o
(voltage-controlled) delay lines, depending on whether they are
placed before or after the comparators, and on the waveform
one is willing to generate. It should also be kept in mind thar a
good choice of architectore cannot be made without considering
the specificities of the MEMS part of the system (transduction
principle, existence of feedthrough, ete.)

In the next section, some experimental results are reported
and compared to the theoretical results of Sections ITT and IV,

VI EXPERIMENTAL VALIDATION
Qurexperimental setup (Fig. 7) consistsin three distinct PCBs:

— Two PCE: with a chip on which a MEMS resonator
has been fabricated and monolithically integrated with its
ANMS033 electronic readout. The resonators are cantilever
beams made of tungsten (Young's modulus 410 GPa,
density 19 EDﬂkg.m_a) with 10 pom length, 300 o width,
900 nm thickness, and an electrostaric actuation gap of
450 nm. The capacitive readout is described in detail in
[34]. The bias voltage of each beam can be adjusted inde-
pendently in order to change the electrostaric stiffness of
the resonators and, consequently, mne and demne thetn at
will (i.e., changing the bias voltage of one of the res-
onators modifies the mismatch =),

A PCE on which a discrete digital mixer is implemented
with two ADBE361 comparators, one TAHCTES XOR and
two TAHCTOS AND gate. A passive bandpass filter is
used at the mixer input to remove the DC component
and smooth the output of the MEMS readout. A variable
resistor is used to adjust the acmation voltage of the
MEMS beam to a level on the order of 200 mV. Note that
the sighal paths in this mixer are slightly different from
those in Fig. 6(2) and [7]: this parricular routing makes
it possible to remove a parasitic spike from the actnation
voltage.

The characterization of the MEMS PCEs shows that the two
resonators have very linear 2nd-order responses (Fig. B), so that
the assumptions of Section IT can be considered to be valid (the
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Fig. 2. Frequeney responses of the CMOS-MEMS devices.

model of Appendix A predicts oscillation amplimdes on the of-
der of 7% of the elecrrostatic gap at most). Their characteristics
are similar, with 1 = Q2 = 170, and a resonance frequency
of 3.287 MHz when tmmed at V31 = 20 V and Thz = 309 V.
The limited bandwidth of the readout amplificrs introduces a
parasitic delay in the responses of the resonators: their phase
at resonance is —7 /2 + Urgpaoue. Whete Ve a0y = —0.52 rad
(about —30").

Regarding the mixer PCB. the bandpass filters and the finite
propagation delays of the comparators and the logic gates result
in a supplementary ¢'mivey = —0.25 rad phase-delay (about
—157) in the system.

The system may then be modelled 25 in Section IIL, with the
following parameters:

v=1, @=170, Vo1 = V'mixer+ Ureadowt = —0.77 = —77 /d
3
4

close to one of the “optimal” configurations mentioned in
Section V (line 5 of Table I). In the absence of mismatch, the res-
onators should oscillate in quadramre, with Sﬂ = = 170and
5% = 1/4. Note that the generalized Adler’s approach predicts
an infinite locking range for this set of parameters, whereas our
model predicts a theoretical locking range of || < 8.3 x 1072

When the resonators are uned and the PCB: are connected,
the MILO oscillates with the resonators in quadratare, as pre-
dicted in theory. The measured oscillation frequency of the sys-
tem is plotted in Fig. 9(a), versus the bias voltage of resonator 2.
To determmine the correspondence berween the change of bias
voltage 41 and the relative stiffness mismarch =, we use the fact
that our model predicts that the value of 5 is exactly equal to
1/4, independently of the values of the qualiry factors or of the
parasitic phase delay. Thus, we infer from our measurements an
empirical formmla for ¢

Uy =gz =ty =T =y

s 445 % 1070 4V (40}

This makes it possible to compare the experimental resulis to
the theoretical ones [Fig. 9(b) and ()].

First of all, the experimental locking range is found to be
- €] — 3.56 % 1072, 3.79 x 107%[, corresponding to a 12 kHz

1042

mnismatch, less than predicted by the harmonic-balance model
(|z] = 8.3x 107%, or a 27 kHr mismawch) or by transient
simulation of (1). This is an expected consequence of the
non-idealities of the mixer: as shown in Fig. 9(c), one of the
detected voltage amplindes decreases (whereas the other, not
shown, increases) as the mismatch increases. Experimentally,
this results in poorer SNR and less clean zero-crossings of
the corresponding comparator and partly explains the reduced
locking range. Morcover, the finite propagation delays in the
AND and XOR limit in practice the minimal duration of the
voltage pulses delivered to the resonators.

The phase difference between the signals [Fig. 9(b)] is
deduced from the dury cycle of either of the (binary) mixer out-
puts. A linear fit of our measurements yields SP = 190, which
is slightly larger than the expected value. The variation of the
ogcillation amgplimde across the experimental locking range
also agrees well with the predicted behavior [Fig. 9(c)].

An underestimation of the actual quality factors of the res-
onators may explain the difference between theory and practice:
the theofetical results corresponding to @ = 190 (all other pa-
rameters unchanged) are also plotted in Fig, 9 and are 2 better fit
to the experimental results. The locking range caleulated with
our model for @ =190 is || < T4 = 1072, Thus, an under-
estimation of the quality factors would also partly explain the
reduced experimental locking-range. Another possible source
of discrepancy is the nonlinearity of the readour electronics,
which results in a slight amplimde-dependent distortion of the
signals arriving to the mixer and may cause this enhancement
of the sensitivity to mismarch.

VI CONCLUSION

In this paper, we have revisited previous wotk [19] on the
dynamics of injection-locked oscillators, extending it to the
case of very song coupling. in the context of MEMS differen-
tial resonant sensing applications. This let us relate the various
performance parameters of any sensor application (sensitivity,
resolution, etc.) to the design parameters of a generic cross-
coupling scheme. We could compare the performance of MILOS
to those of “classical” resonant sensofs, and demonstrate the
expected tradeoffs between different system parameters (such
as locking range and sensifivity, or bandwidth and sensitivity).
The practical implementation of architectures based on the pro-
posed mixing scheme was also discussed, and the performance
of such architeemires was assessed. This modeling approach
was validated with simulations and with experimental results,
in the ~ =1 case. The extendsd demonsttation of the perfm-
mance of this architecture and further explanations on the use
of MILOs in resonant sensing applications may be foundin [35].

An important cutcome of this smdy is that the gain in
resolution made by decreasing the cross-coupling coclficient -
is always (more than) compensated by a corresponding increase
of the sensor response time. Thus, for given values of the phase-
shifts 145, choosing + = 1 and averaging the sensor output ¢
over time yields similar or better performance than decreasing
5. with two other major benefits: ) simpler implementation
(for example with combinational logic gates), i) itnproved
immunity to parasitic coupling phenomena.
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amfilimdes (2] are nosmalized with respect o the mavimal measnred valne.

Another benefit is that the locking range at 4 = 1 is larger
than at+ < 1. However, this point is less critical than the others,
since the locking range can be increased by closed-loop control
of the mismatch between the resonators (by adjusting the bias
voltage of one resonator to track the resonance frequency of the
other).

In this paper, we also showed that the actuation waveform
has little, if any, impact on the performance of [inear MILOs,
whereas phase-shift plays an essential role. For the sake of com-
pleteness, the smudy of these aspects should also be carried out
in a nonlinear framework: it is indeed known that the acmiation
waveform, the phase-shift in the feedback loop, the existence
of concurrent types of nonlinearity (hardening and softening)
[271-[291, [33], [36], [37] may all play a determinant frole in
the oscillation characteristics of non-injection-locked nonlinear
M/NEMS oscillators. However, it seems difficult to achieve a
general smdy of such diverse and complex phenomena, and it
will be probably best accomplished on a case by case basis,
using the present work as a linear reference point.

Finally, the monolithic integration of the resonators and
the mixer smdied in the experimental section of this paper
should make it possible o decrease the level of noise in the
system, and to push our investigation of its behavior to the
theoretical limits of its locking range. This work is currendy
ongoing.

AFPPENDIX A
DERIVATION OF NON-DIMENSIONAL BEAM MODEL

Let us consider a MEMS resonator with stiffness K, mass
M, natural pulsation wy = /K /M and quality factor Q). An
electrode with surface area S, i3 simated across a gap Go
from the resonator, supposed 1o be very small with respect to
the lateral dimensions of the electrode. A voltage Vi3] = T4 —
Vaee(t) is applied across the gap. It exerts an electrostatic force
on the resonator and sets it into motion. Another electrode, at
a constant potential Vig.. is used for detection (Fig. 10). The
position of the resonator as it moves across the gap is given
by Gt} = Gpx(t), so that £ = =1 means that the tip of the

Fig 10. Cantilever beam fabeicared at UAB in the ANMS03S process, sivndlar to
those nsed in Secdon VI. The beam is ar potendal ¥, the loft electrode a1 Thee,
and the right one ar ¥,

stctire touches one of the two electrodes. The dynamics of
the resonator are governed by

d2x wp dx a2
wroam T

=1 [(Vs — Va2V (=) — (V5 — Vi )®N(—2)] {A-1)

where we define the electromechanical coefficient 1 as

=05
2MGE

= (A-2)
with £ the perminivity of vacmuim, and where N(z) represents
the dependence of the electrostatic force to z. This function
depends on the resonator geomeny (parallel-plate, CC-beam,
cantilever, see [33]) and also on the effective area of the elec-
wrode (the electrode might be smaller than the resonator). With
these notations, the input and output capacitance are

Cip = (£08:/Go) 'z) £ Cyulix), Coue = Col'(—12)
(A-3)
where I'(£) is also a geomerry-dependent function. For exatn-

ple, in the case of an initially straight cantilever beam with
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Young's modulus E, density p, length I, width (in direction of
motion) h, and thickness b, whose inputioutput electrodes have

the same length as the beam, we find, following [33]. [38]:
0.257Ebh?
- = . M =0.25pbkL

a3

1+ 0.783x

1 —
Tz} =1 —0.505z — (0.888 — 0.201=) log(l — ). (A-4)

Nz} = 0.302 ( + (0.531+0.114x) 103(1—:))

When = < 1, V.. < Vi, and if we are close to resonance, one
may linearize (A-1) and drop constant terms, leading o
2

&’z wpdz ] . A —

— 4+ — 4+ (wy — N = — IV N (0o

1= o& T N0V ) = Ve N[0V oce
(A-3)

The non-dimensional equation governing one resonator can be
obtained by letting £ = wp7 i (A-3), which becomes

2 T 2 o
Fz  ldz L VOV )I _ T20laN (u)vm_
Q dr wd

di? wh

(A-6)
IT & capacitive readout (e.g., a charge amplifier with a feedback
capacitor Cﬂ,) is used to integrare the motional current, it out-
puts a voltage

L enn GV
o = N(0] Ch z. (A-T)
AppENDIX B

DERIVATION OF PERTUREED MODEL

Letus suppose (1) is slightdy permurbed by exogenous addi-
tive noise sources by () and bz (2]

Trb by = fybby, (LTt e Er= fathy . (B-1)
Lo Dz
We assume
1= (Al +ayfg)) sn 't + 04(2)) (B-2)
zp = (AL + aglf)) sin (W't + & + #2(8]) . (B-3)

The velocities £; and accelerarions £; can be deduced from
(B-2) and (B-3) by straiphtforward differentiation. These quan-
tities are then replaced in (1), which is projected on sin(w™t +
;) and eos(w t 4+ 0;), vielding a set of four equations

4 \ e, A iy .
(4] +a0) (1= [ + 0" ) + = + &
f+an ( )+ 2

=bgn 1 + file" +£) (B-4)
(A2 + aa) [1 N S B g Ty

=bgin 2 + fale” +£) (B-3)
2ay(w” 4 6) + (45 +ap) by + %W" +81)

=beogy +gule” +£) (B-6)
(" + ) + (45 +a2) B + %f“ < )

=beosz + g20" + &) (B-T)
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where £ 2 (o — () is the phase-difference permrbation and
Buin g and b, ; are the projections of perturbation b;(t) on sin
and cos. Assuming a; <€ A7, r}g- < w® and using (3). (4). a first-
order expansion of these equations gives

; 1 dfi _ 1 Wt ff @
%t 20t o, T Qi (Qigz R N 5’)
B-8)

QIE; f-je'"‘bco::; - (B'g')

. 1 1 [dg '
i —— g = —— —Eip
e 2Q5a1 o® (fj'lj & ¢ (AJ"{‘

The time derivatives appearing ot the right-hand sides of (B-8)
and (B-9) have only a very small impact on the time constants
of the system, and hence on its stability. This is readily seen
by applying (d/dt) + (1/2;) to (B-8) and using (B-9) to
eliminate o; in the resulting equation. With (; = (; = Q. this
vields
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where “s.t” designates souree terms. Thus, accounting for the
titne derivatives on the right-hand sides of (B-8) and (B-%) only
results it minod coftections to the second-order model obtained

when neglecting them

- 1 -1 [ dfy : 1 4 if
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Omne can in fact notice that the relative differences between the
second- and first-order coefficients of (B-10) and (B-11) are on
the order of 1,/ <& 1. The higher-order coefficients appearing
in (B-107 can be neglected as long as “slow” variations of #; are
considered, which is implicitin our use of the harmonic balance
method. Hence, the following model may be used to study the
dynamic characteristics of the MILO:

f=sL

(B-11}

. 1 dfs 1 (-.u'ff ’
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Annex 2: Code for the characteristics of a MILO

This code is based on [130]. It aims to obtain the differential mode

characteristics of a MILO (S,, Su, €0crx and comparison with [121], but also the

motion amplitude of both resonators versus €) given its phase delays and quality

factors.

function simu DO_simple (phase ampli,phase mixer,Q,Qe,Reduction, Stable only)
%$Gives the characteristics of the MILO given quality factors of Q and Qe,
resonance frequencies of 1 et 1l+e, the phases in the amplifier is

phase ampli (in degrees) and the phase in the mixer is phase mixer (in
degree)

%simu DO simple(71,26,90,110,0.5,"y')was used in section 3.4.1

%simu_ DO simple (65,28,120,140,0.5,"'y")was used in section 3.4.2.

%For other MILOs architecture, the coupling gains can be changed (gQe, Gee,
GeO and GOO in the first lines)

Nfig=ceil (rand*10000) ;

G00=1;

gle=1;

gel0=1;

Gee=1;

Psi00=pi-pi/180* (phase ampli-phase mixer);
PsiOe=pi-pi/180* (phase ampli-phase mixer);
Psie0=-pi/180* (phase ampli-phase mixer);
Psiee=pi-pi/180* (phase ampli-phase mixer);

[Phi0,Nsol]=find PF(G00,g0e,ge0,Gee,Psi00,Psile,Psiel0,Psiee,Q,Qe);

[Phi0,Nsol]=find PF(G00,g0e,ge0,Gee,Psi00,Psile,Psie0,Psiee,Q,Qe);

if Nsol==0,

disp('Pas de solution faisable (A,Ae>0) pour cette architecture')
else

disp([num2str (Nsol), ' solutions faisables (A,Re>0) pour cette
architecture en : '])

for k sol=1:Nsol

(~y~y~y~,~,~,Poles,~,~,~]=simu DO lin 1lsol(PhiO(k sol),G00,g0e,ge0,Gee, PsiO
0,PsiOe,Psie0, Psiee, Q,Qe);
if real (Poles)>0
disp(['Phi = ', num2str(PhiO(k sol)),"'. Cette solution est
instable.'])
else
disp(['Phi = ', num2str(PhiO(k sol)),'. Cette solution est
stable.'])
Phi=linspace(-1.5,1.5,1001) *Reduction+PhiO (k_sol);

[Phi,e,V,Ve,A,Ae,Poles,~,Q p,Adler]=simu DO lin 1lsol (Phi,GO00,g0e,gel,Gee, Ps
100, PsiOe, Psie0, Psiee, Q,Qe) ;

if strcmp (Stable only, 'y'")
I=find(real (Poles)>0);
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Phi (I)=NaN;V (I)=NaN;Ve (I)=NaN;A(I)=NaN;Ae (I)=NaN;Poles(I)=NaN;Q p(I)=NaN;3A
dler (I)=NaN;
end

I=find (Ae<0 | A<O0);
Phi (I)=NaN;V(I)=NaN;Ve (I)=NaN;A (I)=NaN;Ae (I)=NaN;Poles (I)=NaN;Q p (I)=NaN;

figure (Nfigqg)
subplot(3,2,1)

plot (e, Phi*180/pi,'.");hold all; axis tight
title('"\phi (°) versus \epsilon')

grid on

subplot (3,2, 3)

plot (e, (gradient (Phi,e)),'.");hold all; axis tight
title('Sensibilite (rad/\epsilon) versus \epsilon')
grid on

subplot (3,2,5)

plot(e,A, '+',e,Ae, '0") ;hold all; axis tight
legend ('A','A e'")

title('Amplitude versus \epsilon')

grid on

subplot (3,2,2)

plot(e, (V./A),"'.");hold all; axis tight
title('Pulsation (rad/s) versus \epsilon')
grid on

subplot (3,2,4)

plot (e, real (Poles),'.") ;hold all

plot (e,Adler, 'or'); axis tight;

h=get (gca, 'YLim') ;set (gca, 'YLim', [h (1) 01])
title('Marge stabilite versus \epsilon (Adler en rouge)')

grid on

subplot (3,2, 6)

plot(e,Q p,'.")shold all; axis tight; set(gca, 'YLim', [0 5])
title('Facteur de qualité versus \epsilon')

grid on

figure ()

plot ((V./A) /mean (V./A)-1,Phi/mean (Phi)-1)

end
end
end

function [PhiO,Nsol]=find PF(G00,g0e,ge0,Gee,Psi00,Psile, Psiel,Psiee,Q,Qe)
$Definition of the transfer function of the mixer

fsin=@ (Phi) GOO*cos (Psi00)+geO*cos (Psie0+Phi);

fsine=@ (Phi) Gee*cos (Psiee)+gle*cos (Psile-Phi);

fcos=@ (Phi) GO00*sin(Psi00)+ge0*sin (Psie0+Phi);

fcose=@ (Phi) Gee*sin (Psiee)+gle*sin (Psile-Phi);

$Definition of the mismatch
tocancel=Q@ (Phi) (fsine (Phi).*fcos(Phi)./Qe-fsin (Phi).*fcose (Phi)./Q);

$Definition of the steady-state amplitudes (hypothesis omega close to 1)
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A=@ (Phi) Q*fcos(Phi)./ (-

fsin(Phi)/2./(Q*fcos (Phi))+sqgrt (1+ (fsin (Phi)/2./ (Q*fcos(Phi))) ."2));
Ae=@ (Phi) Qe*fcose (Phi)./ (-
fsine (Phi) /2./ (Qe*fcose (Phi) ) +sqrt (1+ (fsine (Phi) /2./ (Qe*fcose (Phi))) ."2));

Phi vec=linspace (-pi+0.01,pi+0.01,25);
J=find (diff ((tocancel (Phi vec))>0));
PhiO=[];Nsol=0;
for k=1l:1length (J)
Phi test=fzero (@ (Phi) tocancel(Phi), [Phi vec(J(k)) Phi vec(J(k)+1)]);
if A(Phi test)>0.01 && Ae(Phi test)>0.01
Nsol=Nsol+1l;PhiO=[Phi0 Phi test];
end
end

function
[Phi,e,V,Ve,A,Ae,Poles,Omega p,Q p,Adler]=simu DO lin 1sol (Phi,G00,g0e,ge0,
Gee, Psi00, PsiOe, Psie0, Psiee, Q, Qe)

$Definition of the mixer’s transfer function

fsin=G00*cos (Psi00)+geO*cos (Psie0+Phi) ;
fsine=Gee*cos (Psiee) +gle*cos (Psile-Phi) ;
fcos=G00*sin (Psi00) +ge0*sin (Psie0+Phi) ;
fcose=Gee*sin (Psiee) +gle*sin (Psile-Phi);

$Definition of the derivative of the mixer’s transfer function
dfsin=-ge0*sin (Psie(0+Phi) ;

dfsine=gl0e*sin (Psile-Phi) ;

dfcos=ge0*cos (Psie0+Phi) ;

dfcose=-g0e*cos (Psile-Phi);

$Definition of the mismatch
=(fsine./Qe./fcose-
fsin./Q./fcos) ./ (sqrt (1+(fsin/2/Q./fcos) .”2)+fsin/2/Q./fcos)

%Definition of the steady-state velocity

V=Q*fcos;

Ve=Qe*fcose;

% Definition of the steady-state amplitudes (hypothesis omega close to 1)
A=V./(-fsin/2./V+sgrt (1+ (fsin/2./V) ."2));

Ae=Ve./ (-fsine/2./Ve+sqgrt (1+e+ (fsine/2./Ve) ."2));

Poles=zeros (size (Phi));
Omega p=zeros (size (Phi));
Q p=zeros(size(Phi));

for k=1l:length (Phi)
Jacob=[-1/2/Qe, 0, 1/2*dfcose(k);...
0, —1/2/Q, 1/2*dfcos (k) ;...
fsine (k) /2/Ve (k) 2* (1-
fsine (k) /2/Ve (k /sqrt(l+e(k) (fsine (k) /2/Ve(k))"2)),
-fsin(k)/2/V(k)"2* (1-fsin (k) /2/V (k) /sqrt (1+(fsin(k)/2/V (k))"2)),
-dfsine(k)/2/Ve (k) * (1-
fsine (k) /2/Ve (k) /sqrt (1+e (k) + (fsine (k /2/Ve ))~2)) +dfsin (k) /2/V (k) * (1-
fsin (k) /2/V (k) /sqrt (1+ (£sin (k) /2/V(k))~2))]1;
E=eigs (Jacob) ;
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end

[Rmax, I]=max (real (E));

Poles (k)=E(I);

Omega p (k)=abs (Poles (k));

if Rmax<0 && Ae (k)>0 && A(k)>0 && Ve(k)>0 && V(k)>0
if imag(Poles (k))==

Q p(k)=0;
else
Q p(k)=-1/2/(Rmax/Omega_p(k));
end
else
Q p(k)=NaN;
end

%$Adler stability margin
Adler=-1/2* ((dfsine.*fcose-fsine.*dfcose)./Qe./fcose.”2-(dfsin.*fcos-
fsin.*dfcos) ./Q./fcos.”2);
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Annex 3: Periodogram and Allan deviation

This algorithm aims to plot the power spectral density of the phase difference
and of the period. Its input is the waveform of V;,; or V;,, (i.e. nominally digital

signals with duty cycles around 25 %).

m=ch3;%ch3 is the waveform of Vinl or Vin2

m=filter (ones (50,1),50,m);%filtering to have clean transition (50 is an
arbitrary value)

seuil montant=0.2;%threshold values (positive and negative transitions)
seuil descendant=0.4;

Foscillo=2.5e9; ;%Scope’s sampling rate

tau vec=logspace (1logl0 (6e-7),10gl0 (4e-4),100);

I=find(m(l:end-1)<seuil montant & m(2:end)>seuil montant);%indexes of
positive transitions

J=find(m(l:end-1)>seuil descendant & m(2:end)<seuil descendant);%indexes of
negative transitions

Ifin=I+(seuil_montant—m(l))./(m(I+1)—m(I));%linear interpolation cleaning
Jfin=J+ (seuil descendant-m(J)) ./ (m(J+1)-m(J));%linear interpolation
cleaning

Ifin(1)=[];
Jfin(1)=[];

if Ifin(1)>Jfin (1)
Jfin(1)=[1;
end

if length(Jfin)<length(Ifin)
Ifin=Ifin(l:length(Jfin));

elseif length(Jfin)>length(Ifin);
Jfin=Jdfin(l:length(Ifin));

end

DPHASE up=((Jfin(2:end))-(Ifin(2:end)))./diff ((Ifin))/0.5%pi;%positive duty
cycle extraction

DPHASE down=((Jfin(l:end-1))-(Ifin(2:end)))./diff((Ifin))/0.5*%pi;%negative

duty cycle extraction
PHASE=cumsum ( (-diff (Ifin)+mean(diff (Ifin)))/mean(diff(Ifin))) *2*pi;%phase
noise extraction

OSR=mean (diff ((Ifin)));

Fs=Foscillo/OSR;

fregq=1/mean (diff (Ifin))*Foscillo;

figure

$PSD extraction with the periodogram routine
[p_POSDP,f_POSDP]:periodogram(l—(DPHASE_up/mean(DPHASE_up)),[],[],
[piNEGDP,fiNEGDP]=periodogram(l—(DPHASEidown/mean(DPHASEidown)),[],
[p T,f Tl=periodogram(l-diff ((Ifin))/mean(diff ((Ifin))),[]1,[]1,Fs);
POSDCmean=mean (DPHASE up) /2/pi;

NEGDCmean=mean (DPHASE down) /2/pi;
POSDP_relstd=std(l1- (DPHASE up/mean (DPHASE up)));
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NEGDP_relstd:std(l—(DPHASE_down/mean(DPHASE_down)));
Tmean=1/Fs;
T relstd=std(1-diff ((Ifin))/mean(diff ((Ifin))));

Splotting

semilogx (f POSDP,10*1ogl0O (p_POSDP),f POSDP,10*1ogl0 (p POSDP) -
20*1ogl0(8*100/pi), 'b',f T,10*1loglO(p T),'r',f T,linspace(-150, -
150, length(f T)));

legend ('Pos. Rel. Ph. PSD', 'Rel. Period PSD')

t=title({['Pos. DC = ',num2str (POSDCmean*100),'% , Std. Rel. Pos. Ph. ="',
numZ2str (POSDP_relstd) ]; ['Mean Period = ',numZstr(Tmean*1e9),' ns ',', Std.
Rel. Period = ',num2str(T relstd)]});

ylabel ('Power density (dB/Hz) ')

xlabel ('Frequency (Hz)")

set (gca, 'FontName', 'Times New Roman', 'FontSize',12, 'FontWeight', "'normal');
set (t, 'FontName', 'Times New Roman', 'FontSize',12, 'FontWeight', 'normal');

%$Allan variance then deviation extraction and plotting
AVAR POSDP th=zeros (1, length(tau vec));
AVAR T th=zeros(1l,length(tau vec));
w_POSDP=2*pi*f POSDP (2:end);
w _T=2*pi*f T(2:end);
for p=l:length(tau vec),

tau=tau vec(p);

AVAR POSDP th(p)=w_POSDP (1) /pi*sum(p POSDP(2:end) .*sin(w_POSDP*tau/2)."4./(
w_POSDP*tau/2) ."2);

AVAR T th(p)=w T (1) /pi*sum(p T(2:end).*sin(w_T*tau/2)."4./(w_T*tau/2)."2);
end

ADEV_POSDP=sqrt (AVAR POSDP_th);

ADEV T=sqrt (AVAR T th);

semilogx (tau vec,10*1logl0O (ADEV_POSDP) -

10*%1ogl0(8*99/pi), 'b',tau vec,10*1ogl0 (ADEV_T), 'r',tau vec,10*1ogl0 (ADEV_PO
SDP) )

figure
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