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Preamble

This PhD Thesis has been performed in the framework of the Marie Sktodowska-Curie
Action ITN ”"Nano2Fun”. Many results included in this Thesis were obtained thanks to a
collaborative effort of several partners of the Nano2Fun network and researchers belonging

to other institutions.
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Abstract

This thesis is devoted to the theoretical and computational study at atomistic and molecular
scales of the properties of novel organic nanoparticles called “Quatsomes” (vesicles made by
mixing CTAB cationic surfactant and cholesterol) as well as the interactions of Quatsomes
with different types of fluorescent molecules. The methodology employed is computational
molecular modelling. It includes modelling of the interactions between molecules at dif-
ferent scales and resolutions (DFT electronic structure calculations, atomistic molecular
mechanics force fields and coarse-grain molecular mechanics force fields) and molecular dy-
namics simulations at atomistic and coarse-grain molecular resolutions. Most of the results
have observable consequences that have been confirmed experimentally.

The thesis is divided into an Introduction to the topic (with a brief explanation of
the main experimental results and the main theoretical concepts), a chapter describing in
detail the methods to be employed in the thesis, four chapters containing new results and
a chapter with conclusions and perspectives.

The results of the thesis are presented in two parts. The first part (Chapters 3 and 4)
contains the results concerning the simulations and calculations of structure and properties
of the Quatsome vesicle from atomistic and coarse-grain molecular simulations. The second
part (Chapters 5 and 6) contains the simulation study of the interaction of Quatsome vesicles
with different types of dyes.

The atomistic simulation results presented in Chapter 3 provide a detailed characteri-
zation of the properties of the Quatsome bilayer. The molecular organization of the compo-

nents across the bilayer (positioning, orientation and diffusion of the component molecules)



was studied as well as mechanical properties such as bending modulus and area expansion
modulus. The effect of temperature and added salt was also analyzed. Remarkably, it was
found that the orientation of the molecules has a spontaneous symmetry breaking between
the two leaflets of the bilayer and states with different orientations coexist, a theoretical
prediction that has been tested experimentally.

In Chapter 4 two coarse-grain Martini-type parametrizations of a force field for CTAB
surfactant (one for explicit solvent and one for implicit solvent simulations) was developed
and successfully tested against atomistic simulations. The model was further employed to
perform simulations of full Quatsome vesicles. These simulations revealed that the Quat-
some vesicle is made of planar faces linked by curved defects, a kind of vesicle organization
never found before. These predictions were confirmed by experimental Cryo-TEM images.

Chapters 5 and 6 start by developing (from DFT) CHARMM compatible atomistic
force fields for simulation of different dyes (fluorescein in Chapter 4 and DiD and Dil
in Chapter 5). These force fields were employed in molecular dynamics simulations of
the interactions of these dyes with Quatsomes. The results demonstrate that despite the
hydrophilic fluorescein dye interacts strongly with Quatsome (via electrostatic interactions),
the adsorption of the dye competes with the more favorable formation of soluble molecular
clusters. Hence, a more suitable approach is to employ hydrophobic dyes such as Dil and
DiD. The simulations reported in the thesis show that these dyes are integrated in the
bilayer without deforming or altering the Quatsome and without aggregating inside the
Quatsome bilayer, thus providing suitable alternatives for developing fluorescent vesicles.

The conclusions and perspectives section shows that the thesis not only present many
new results but also has many possible future perspectives in different directions: vesicles
with resonant energy transfer, conceptual aspects regarding the spontaneous self-assembly
of vesicles, possibility of replacing the components by other different bilayer components.

All these options have been initially explored and all of them are very promising.
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I didn’t want to just know names of things. I re-

member really wanting to know how it all worked.

Elizabeth Blackburn

Introduction

In 1998, the Nobel Prize in Chemistry was awarded jointly to Walter Kohn for his devel-
opment of the density-functional theory and John A. Pople for his development of com-
putational methods in quantum chemistry. This was the first time in history that the
prize was given to a work that contained molecular modelling computer simulations. In
2013, three pioneers of computational biophysics and structural biology, Martin Karplus,
Arieh Warshel, and Michael Levitt, were awarded the Nobel Prize in Chemistry, for the
development of multiscale methods for complex systems. They were recognized for their

development and application of methods to simulate the behavior of molecules at various
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scales, from simple molecules to proteins.

These milestones could be seen as the dawn of a new era for chemistry, the era of
experiments based on computer simulations. On one hand, these molecular modelling sim-
ulations have some advantages versus the traditional experimental method. For instance,
the increase in spatial resolution, which informs about the exact molecular conformation
of building blocks providing a more complete picture of any system, or the decrease in
the cost of experiments. On the other hand, simulations also hold advantages versus the
purely theoretical approach. For example, they provide much more visually appealing in-
formation, facilitating the interpretation of theoretical models, which can be unwieldy and
fragile (especially when they are large). However, simulations (as a new method), are
not intended to substitute any of the other two approaches, but to complement
both of them, acting as a bridge between them, enlarging or even completing
the picture of the reality that chemistry provides.

One of the fields where simulation methods have had a bigger impact is that of the
investigation of biomolecules®!, and this, at the same time, has brought a remarkable

22 is one of the best ex-

progress in several fields. The simulation of biological systems
amples. That progress has brought understanding of biological phenomena and the re-
lationships in those systems, to a field that had before a lack of scientific accuracy and
mathematical /phenomenological tractability. Methods to study biological systems require
considering a big amount of parameters, all of them critical for the functioning, making the
study of those systems and their mechanisms really complex. Molecular modelling method-
ology attempts to eliminate the natural variability of a biological system so that differences
in behavior can be more clearly identified. Development of modern computers has paral-
leled the need for quantitative understanding of complex biological problems, and it has

accelerated the development of most modeling studies, to create a model that is simple yet

retains the essential physical and biological attributes?'.



Chapter 1

Within the field of biomolecules, a particular case of especial relevance is that of vesicles,

which are introduced and explained in the next section.

1.1 VESICLES AS NANOSTRUCTURED SYSTEMS

Vesicles are spherical objects enclosing a liquid compartment (lumen), with a diameter
ranging from 20 nm to a few thousand of nanometers, separated from its surroundings by at
least one thin membrane consisting of a bilayer (unilamellar) or several layers (multilamellar)
of amphiphilic molecules®’ (see Figure 1.1). They can be classified by their size, being the

focus of this work those called SUVs (small unilamellar vesicles, size < 200 nm and single

41,

bilayer). For a more detailed information see re

Unilamellar Multilamellar

Figure 1.1: Schematic representation of some possible vesicular structures.

Vesicles are formed by amphiphilic molecules. The term relates to the fact that all
amphiphilic molecules consist of at least two parts, one which is soluble in a solvent (the
lyophilic part) and one which is insoluble (the lyophobic part). When the solvent is water,
one usually talks about the hydrophilic and hydrophobic parts, respectively.

Vesicles can be formed by amphiphilic molecules such as surfactants or/and phospho-

lipids, but may also be prepared from macromolecular analogues, this is, amphiphilic block
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Figure 1.2: Schematic representation of the different types of vesicle drug delivery systems. Vesicles consist of a
bilayer that can be composed of cationic, anionic, or neutral phospholipids, as well as surfactants, which enclose an
aqueous core. Both the bilayer and the aqueous space can incorporate hydrophobic or hydrophilic compounds, re-
spectively.

copolymers (”polymersomes”) .

On one hand, those formed by phospholipids are known as lipid vesicles or liposomes,
which usually have anionic character. On the other hand, the ones formed by surfactants
can be either cationic or anionic vesicles. Besides, vesicles formed by the combination of a
lipid and a surfactant exist. One example of those are niosomes, whose main amphiphilic
component is a non-ionic surfactant that forms a bilayer upon the addition of cholesterol
(e.g., dicetyl phosphate)??. Another example are cationic vesicles, that can be formed by
cationic lipids. Among all, cationic vesicles have some advantages over vesicles formed
by phospholipids or non-ionic surfactants, as they are simple and quick to formulate, and
are constituted by readily available ingredients that are chemically stable against oxidative
degradation ™.

Vesicles can play a major role in modeling biological membranes, transport and targeting

of active agents®'. In recent years, vesicles have become the vehicle of choice in drug
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delivery 1043

, (see an illustrative scheme in Figure 1.2). Vesicular drug delivery reduces the
cost of therapy by improved bioavailability of medication, especially in the case of poorly
soluble drugs. They can incorporate both hydrophilic and hydrophobic drugs, delaying
drug elimination of rapidly metabolizable drugs, and work as sustained release systems.
Thus, based on that, many technological innovations have arisen from the applications of
vesicle system in order to solve the problems of drug insolubility, instability, and rapid
degradation. Furthermore, lipid vesicles have been found to be of value in immunology,
membrane biology, diagnostic techniques, and most recently, genetic engineering .
Finally, a world must be said about the significant role of small molecules in vesicle
formation and stabilization. Incorporation of certain components into natural or artificial
membranes can stabilize and rigidify the membrane bilayers of the vesicles. Cholesterol,
for instance, has proven to influence the membrane organization, affecting the membrane
permeability to ions, the compressibility of the bilayers, and the diffusion of oxygen®’.
Cholesterol, incorporated into liposomes for example, plays an important role in biomedical
applications. Its ability to modulate the physico-chemical properties of lipid bilayers has
been employed to stabilize liposomes for their application in drug delivery or analytical
science”. Considering mixed system for vesicle formation could give rise to a new sort of

important, emerging class of self-assembled vesicular systems”.

1.1.1 CONDITIONS FOR VESICLE FORMATION

Amphiphilic molecules dispersed in a solvent can form a large variety of aggregates of very
different morphologies and sizes?”. Depending on amphiphile(s) concentration, temperature
and solvent properties, the amphiphiles can either be dissolved in solution or form monolayer
aggregates like micelles (spherical or cylindrical) or assemble into bilayers. Examples of
bilayer aggregates are planar lamellae, closed hollow spheres (vesicles) and bi-continuous
(sponge like) mesophases. A complete review of all the possible amphiphile phases can be

. |~
found in reference 230,
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Vesiculation in an aqueous solution is considered a spontaneous process driven by min-
imization of free energy, as, given a planar patch of membrane, the nonpolar hydrophobic
part repels the contact with polar water molecules. When this driving force is sufficiently
high to overcome the corresponding bending resistance of the planar membrane, the curving
of the patch into a sphere becomes possible, bringing the formation of a vesicle of minimal
size>18,

Two common ways to induce spontaneous vesiculation are the thermodynamic vesicle
formation approach and the kinetic vesicle formation approach, leading to equilibrium and
non-equilibrium structures respectively. On one hand, in the thermodynamic case, a closed
vesicle (or a curved surface in general) requires the existence of asymmetry between the
inner and external membrane layers. The easiest and most common way to induce sponta-
neous vesiculation is that of mixing two different amphiphiles®®**. As an example of this,

mixing cationic and anionic amphiphiles facilitates the bilayer asymmetry by introducing

the additional degree of freedom of the bilayer composition®’. Figure 1.3 shows an exam-

Figure 1.3: On the left panel, cryo-TEM image of CTAB/SOS (molecules zoomed are coloured in black and orange, re-
spectively) system showing equilibrium sponteneous unilamellar?° vesicles. On the right panel, cryo-TEM image of
DMPC/DLA (molecules zoomed are colored in blue and red, respectively) forming highly stable unilamellar vesicles*’
with spontaneous curvature induced by bilayer asymmetry.
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ple of CTAB/SOS (cationic and anionic surfactants, respectively) that form equilibrium
unilamellar vesicles spontaneously. Nevertheless, other factors that can induce asymmetry
between the layers exist. An example is the case of DMPC/DSA lipid based system, in
which one of the components induces the curvature due to its different structure (see Fig-
ure 1.3). On the other hand, in the kinetic case, spontaneous vesiculation occurs due to
initial aggregation, that happens often on a very fast time scale (107 - 10~" s). While this
initial aggregation is very fast, once vesicles are formed they can continue to evolve over
longer time scales (up to weeks or months). This suggests that this type of spontaneous
vesiculation leads to out of equilibrium, kinetically controlled, meta-stable structures. The
kinetics of spontaneous vesicle formation has been traditionally less studied. However, a
review on the kinetics of morphological changes in 2003 '° boosted the research in the topic,
and since then more studies were published, covering both experiments and modelling (see
an example in work??). Decanoate vesicles are an example of kinetic vesiculation?®.
Another key concept is the one introduced by Israelachvili et al.'” in 1976, the concept
of molecular packing parameter. It uses some simple geometrical considerations to explain
the ability of a given amphiphile to pack into very small spherical micelles or conversely
to assemble into lamellar phase bilayers. The idea is that an amphiphilic molecule can
be described by a single dimensionless parameter p that combines the volume of the hy-
drophobic portion of the surfactant molecule, v, the length of the hydrocarbon chains, I,
and the effective area per head group, a. These three quantities can be combined in a single

dimensionless quantity known as the packing parameter, p, defined as

p=. (1.1)

Different values of the packing parameter p correspond to different self-assembled supra-
molecular structures. As it can be seen in Figure 1.4, ranges for the packing parameter that
correspond to different supramolecular shapes are defined, from micelles to vesicles and

inverted micelles. At the same time, by the definition of the formula 1.1, the packing
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p<’
Micelles:
spherical or
cylindrical

Figure 1.4: Different packing parameter values are related to different molecular shapes with their corresponding
supramolecular assemblies. Figure partly taken fromre

parameter depends on the molecular geometry, defined by v, [ and 2. The volume v and
the tail length [ are fixed but the effective area per head group 4, might be affected by
temperature or ionic forces, for example. Thus, the form giving the minimum free energy
for the parameter «z determines the optimal aggregate. The simplest ones are spherical and
cylindrical micelles and bilayers, which are characterized by certain values of the packing

parameter as shown in Table 1.1.

Table 1.1: Packing parameter values describing the supramolecular assembly and the correspondence molecular shape

“n<p<l
Vesicles

of the volume occupied by an amphiphilic molecule.

%%

p>1
Inverted
Micelles

Supramolecular assembly Packing parameter

Molecular shape

Spherical micelles
Cylindrical micelles
Vesicles
Planar bilayer
Inverted micelles

1/3 <p<l/2
1/2<p<1

cone
truncated cone
truncated cone

cylinder

inverted truncated cone
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The hydrophobic interaction, as well as the effective molecule conformation, determines
the tail volume and length. Branched and double-tailed surfactants, for example, show a
much bigger tail volume and hence are more prone to pack into bilayer-based structures,

like vesicles or lamellae, rather than into micelles !0,

Based on the explained packing parameter concept, in 1991, Safran et al.?

performed
a study considering two amphiphilic molecules which separately do not form spontaneously
vesicles, but other structures like micelles, in aqueous media. They saw that their non-ideal
mixing gave rise to a packing parameter that corresponded to the formation of vesicular
nanostructures (see Table 1.1). This enabled a new way of vesicle formation by follow-
ing an indirect strategy: stirring the directionality of the spontaneous assembly by the
adequate choice or design of the precursor molecule structures®'. Following this strategy,
it is possible to mimic cases where vesiculation is spontaneous from the thermodynamic
perspective. As an example, we have the case employing anionic (sodium dodeyl sulphate)
and cationic (dodecylammonium chloride) surfactants, which form cationic vesicles®. These
two components have a fixed volume and area per head group, it is easy to compute the
packing parameter, and it is known that such packing parameter gives rise to the formation
of vesicles. Then, it is possible to substitute one or both of the original components for
other(s) that maintain the same packing parameter value (mimicking), and the spontaneous
formation of vesicles is ensured.

Despite all the research done considering all the vesicular systems, undoubtedly, lipo-
somes are still the most widely used as supramolecular assemblies for nanomedicine, due
to their great versatility in size, composition, surface characteristics and capacity for in-
tegrating and encapsulating bioactive molecules. Moreover, they are well recognized as
pharmaceutical carriers because of their biocompatibility, biodegradability and low toxic-
ity 3916, Nevertheless, one of the major problems limiting the widespread use of liposomes is
their poor stability, both physical (colloidal), this is, the tendency for aggregation or fusion

of vesicles to form larger and heterogeneous particles, and chemical, i.e., hydrolysis of ester
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groups and oxidation of unsaturated chains’.

The need for alternative vesicular systems with enhanced properties compared to those
of liposomes and their current alternatives (such as cationic vesicles) has led to the design
of alternative nanovesicles. In particular, cationic vesicles are good candidates due to their
capacity to interact with biomolecules. Two examples of this are vesicles (made of mixed
cationic lipids) interacting with DNA?, or vesicles (made of surfactants like quaternary

nitrogen moiety) acting as bactericides?’.

1.2 QUATSOME; A UNIQUE CATIONIC VESICLE MADE OF CTAB AND CHOLES-

TEROL

As shown in the previous section, a possible route for vesicle formation is mixing two
components that, despite individually they may not self-assemble into vesicles, they do so

when interacting together. In recent years, a new nanovesicle system has been developed at

10
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Figure 1.5: CTAB quaternary ammonium surfactant, and cholesterol sterol chemical structures. Dynamic light scat-
tering (DLS) measurements and cryo-TEM images showing the stability of the Quatsome system. DLS measurements
and cryo-TEM images are kindly provided by Nanomol group (ICMAB-CSIC).
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ICMAB and proven very promising following this approach: the Quatsome or QS, composed
of quaternary ammonium surfactants and sterols (Figure 1.5). Those components separated
form micelles and crystals respectively, but the adequate mixing of them results in the
formation of small unilamellar bilayer vesicles of less than 100 nm in diameter 2.

This system is stable for periods as long as several years, its morphology does not change
upon rising temperature or dilution, and it shows outstanding vesicle-to-vesicle homogene-
ity regarding size, lamellarity, and membrane supramolecular organization®!'! (see Figure
1.5). Quatsome system fulfills the structural and physico-chemical requirements to be a po-
tential encapsulation platform for site-specific delivery of both hydrophilic and hydrophobic
molecules®?*. Many functionalizations can be implemented simultaneously in Quatsomes,
either by covalent attachment to sterol-like molecules or by electrostatic interaction with
the cationic ammonium head of surfactant units, or by hydrophobic interaction with the
bilayer. The QS system is being actively employed for developing new applications, for
instance for enhancing specific bioactivity of proteins and protecting them against prema-
ture degradation in topical pharmaceutical formulations’, or for the topical delivery of the
recombinant human epidermal growth factor (rh-EGF) to treat complex wounds®®, or for

3

acting as fluorescent probe for bioimaging applications”. In particular, this last case will

O e
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Figure 1.6: Quatsome characteristics of formation path. Left: Light intensity weighted distribution of hydrodynamic
diameters dy,,; obtained by DLS, showing largely overlapping size distributions for Quatsomes obtained with ultra-
sounds (US) and DELOS-SUSP. Right: cryo-TEM images showing small unilamellar vesicles. Experimental results are
provided by Nanomol group (ICMAB-CSIC).
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be analyzed in depth in one of the chapters of this thesis.

Quatsomes can be obtained following different preparation routes, resulting in practi-
cally identical characteristics®. It has been found that size distributions, vesicle morphology
and {-potential are practically identical when Quatsomes are prepared using ultrasounds
(US) or the depressurization of a CO,-expanded liquid (DELOS-SUSP) (see Figure 1.6). A
full description of the methods are also given in the Annex, Figure A.1. In both cases small
unilamellar vesicles are obtained, with a {-potential of ~100 mV.

At this point it is worth briefly introducing the components of the Quatsome vesicle;
CTAB surfactant and cholesterol. On the one hand, the surfactant [N(CH,),]"Br~ known as
CTAB (cetyltrimethylammonium bromide), is a quaternary ammonium cationic surfactant,
which has a bromide anion as counterion. It is used in many commercial products such
as hair conditioning products or antiseptic chemicals. As shown in Figure 1.5, CTAB in
water self-assembles in micelles with a cmc of ~ 0.9 mM at 25 °C?%2?. On the other hand,
cholesterol, C,,H O, is a sterol (a combination steroid and alcohol) and a lipid found in the
cell membranes of all body tissues. Cholesterol in water forms crystals due to its insolubility

(see Figure 1.5).

Figure 1.7: Schematic illustration of the Quatsome vesicle with the Chol/CTAB bimolecular amphiphile components.
Snapshot of the synthon made of 1 CTAB and 1 Chol from an all-atomic MD trajectory of this thesis, surrounded by
water molecules.
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In the work by Ferrer-Tasies et al.'?!?, the Quatsome system made of a 1:1 mixture of
CTAB and cholesterol molecules, was described in detail for the first time. In addition, the
first all-atomic molecular dynamics (MD) simulations about the Quatsome were carried out.
It was predicted that the synergy between the cetyltrimethyl ammonium (CTA™) of CTAB
and Chol molecules would make them self-assemble into bimolecular amphiphiles, called
synthons (see Figure 1.7). It was also predicted that this would lead to the formation of a
bilayer, and thereafter, of a vesicle. This was confirmed by the results of the simulations,
and the experimental results.

MD simulations were of great importance to understand fundamental concepts of the
Quatsome in general, and of the synthon in particular: as a definition, a synthon is found
when a CTAB molecule and a cholesterol molecule form an entity with a strong hydropho-
bic interaction, with a value of free energy (AG = —4.7 kcal/mol) large enough to consider
this a noncovalent molecular association (see Figure 1.8). This free energy gives a unique
supramolecular synthon, providing a new building block unit for complex structure forma-
tion (see snapshot of Figure 1.7 and 1.8). The equilibrium state obtained in the simulations

corresponds to an association of the cholesterol molecule with the hydrocarbon chain of the
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Figure 1.8: Evolution of the Gibbs free energy of interaction between a single CTAB and a single cholesterol moleculein
water as a function of the intermolecular distance. A snapshot from MD simulations, showing on the right, the initial
state of the simulation, and on the left, the structure of the Chol/CTAB supramolecular synthon at the free-energy
minimum state. This Figure is reproduced from ref. 12 with permission from American Chemistry Society.
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surfactant. The mismatch in size between the two molecular entities and the rigidity of
the cholesterol molecule produces a deformation of the polar ammonium headgroup of the
surfactant around the polar oxygen group of cholesterol, as it can be observed also in Figure
1.7. Moreover, the cholesterol has a very low solubility in water, so it tends to interact with
CTAB in order to reduce the contact with water 2.

Also, the packing parameter of the CTAB-Chol synthon can be estimated, approximat-
ing the length (/) of the hydrocarbon tail by that of the cholesterol molecule (1.73 nm),
and computing the volume (v) by the sum of both (0.54 + 0.40 = 0.94 nm?). The value of
the area per head group was taken as equal to the value for pure CTAB (2 = 0.64 nm?),
since the headgroup of the synthon coincides with that of the CTAB surfactant (see the
simulation snapshot in Figure 1.7). Using these values, it was obtained a value of p = 0.85,
which is consistent with the packing parameter value for vesicle formation (see Table 1.1).

All these previous results show that this synthon, made of the association of the cationic
surfactant and sterol, becomes an effective amphiphilic self-assembled object with a hy-
drophilic head and two long hydrophobic alkyl tails. The geometric characteristics of the
synthon are very similar to those of phospholipids that form bilayers (for its hydrophobic
and hydrophilic parts).

So far, these novel QS nanostructures have proven to be very interesting in terms of
their physico-chemical properties and their applicability. Since their were first obtained,
wide range of experimental work have been done in the Nanomol group at ICMAB with the
aim of giving a promising applicability such as fuctionalizing with dyes or proteins. Thus,
to be able to do a rational design of the Quatsome system and modifications for future
applications, it is a must to deeply understand its structure and interactions at a molecular
scale.

Molecular modeling is a mature science ready to be used by the chemist, and not just the
theoretical chemist. Desktop computers are now fast enough to do meaningful calculations.

The positive experience of how valuable the information given by MD simulations was with
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the Quatsome case justifies the strategy followed in this thesis, i.e., to study this system
using precisely MD simulations. Besides, although the experimental work about this system
has advanced prominently, the simulation work has remained unexplored, reinforcing the

motivation for the present thesis.

1.3 ORGANIZATION OF THE THESIS AND OBJECTIVES

The main goal of this thesis is to study in detail the Quatsome vesicular system, that
is a unique system with outstanding physical and chemical properties. We believe that
the good properties that the Quatsome has shown so far deserve the effort of acquiring a
deep molecular understanding. In fact, this understanding is required for the Quatsome
to attain its full potential, when it comes to applicability. The thesis is divided in three
parts: In part I, the systems and methods are introduced. In part II, the Quatsome sys-
tem is studied with MD simulations. In part III, we study the interaction of QS with dyes.

The work ends with conclusions and perspectives. The objectives of each part are as follows:

PART I: The goal is to provide an introduction of the work, contextualizing it and
showing the state of the art, in Chapter 1, and to describe in detail the methods and tools

employed, in Chapter 2.

PART II: Molecular dynamics simulations of the Quatsome system: The main
goal of this first part of the thesis is to develop knowledge of the structure and dynamics of
the Quatsome system at the atomic and molecular level. The technique employed will be

molecular dynamics (MD) simulations, at different resolution scales.

e« Chapter 3: The objective is to obtain a -detailed, all-atomic analysis of the Quat-
some bilayer: the molecular structure and organization, the effect of temperature or

the interaction of ions, the elastic properties, etc.
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e Chapter 4: The ambitious but clear goal is to obtain a molecular picture of the full
Quatsome vesicle by using coarse-grain MD simulations, in order to study it at the

molecular level.

PART III: Interaction of Quatsome system with dyes: The main objective of
the second part of the thesis is to explore the possibilities of functionalizing the Quatsome,
using it as a mean for nanostructuring several dye molecules of different nature in aqueous

media.

e Chapter 5: The main goal here is to understand the mechanism of interaction of
water-soluble dyes, like fluorescein, over the Quatsome surface. A secondary but still

important objective is to properly model the dye, for obtaining reliable results.

e Chapter 6: The goal is to explore other alternatives for decorating the Quatsome

bilayer, in particular using an hydrophobic family of dyes, the carbocyanines.
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Katherine Johnson

Methods: Molecular Modelling

The most extensively employed tools in this thesis are molecular modelling techniques.
These tools have relevance enough in this work to constitute an end by themselves. For
this reason, we dedicate the present chapter to them. As a general description, molecular
modeling techniques compute the motion of atoms and explore configurations or compute
the potential energy of a molecule given its molecular geometry. Firstly, there are two
main techniques to evaluate the energy of the molecules and their configurations during
the simulation; molecular mechanics (MM), or quantum mechanics (QM). Afterwards, once

the energies are known, it is possible to calculate their movement (for instance via the
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Figure 2.1: General scheme classifying molecular modelling methods for the calculation of forces and energies in MD
simulations within its physics details and cost of calculation.

molecular dynamics (MD) method) or their thermodynamic behaviour (for instance via
the Monte Carlo (MC) method). The differences between methods are mainly about the
trade-offs made between computational cost and accuracy (see Figure 2.1).

The main concept in Molecular Dynamics (MD) method is to solve numerically the
equations of motion of an atomistic model of a system. It implies developing an atomic
model of the whole system, which may include a large number of atoms. It computes the
equilibrium and transport properties of a classical many-body system. In this context, the
word classical means that the nuclear motion of the constituent particles obeys the laws
of classical mechanics'®, albeit their interactions forces have quantum energies. A detailed
description will be given in the following section.

Monte Carlo (MC) method is based on the generation of stochastic trajectories within
a given statistical mechanical ensemble. Typical choices include the canonical (NVT) and
isothermal—-isobaric (NPT) ensembles. Any viable Monte Carlo procedure must sample the
Boltzmann distribution and uphold the principle of detailed balance (microscopic reversibil-

ity). Thus, new configurations are rejected or accepted depending on a given probabilistic
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criterion®®. Provided that the sampling procedure is ergodic” (i.e. every point in config-
uration space is accessible from any other point), Monte Carlo sampling can be coupled
with statistical mechanics to obtain the equilibrium thermodynamic properties of a system.
As an example, MC methods have been often exploited for conformation calculations on
proteins?*.

MD and MC simulations require methods to calculate the energies. Those are the MM
and QM methods described below:

Molecular mechanics (MM) methods are based on classical mechanics. MM meth-
ods are computationally very cheap and can be applied to systems as large as millions of
atoms. They employ force fields comprised of parameter sets and specific functional forms
to model the molecular potential energy as the interactions between pairs of atoms. In MD
simulations, they model molecular behaviour over time. Two broad areas of study that
give rise to two approaches that employ MM methods can be defined: in the context of
electronic structure calculations, the use of hybrid quantum mechanics-molecular mechan-
ics (QM:MM) approach, and in the context of classical Newtonian mechanics, the use of
molecular dynamics (MD).

Quantum mechanics (QM) methods base their computations solely on the laws
of their name, predominantly the Schrédinger equation (Equation 2.1). There are many
different methods for the calculation of electronic structure. For example, semi-empirical
calculations are relatively inexpensive and provide reasonable qualitative descriptions of
molecular systems and fairly accurate quantitative predictions of energies and structures
for systems where good parameter sets exists. In contrast, density functional theory (DFT)
computations are more expensive but provide high quality quantitative predictions for a

broad range of systems; they are not limited to any specific set of elements, class of system

or chemical environment.

H\(7 R) = E(7 R) (2.1)

In this thesis we have used molecular dynamics (MD) simulations and different methods
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from both MM and QM approaches to describe the molecular energies such as DFT from
QM, and all-atomic and coarse-grain force fields from MM. All these methods have been
employed for simulating different complex problems, for example, DFT method has been
employed to parametrize MM force fields for MD simulations. At the same time, within
MD, two modalities have been employed, all-atomic (AA) simulations and coarse-grain
(CG) simulations. DFT has been employed for the geometry optimization of new models,
those developed in this work. MD has been used for simulating the trajectories of the
analyzed systems. As it can be seen, the simulator is continuously confronted with questions
concerning the choice of techniques, because a bewildering variety of computational tools is
available. We believe that, to make a rational choice, a good understanding of the physics
behind each technique is essential. Accordingly, a detailed explanation of the principles

underlying every employed method will be provided.

2.1 MOLECULAR MODELLING: DENSITY FUNCTIONAL THEORY

Density Functional Theory (DFT) can be defined as an electron correlation method that can
lead to highly accurate values of the energies of atomic and molecular systems. However,
this accuracy comes at a significant computational cost, limiting the application of these
methods to relatively small molecules. If we want to answer questions that can only be
addressed by modeling large number of atoms, another approach needs to be taken.

20,29 " The rudiments of this theory are originated from

DFT provides this alternative
the Thomas-Fermi-Dirac model of the 1920s and from Slater’s work in the 1950s. The
Hohenberg-Kohn theorem, which proves the existence of a unique functional that determines
the ground state energy and density of a system, was published in 19642, But, it was not
until the 1990s that DFT became widely used. Although the theory itself is quite precise,
its implementation has not been so. Researchers continue to work to refine and improve

the models, and each year many new density functional approximations (DFAs) are offered

to the computational chemistry community.
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The basic premise behind DFT is that the energy and associated properties of any
system containing electrons are calculable from the probability distribution that is the total

electron density, ¢(7). Using an orbital basis set, this quantity can be easily obtained as:

occupied

(7= 3 @7 22

Here the position vector, 7g, represents all space coordinates for the system as defined by
a grid g. The probability of observing an electron in the volume element at 74 is ¢ 7.
While it may be intuitively useful to picture the volume surrounding a molecule as divided
into a three-dimensional rectangular grid of small cubic elements, the grids typically used
in calculations employ spherical and radial coordinates centered on each atom.

Although it generally produces much more accurate results, typical DFT implementa-
tions use much of the same computational infrastructure as the Hartree-Fock method, which
accounts for its speed and efficiency. In its "pure” form, DFT uses the following expression

for the energy as a functional of the density:

Eprrle(7)] = Tle(7)] + Ve + /(7)) + Excle(7)] (2.3)

The first three terms come from the Hartree-Fock theory'%'*. The final term is known as
the exchange-correlation term. It models the parts of the electron-electron interactions that
are neglected by Hartree-Fock theory.

Those include exchange and correlation interactions. Unlike the coulombic repulsions,
which are evaluated using integrals involving basis functions, this new quantity is evaluated
by summing over a grid of points, with each volume element multiplied by a weighting
factor, wg. This technique was suggested by Kohn and Sham in 1965%°. The additional
work required scales more or less the same as a Hartree-Fock calculation, allowing DFT
models to study a wide range of systems, including ones with very large number of atoms.

Unfortunately, the exact specification of Ex¢ is not known. Its form has been postulated
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from the equations describing a uniform electron gas, from the exact solution of the hydrogen
atom, by parametrization with experiments, and in other fashions, giving rise to a multitude
of density functional approximations (DFAs). The more relevant functionals are: the local
density approximation (LDA)*’, the generalised gradients approximation (GGA)*, hybrid
functionals®. Furthermore, once the choice of the exchange-correlation energy functional is
made, the accuracy of any quantum calculation will depend on the basis set choice. There
are two main categories of basis set**: the Slater-type Orbitals (STO) and the Gaussian-
type Orbitals (GTO).

In this thesis we will employ DFT to obtain equilibrium molecular structures, charge

distributions and molecular conformational energies. Mainly in Chapters 5 and 6.

2.2 MOLECULAR MODELLING: FORCE FIELD ALL-ATOMIC MOLECULAR DYNAM-

ics (MM-MD)

MD has become a popular and successful methodology to investigate the behavior of molec-
ular systems at an atomistic and molecular scale, because it provides structural information
at temporal and spatial resolutions much finer than those achieved by most experimental
techniques. Two methods within the MD approach are all-atomic (AA) and coarse-grain
(CG) methods. The first one is explained in this section, and the second one in the next.
The use of all-atomic MD simulations to study a molecular system requires three main
steps as represented in Figure 2.2. The first step is about the design of the molecular
atomistic structure and the environment, based on their chemistry. The second one is
about the interaction models between atoms, which corresponds to the physical-chemistry
part. This consists in studying the atomistic interactions inside the molecule or with another
molecules in a well-defined thermodynamic system. And finally, the last step is about the
methods simulating the motion of atoms based on physics. Once having all this information
it is possible to make relevant predictions. This three steps are summarized in the following

scheme (Figure 2.2).
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Molecule: Model: Method:
Atomistic o interactions between s | simulation of the motion
structure atoms in (bio)molecules ~of atoms based on Physics )

Utotat = Uvaw + Ucoutomp + -

w:Ubond + Uangte + Udinedrat

Figure 2.2: General scheme of the different parts of the all-atom MD simulations methodology.

For the last step, different algorithms have been designed to integrate numerically the
equations of motion. Also, many programs and computational tools are readily available for
performing MD simulations such as LAMMPS*?, GROMACS®, NAMD*!, DL, POCY*®
and many others. In this thesis, we will employ mostly NAMD code for AA-MD simu-
lations but also GROMACS for CG-MD simulations. On one hand, NAMD (Nanoscale
Molecular Dynamics), can be defined as a parallel molecular dynamics code designed for
high performance simulation of large biomolecular systems. NAMD employs the prioritized
message-driven execution capabilities of the Charm™" /Converse parallel runtime system,
allowing excellent parallel scaling on both massively parallel supercomputers and commodity
workstation clusters. The source code is distributed under the University of Illinois/NCSA
Open Source License (www.ks.uiuc.edu/Research/namd/) to allow scientists total freedom
of use and modification of code. On the other hand, GROMACS is a versatile package
to perform molecular dynamics with hundreds to millions of particles. It is primarily de-
signed for biochemical molecules like proteins, lipids and nucleic acids that have a lot of
complicated bonded interactions, but since GROMACS is extremely fast at calculating the

non-bonded interactions it is also used on non-biological systems, e.g. polymers. It also has
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excellent CUDA-based GPU acceleration capabilities. GROMACS is also a free software,

available under the GNU Lesser General Public License.

2.2.1 ATOMISTIC STRUCTURE

The first stage of conducting any MD simulation is the assignment of the initial spatial
coordinates of the system. In computational modelling there are different file formats to
describe the atomistic structure of the molecules. Some of the most used and standardized
are on one hand the protein data bank (.pdb) file format, where all the atom coordinates
in x, y and z are described (and optionally the atomic connectivity), and on the other
hand protein structure (.psf) file format, where one obtains all the general information
about the structure of the molecule, e.g. how atoms are bonded (covalent bonds, angles
and dihedrals) and the charge distribution of the molecule. Originally, these file formats
were generated for helping to define proteins, but nowadays they are used for all types of
molecules. The atomic coordinates of both .pdb and .psf files are obtained experimentally
by X-Ray spectrometry and nuclear magnetic resonance spectroscopy (NMR), and can
be usually downloaded from computational repositories like Protein Data Bank® for bio-
molecules or HIC-Up?® for mainly non-bio ones. For more complex molecular geometries,
that cannot be found in those repositories, there are a number of different software packages
to generate initial configurations such as GaussView ' or Insane®. In this thesis, the first
one has been used for generating initial configurations for organic dyes, and the second one

for phospholipid or Quatsome bilayers.

2.2.2 MODELING ATOMIC INTERACTIONS

Once having the atomic positions and the molecular structure, the next step is to find
out the inter or intra-molecular interactions between atoms (see Figure 2.2). They can be
calculated either by QM or ab — initio-MD method, or by MM-MD method. The first one

calculates the potential energy surface at a quantum level in each step. The computational
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effort is huge (see Figure 2.1) and thus, it is used only in small systems and time scales
(until few ps). The MM-MD method calculates the instantaneous force on each atom as a
gradient of a prescribed interatomic potential function. In this work we will employ MM-
MD, which is the only possible chance given the time and length scales that we will consider.
This information is collected in the force field, which provides pre-defined classical potential
functions that describe the interactions between atoms and/or molecules covering a broad
range of elements and systems. They mainly reproduce molecules’ properties as well as the
properties of the solvent.

Efforts have been made in order to create standardized molecular force field reposito-
ries. Several force fields have been optimized so that the modelled molecule reproduces
experimental data for small organic molecules, both synthetic and biological. Among these
force fields are OPLS?%, CHARMM?®!, UFF*}, AMBER®*, MARTINI®!. In this work, the
CHARMM force field has been used to describe interactions in all of the all-atomic MD
simulations, whereas the MARTINI force field has been used for the coarse-grained MD
simulations.

The CHARMM force field files are contained in its repository, the CHARMM GENeral
Force Field (CGenFF)®2. CGenFF is an organic force field repository explicitly aimed at
simulating drug-like molecules in a biological environment. Other repository options like
GAFF (General AMBER Force Field)®* exist, although the principles underlying all of
them, the modelling of the interactions between all atoms, is the same for all.

Nevertheless, sometimes the information is not available or is not precise enough in
those general repositories, for some complex molecules or systems. Thus, sometimes the
main challenge is to create a force field for specific systems of interest in order to cover
the vast chemical space of the organic molecules. To attain this, a systematic optimization

protocol must be followed, which is detailed in the following subsections.
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ForceE FIELD FUNCTIONS

To develop a new force field file, this is, to model the interactions for all atoms of a system,
one assumes that every atom experiences a force specified by a model force field accounting
for the interaction of that atom with the rest of the system. Today, such model force fields
present a good compromise between accuracy and computational efficiency. Then, the total

potential energy of a molecular system can be expressed as follows by two contributions:

Utoml = Unonﬁbonded + Ub(mded P (24)

The first term amounts for the interactions between non-bonded atom pairs, whereas
the second term corresponds to bonded ones. For deeper details the following sources can

be checked 2334,

¢ Intermolecular or non-bonded interactions, describe the interactions not re-
lated to chemical bonds. The first term of the Equation 2.5 is known as Lennard-
Jones or van der Waals potential and the second one is Coulomb’s force and describes

the energy of interaction between charges:

g2 g6 D>,
Unon—bonded = UL](rl]) + UCoulomb = 4%¢j [(l -1 >:| + ﬂ) (25)
7'ij 7‘1']' 47!'207‘,']'

where ¢;; and ¢;; denote the characteristic interaction energy and distance respectively
for particles 7 and j, q; and q; are the charges of particles ¢ and j respectively, and
¢, denotes the permittivity of free space. Both the Lennard-Jones and Coulombic

interactions depends on the distance r;;.

The Lennard-Jones potential (Figure 2.3) has two exponents; the 12-potential in-
creases the energy as the atoms get closer (preventing the collapse of atoms) while
6-potential decreases the energy and models an attractive force that exists between

any neutral atoms, in other words, it is the short-range repulsion due to the Pauli

30



Chaper 2

min

—

Figure 2.3: A graph showing functional form of the Lennard-Jones potential.

exclusion principle!'. As this van der Waals interaction exists between every non-
bonded pair of atoms in the system, computing the long-range interaction is unfea-
sible. For this reason it is spatially truncted in NAMD, at a user-specified cutoff

distance, normally at 2.5¢ (~10-12 A).

As in the Van der Waals case, the electrostatic interactions happen between every
non-bonded pair of atoms. With periodic boundary conditions, as it is the case in
NAMD, the computation of such interaction requires the particle-mesh Ewald method
(PME), which is based in Ewald sum. This sum describes the long-range electrostatic
interactions for a spatially limited system with periodic boundary conditions (for more
details see Ewald sums at p. 292 in ref.'%), and the PME is a fast numerical method
for computing the Ewald sum, involving a grid scheme, interpolation basis functions

and the Fast Fourier Transform?!.

¢ Intramolecular or bonded interactions, describe the interactions between atoms
of the same molecule. In Equation 2.6, bonds corresponds to each covalent bond in
the system, angles refers to the angle between each pair of covalent bonds sharing

a single atom at the vertex, and dihedral describes atom pairs separated by exactly
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Figure 2.4: Schematic diagrams illustrating the various contributions to the bonded potential energy: a) bonds, b) an-
gles, ¢) dihedrals and d) improper angles.

three covalent bonds with the central bond subject to a torsion angle (see Figure 2.4).

The total bonded contributions to the potential energy are given by the expression:

k k9 k
Usonded =y (1= L+ 3 (8 =%+ 3 7?’(1 + cos(np — 9,))* +

bonds angles dihedrals
) k
Z T(\P —,) + Z f(”x,a — ) (2.6)
impropers Urey—Bradley

where the force constants kj, k9, kg, indicate the amount of energy required to stretch
or compress a chemical bond, angle or dihedral. Nowadays, quantum mechanical
methods like DFT provide accurate values for bond, angle and dihedral parameters.
n corresponds to the multiplicity and ¢_ is the phase factor which determines the
location of the minima in the potential. Finally, improper angles are imposed on
some molecules to preserve geometry or chirality of atoms in a molecule, i.e. to

maintain the planarity of aromatic rings in a fluorescein molecule.
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CHARMM PARAMETRIZATION PHILOSOPHY

As mentioned, CHARMM GENeral Force Field (CGenFF)°2 has been designed to cover the
majority of atom types in many chemical applications. In principle, its parametrization for
a new molecule is done as follows. It is based in identifying compounds whose force field is
available from a validated parametrization from experimental data or DFT calculations and
that are chemically similar to the compound of interest. These available compounds are
then used as the starting point to create an initial topology; information from the available
compounds in CGenFF should be used to select the appropriate atom types and initial
estimates of the partial atomic charges®’.

Firstly, the functional groups of the molecule of interest such as acids, amines, and
alkyl moieties are assigned available parameters from CGenFF. Next, taking advantage of
the modular nature of the distribution of charges in CHARMM, the charges are distributed
among the atoms, preserving the total integer charge of the molecule. In the case of adding
functional groups to an existing molecule, typically the addition of the available parameters
of the appended functional group suffices for having a force field that is ready to use, without
the need of further action. At this point it is worth noting that the partial atomic charges
in CHARMM are obtained as initial estimates by analogy, or alternatively, taken from DFT
at molecular level MP2/6-31G(d) Merz-Kollman charges.

However, in some cases new parameters may be required, often when more complex
functional groups or linkers are added. Then, it will be necessary to assign wildcards or
add explicit parameters. This situation (the need of new parameters) is identified by the
presence of warnings in the built output force field file. Usually, these warnings are in the
form of "penalty scores” associated with the partial charges and parameters. When that
occurs, the new parameters need to be found by means of QM calculations, and the whole
system must be validated. Penalties between 10 and 50 indicate that some basic validation
is recommended; penalties higher than 50 are usually associated with parameters or charges

that need additional optimization®'.
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PARAMETRIZATION PROCEDURE FOR NEwW COMPOUNDS

When working with a new compound, there will usually be a number of parameters that need
to be validated and optimized. As explained in the previous subsection, once initial guesses
are assigned to the new parameters, the user should test those parameters to determine if
optimization is required.

Geometry Optimization: The way the total energy (the sum of the electronic and nuclear
repulsion energies) of a molecular system varies with a small change in its structure is
described by its potential energy surface (PES), which mathematically links the molecular
structure and the resultant energy. We used QM calculations (see section 2.1) by means
of Gaussian09 software for optimization of the molecular structure as well as the energy
and other related properties. The structural changes that the molecule undergoes in the

10 In our case, we are interested

course of optimization can be visualized in GaussView
in obtaining an energy minimum. A condition for obtaining a satisfactory value is that
frequencies related to the second derivative of the energy have a 0 imaginary part.

For more details, in Chapter 5 there is an example of the parametrization procedure for a
new compound, the case of fluorescein molecule. In that chapter we explain how we partition
the molecule into fragments, identify model compounds and derive parameters by analogy,
assemble molecules and construct molecular topology file, perform energy minimization and

identity potential issues, identify and optimize any missing internal parameter and validate

the new model using experimental data®”.

2.2.3 MD SIMULATION METHOD

Summarizing, once an initial set of coordinates has been generated (section 2.2.1), energy
minimization is performed to bring the system to a minimum of the potential energy land-
scape (section 2.2.2). Several numerical methods can be employed to accomplish the min-
imization, in this case being our choice the steepest descent algorithm'. Moreover, initial

velocities are assigned a random value taken from a Maxwell-Boltzmann distribution.
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Figure 2.5: Scheme of the MD simulation method.

Interactions between the atoms, i.e. the interatomic forces, can be calculated based
on various methods, ranging from density functional theory (DFT) to classical potentials.
These forces determine the acceleration of the atoms and allow to propagate the positions
and velocities across the simulation time, to the next discretized time step. Repeating this
procedure yields a series of snapshots, describing the trajectory of the system in phase space,

which can be analyzed to extract the desired properties (see scheme in Figure 2.5).

NUMERICAL INTEGRATION OF THE NEWTONIAN EQUATION OF MOTION

All-atomic molecular dynamics simulations are a technique for computing the equilibrium
and transport properties of a classical many-body system. In this context, the word classical
refers to the fact that the MD method is based in solving numerically the Newton’s equations

of motion (classical mechanics)

dl),'_ _ d?"j (27)

Fi = miai; a; =

for the interacting particles of the system (atoms or molecule) that we want to simulate.
In all-atomic MD simulations, atoms are considered as classical entities, obeying Newton’s
Laws of motion. Electrons are not considered in classical MD. This method is an excellent
approximation for a wide range of soft matter systems despite it has some limitations.

Different algorithms have been designed to integrate numerically the equations of mo-
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tion. The most commonly used time integration algorithm is probably the so-called Verlet
algorithm '®. The basic idea is to write two third-order Taylor expansions for the positions
of the atoms, one forward and one backward in time. A problem with this version of the
Verlet algorithm is that velocities are not directly calculated. A better implementation of
the same basic algorithm is the so-called velocity Verlet?’ scheme, where positions, veloci-
ties and accelerations are computed at time (t+dt). The Velocity-Verlet algorithm obtains
recursively the position and velocity at the next time step (r,4:, Vo) from the current one
(rn, vu), assuming that the force F,, = F(r,) is computed. In the following equations this

algorithm is shown (where m,, is the mass):

balf — kick; r;(r + 31) = r; + v(D)3t + —a;(1) 37 (2.8)
2
. ory ot
drift; v; (z‘—l— Z) = ui(t) + al(z‘); (2.9)
computer — force, a;(t + dt) = —LVV(V(Z'—F 1)) (2.10)
m;
) ot ot
balf — kick; vi(1 + 1) = v; (t—l— 7) +a(r+ 3 (2.11)
2 2

The algorithm is composed by four steps as show above. The main point, however, is that
being in an initial position and velocity (r,, v,), and wanting to calculate the next position
(rp+:), an intermediate velocity called half-kick is calculated with the Equation 2.8. This
new velocity (v,1,/,), Equation 2.9, will be different from the initial one (v,) and the final
one (Vy4;). Then, the final velocity (v,4,;) can be calculated (Equation 2.11) and used to
compute the final position (r,4,). This is commonly achieved via numerical integration by
discretizing the time into small intervals called the time step (dt or At). The time step
defines the resolution of the numerical integration, thus, it will exist a trade off between
choosing a time step sufficiently small to capture vibrations of atoms or sufficiently large
to be computationally efficient. In the all-atomic simulations performed in this thesis a

timestep of 2 fs is employed, as molecules selected in this framework are flexible and the
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Figure 2.6: Graphic scheme of the Verlet-Velocity trajectory.

bonds are rigid, which means that the only limitation will be the lack of vibration of the
atoms.

The Velocity-Verlet is an efficient algorithm that gives accurate results with few equa-
tions, with short time of calculation. More detailed discussion of more complex algorithms

and their limitations can be found in chapter 4 of textbook by Frenkel and Smit '°.

BOUNDARY CONDITIONS

This section verses about boundary conditions, which are a fundamental computational
concept for any efficient simulation program. The description of the concept and a discussion

about it follows.

QO

O . @) . ¥--- O
O .00 &wl|G iol0 O

QO | O Q" | Q°
¢ @ o | © s |s &% I« @

Figure 2.7: Schematic representation of periodic boundary conditions. Figure reproduced from ref.¢.

The movement of atoms with a simulation program is confined to a simulation box

with finite volume. A problem arises when atoms reach the boundary of the box. Without
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boundary conditions, this situation would entail alterations of the system due to interactions
with the walls. This is avoided by considering that equal boxes (for the case of periodic
boundary conditions) are placed around the box of interest, in all directions. In this way,
a particle interacts with the rest of the particles in its box but also with all the particles in
the infinitely many periodic boxes. To simulate bulk properties, this boundary conditions
mimicking an infinite bulk are necessary. This can be seen in Figure 2.7. Note that different
choices of boundary conditions exist, leading to different behavior of the system. In this

work, we employ the periodic boundary conditions.

SOLVENT MODELS FOR CHARMM

CHARMM force field is designed to be employed in condensed phase simulations, hence the
necessity of having a model for the solvent of the system to be simulated. Major efforts
have been done to develop models of water; for reviews of the development of water models,

3927 or the website? in which most of the water models available in literature are listed

see
and compared. Below the models used in this work are presented.

The water model used in this work can be described as rigid, non-polarizable. This type
of model has a long working trajectory over the last forty years. There are several models
of this category, like the TIP3P, TIP4P, TIP5P, SPC/E and TIP4P/2005. Thus, although
no model reproduces all the properties, some models perform better than others. It is clear
that there are limitations for rigid non-polarizable models. In the reference’?, 17 properties
of water are discussed, including vapour and solid phases. Those are taken into account to
evaluate the performance of a water model.

Rigid, non-polarizable models can be typically classified into three different families,
namely, models with three interaction sites, models with four interaction sites and models
with five interaction sites. Regardless of the number of sites, it is always the case that a

single Lennard-Jones interaction site is located on the position of the oxygen atom. The

main difference between three, four and five sites models is the way in which the partial
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charges are distributed within the molecule. Common models with three interaction sites
are TIP3P and SPC/E. In these models, a partial positive charge is placed on each of the

hydrogen atoms.

Table 2.1: Table describes the LJ parameters and the charge of each atom of the water molecule of TIP3 model.

Atom ¢ (kcal/mol) o (A) q(e)
o 0.152 3.536  -0.834
H 0.046 0.449 -0.417

The model TIP3P was proposed by Jorgensen et al. in 1983%°. The two parameters of
the Lennard-Jones (LJ) interaction (see Table 2.1) were chosen to reproduce the density of
water at room temperature and pressure and the vaporization enthalpy at room temper-
ature. The TIP3P version used in CHARMM which includes LJ centres on the hydrogen
atoms is probably the most popular model of water especially because it is quite often used
to describe water interactions in systems including biological molecules (i.e., proteins or
nucleic acids) and also because of its simplicity and high computational efficiency. The
standard parametrization of atomic charges in CHARMM for most molecules is done in

presence of TIP3P water. For all these reasons, it is the one select for this work.

THERMODYNAMIC ENSEMBLES

In classical statistical mechanics, the description of a many-body system is based on the
concepts of statistical ensembles. According to the external conditions we can distinguish
three fundamental ensembles: (i) the microcanonical (NVE) ensemble describing a perfectly
isolated system, (ii) the canonical (NVT) ensemble describing a system exchanging energy

with a heat bath of a given fixed temperature, and (iii) the grand canonical («VT) ensemble
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describing a system which can exchange both energy and particles with a reservoir at a
given fixed temperature and chemical potential. In absence of external forces the Molecular
Dynamics simulations describe a perfectly isolated system and provides an exact description
of the microcanonical partition function. The total energy is conserved for a fixed number
of particles and the volume (NVE). In this ensemble, the temperature and the pressure are
not control variables but rather they are obtained as output of the simulation. Temperature

(T) and pressure (P) are obtained as follows. The temperature T is related with kinetic

energy of the atoms from the Equipartition Theorem '°:
E|
KT =% (2.12)
Ny

where k; is the Boltzmann constant, E, corresponds to the total kinetic energy equal to
(mv})/2 of the system, and Ng corresponds to the number of degrees of freedom (3N — 3 for
a system of N particles with fixed total momentum). The pressure , P, is obtained from the

Virial Theorem '°:

P= ¢k T+ 5o ( Y7 (y)) (2.13)
i<j

where d is the dimensionality of the system usually equal to 3, and F(rj) is the force
between particles i and j at a distance r;;. The first term of the Equation 2.13 corresponds
to the ideal gas pressure whereas the second term (virial term) is based on the interactions.
In general, such perfectly isolated system does not occur in material science, because one
prefers to control temperature and pressure, and therefore the system is open to the external
environment and will thermalize. In this case, other ensembles such us NVT or NPT are
employed.

The canonical partition function NVT is defined as a mechanical system, which is in
thermal equilibrium with a heat bath. In this case the energy of the system varies because
there is an exchange of energy (in the form of heat) with the thermostat at a certain

temperature T. We can simulate this phenomenon by implementing external forces that
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simulate the thermostat or the energy exchange with the thermostat. This is done by
applying an external non conservative force, which is a function of atom velocities (in the
same way as T is related to the atomic velocities, see Equation 2.12). If E, is that high that
the temperature is raising, it will be applied a friction force over all the atoms that will
imply a decrease of the E, and thus of T. Conversely, if E, is too low the algorithm applies
a external force increasing atomic velocities. There are different algorithms that achieve

this objective. In particular, NAMD uses the Langevin Thermostat?!.

2y K T
M

M= Fr) —yv+ R(z) (2.14)

where v is the velocity at each atom, F is the force over each atom, r is the position, y is
the friction coefficient, Kp is the Boltzmann constant, T is the temperature, and R(t) is a
univariate Gaussian random process. The coupling to the reservoir is modelled by adding
the fluctuating (the R(t) term) and dissipative (v term) forces to the Newtonian equations
of motion (compare Equation 2.7 and 2.14).

If we work at constant pressure, the system is working in contact with a barostat,
thus the ensemble will be isobaric-isothermal (NPT). This statistical mechanical ensemble
proposes a modified set of equations of motion including an external force due to the piston
(barostat). In this case, if the pressure of the system is above the targeted pressure the
algorithm will increase the volume and viceversa, applying an external force. Different
algorithms exist, and in particular, NAMD uses the Langevin-piston method 2.

In relation with the previous paragraph, it exists another ensemble used in simulation,
which is a variation of the NyP,T thermodynamic ensemble. This variation regulates the
total pressure of the system in one direction (axis z perpendicular to the membrane or
the interface). Its application is appropriate when having an interface, and the goal is to
achieve a superficial tension 9. In the particular case of bilayers, one assumes that the
surface tension or lateral pressure of a symmetric bilayer? in the resting state is zero,

and that lateral pressure within each monolayer manifests itself directly only in the lateral
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compressibility, when the membrane is subject to a lateral stress>>.

2.3 MOLECULAR MODELLING: COARSE-GRAINED MOLECULAR DYNAMICS

In this section, we leave behind the all-atomic (AA) framework and explain the other
framework that has been employed in this thesis for MD simulations, i.e., coarse-grain
(CG).

In order to push the limits of reachable temporal and spatial scales of biomolecular
systems’ simulations with respect to AA standards, coarse-grained (CG) models can be
utilized. Coarse-grain method is based on lowering the resolution of the system’s model.
This is achieved by grouping atoms into the so-called CG beads or pseudo-atoms. The
level of coarse-graining depends on the number of atoms represented by one CG bead.
Thus, the higher the number of atoms per bead, the lower the model resolution and the
number of degrees of freedom of the system. Note that this CG beads interact with one
another with more computationally efficient potentials than the atoms of the AA method3*.
The combination of this method with the continuous improvement of computer hardware
and the recently-acquired ability of most common MD software packages (such as NAMD
and GROMACS) to run efficiently on large numbers of computing nodes including GPUs,
alleviates some of the problems that AA simulations face when dealing with the orders
of magnitude (of system size and time scale) required for the study of phenomena like
self-assembly or growth of aggregates'.

Many CG models have been proposed over the years. Two examples of successful CG
models are Martini®! and CMM-CG*®, which are implemented in current molecular dy-
namics (MD) software. Not all CG models are created equally, and care must be taken
when preparing the system and choosing the method of coarse-graining. There are three
distinct approaches for coarse-graining a system: energy-based "%, force-matching?, and
structure-based methods®”. In energy-based CG, the interaction potentials of the CG beads

are derived and parameterized such that the free energies or energies of the all-atom (AA)
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system are reproduced. In the force-matching method, the sum of the atomistic forces are
mapped onto the corresponding CG beads. Lastly, the structure-based CG method relies
on reproducing interactions obtained from atomistic simulations, often in the form of radial
distribution functions.

Not only this methods provide the explained advantages in computational aspects, but
also at a conceptual level, as in some cases the interpretation of the results require the time
and length scales that are reachable by coarse-grain.>®3?. With respect to this thesis, this
method has brought significant innovation, as the system that we analyze had not been
simulated in this manner before. This has allowed us to experience at first hand all the
mentioned benefits. In addition, it has meant also a methodological innovation for the
group where this thesis is developed, as it had been barely used before. All these reasons
constitute the motivation for the use of CG and in particular the MARTINI model, that is

explained in the next section.

2.3.1 MARTINI MODEL

Among the available CG models, the Martini model®’3?, is gaining increasing popularity
due to its efficiency. The Martini model is based on a building block principle; uses a four-
to-one mapping scheme; on average four heavy atoms are represented by one interaction
site or bead. Those groups of atoms are replaced by a single bead which interacts with
other beads with an effective interaction designed to maintain the chemical specificity 323"
A repository of many molecules such as lipids, ions, surfactants, etc. where this mapping
has been applied is available at the site of the developers of Martini. Examples of this can
be seen in Figure 2.8. Nevertheless, one can carry on the mentioned mapping for molecules
that are not available in the repository by following the building block principle, an example
of that being explained for the case of the CTAB molecule in chapter 4 of the present thesis.

This model has been employed mostly in simulations of properties of lipid membranes

and proteins in membranes®?. Recent works also employ the Martini model to simulate sys-
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A

Figure 2.8: Martini mapping examples of selected molecules: (A) Standard water particle representing four water
molecules, (B) Polarizable water molecule with embedded charges, (C) DMPC lipid, (D) Polysaccharide fragment, (E)
Peptide, (F) DNA fragment, (G) Polystyrene fragment, (H) Fullerene molecule. In all cases Martini CG beads are shown
as cyan transparent beads overlaying the atomistic structure. This Figure is reproduced from ref.®2 with permission
from The Royal Society of Chemistry.

tems involving diverse surfactants such as anionic SDS micelles®, zwitterionic poly(ethylene
oxide) surfactant micelles®®, the effect of salt in micelles **and lipid self-assembled nanoparti-
cles capped with zwitterionic surfactants'>. MARTINI model was originally parameterized
to study lipid bilayers and is mainly implemented in the MD program GROMACS®, but
also NAMD*!. Since the implementation of MARTINI is simpler in GROMACS than in
NAMD, we have employed this program in most of our CG-MD simulations. Moreover,
GROMACS comes with a large selection of flexible tools for trajectory analysis.

A more detailed explanation of the working principle based in a four-to-one mapping 2.
The model maps 4 or 5 heavy atoms (C,N,0) and their associated hydrogen atoms to a
single bead, although some specific cases (e.g. molecules with rings) require treatment
with higher resolution. In the Martini model, there are four generic types of beads (Q =
charged, P = polar, N = non-polar and C = apolar) and, within each main type, subtypes
are distinguished by a letter denoting the hydrogen bonding capabilities (d = donor, a =
acceptor, da = both, and 0 = none) or by numbers indicating the degree of polarity (1 to

5). Standard masses of each bead is assigned to 72 amu . The use of standard masses yields
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a more computationally efficient model, but may lead to underrepresented dynamics of the
system?®!. For this reason, masses can be manually adjusted for beads. A good example is
the case of the cholesterol Martini model?? in which some of the bead masses are 45 amu.

In the MARTINI model, non-bonded interactions are described by a shifted Lennard-

Jones (LJ) 12-6 potential of the form:

glr) = ss3 | (%)= ()] (2.15)

where ¢;; is the strength of the interaction between two beads, and ¢;; represents the smallest
distance between two beads. The effective size of ¢;;=0.47 nm is assumed for each bead
except the specialized classes for antifreeze particles and ring structures.

The interactions in this model are divided in 10 levels. The interaction strength values

¢ of each interaction level are reported in?*'.

The level I interaction models strong polar
interactions as in bulk water, levels II and III model more volatile liquids such as ethanol or
acetone, level IV models the non-polar interactions in aliphatic chains, and levels V—VIII
are used to mimic various degrees of hydrophobic repulsion between polar and non-polar
phases. Level IX finally describes the interaction between charged particles and a very
apolar medium.

Charged particles in the Martini force field bear a full charge g; which interacts via a

shifted Coulombic potential of the form:

Ua(r) = —24_ (2.16)

4T 08,7

with a field value of the relative dielectric constant, ¢,=15. Note that the Coulomb in-
teraction is computed with a fixed dielectric constant and a cut off with a reaction field
mimicking the effect of a homogeneous dielectric environment beyond the cutoff radius,
including the effect of ionic strength®’. None Ewald summation neither PME methods are

employed with MARTINI.
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Bonded interactions between CG beads are described by a weak harmonic potential:
I
Vbond(R) — ;Kbond(R - Rb(md)z (217)

where the equilibrium bond distance is held at Rysna = o7 = 0.47 nm, and the force constant
is given by Kp,,g=1250 kJ mol™ nm™* for all beads. Chain stiffness is achieved through a

weak harmonic potential for the angles:
Vangte®) = ~ Kungie(cos(9) — cos(9))? (2.18)
2

where values for §, = ~180 and ~120 for aliphatic chains and trans-unsaturated bond
and cis-double bond respectively. And Kguge = 25 and 45 kJ - mol™ - nm™ for aliphatic
chains and trans-unsaturated bond and cis-double bond respectively. For ring particles in
the Martini model, an improper dihedral angle potential is used to prevent out-of-plane

distortions of more complicated geometries:
Via(%) = Kia(cos(3) — cos(%ia))* (2.19)

Simplified potentials for the interaction sites (beads) provide a reduction in the degrees
of freedom, which enables the use of longer time steps for the integration of Newton’s
equations of motion. Traditional values for $t in AA molecular dynamics fall in the range
of 0.5-2.0 fs, while with the Martini force field it is suggested to use a time step of 40-50 fs,

although sometimes a smaller time step is required for stability (20-30 fs).

2.3.2 EXPLICIT AND IMPLICIT SOLVENT

For water molecules, we have employed the standard Martini CG water model®?. The
complexity of liquid water (with substantial anisotropic hydrogen bonding interactions)

cannot be simulated by a single bead. For this reason, the CG model of water is composed
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of a mixture of P, spherical beads and special AF (anti-freezing) beads. One P, bead
corresponds to 4 water molecules and the number of AF beads is one for each ten P, beads.
The highly interacting P, beads, when let alone, tend to form isotropic crystals at room
temperature, which are disrupted by the AF beads. With this mixture of two beads one
obtains a highly interacting liquid at room temperature which resembles water. More details
on the Martini water model can be found in ref.? and ref.3!.

In the case of Martini implicit solvent simulations, we employed the recently developed
Dry Martini force field?. In Dry Martini, one considers the same bead types as in standard
Martini except for water, which is not included explicitly. The equations for the force field
are the same as in standard Martini but the strength of the interactions is modified to take
into account the fact that water is considered implicitly?. Therefore, the same model of
CTAB with the same bead definitions developed for standard Martini (Figure 2.8) can be
used for Dry Martini without any modification, except for the values of the parameters of

the interactions.

2.4 ANALYSIS OF RESULTS

Up to this point we have extensively explained all the methods and techniques related to the
computation of the simulations. However, an equally important tool in this thesis are the
methods related to the visualization and analysis of results. In this section, we introduce
and explain those.

Visualization (snapshots and movies): We employed the Visual Molecular Dy-
namics (VMD) program?! for displaying molecules containing any number of atoms. User-
defined atom selections can be displayed in any of the standard molecular representations.
Besides, the program reads data files using an extensible plugin system, and supports Babel
plugin, for conversion of other formats. Three analysis features of this program are high-
lighted, for their relevance in this thesis. Firstly, this program allows the visualization of

dynamic molecular data, not only for NAMD but for other simulation packages like Gromacs
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or Amber. The data can be used to animate the molecule or to plot variation over time in
molecular properties such as angles, dihedrals, interatomic distances, or energies over time.
Secondly, molecular analysis can be done, such as computing the center of mass of sets of
atoms. Finally, and very relevantly in this thesis, VMD uses the freely available Python
and Tcl scripting languages for processing text commands. This allows to write and load
tailor-made scripts for analysis, like computing the diffusion coefficient. The explanation
for the employed tailor-made scripts in this thesis is given in each corresponding chapter.
However, it is worth introducing here two extensively-used analysis scripts, due to their
presence across the whole work. Those are the density profile and the radial distribution
function.

Density Profile: A simple but very informative structural function is the density
profile. It is computed by dividing a length, area or volume in differential parts and counting
the number of atoms per part. In particular, the density profile tool'” is a software package
that computes one-dimensional density profiles of molecular systems. It’s script is written
in Tcl and is platform-independent; it will therefore work on any of the platforms supported
by the VMD system. The algorithm represents the mass density profile along the z-axis

in this case, with a granularity of Az. It can compute the density (atoms), mass (dalton),

Lipid mass density

Projection into bins | (g/mol/A®)
> - z 0 010203040506

Figure 2.9: Example taken from ref.'” of the computation of the mass density profile of a lipid bilayer.
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charge (elementary charges) or electronic density, and its value is taken from different atomic
attributes (see Figure 2.9).

Like many algorithms, one of the limitations is that the algorithm considers point-like
atoms instead of volumetric distributions; the tool would therefore be inappropriate to
compute the density of isolated atoms with sub-A resolution (a setup generally outside the
scope of MD).

Radial distribution function: In statistical mechanics, the radial distribution func-
tion, (or pair correlation function) g(r), describes how density varies as a function of distance
from a reference particle (see Figure 2.10). Conceptually, it is the ratio between the average
number density ¢(r) at a distance r from any given atom (for simplicity it is assumed that
all atoms are identical), and the density at a distance r from an atom in an ideal gas (that
has the same overall density). In a simulation, it is straightforward to measure g(r): it is
simply computed as the distribution of distances between all particles of the system. By
construction, g(r) is equal to 1 in an ideal gas, and any deviation from that value reflects
correlations between the particles due to the intermolecular interactions'®. This general

theme is depicted in Figure 2.10, where the blue particle is our reference particle, and red

particles are those which are within the circular shell, dotted in grey.

Figure 2.10: Schematic plot of a typical radial distribution function and the corresponding atomic structure.
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For a research worker the unforgotten moments
of his life are those rare ones which come after
years of plodding work, when the veil over natures
secret seems suddenly to lift and when what was
dark and chaotic appears in a clear and beautiful

light and pattern.

Gerty Cori

Atomistic simulations of a

Quatsome bilayer

This first chapter within Part II contains a detailed analysis, based in simulation methods,
of the structure and mechanical properties of the Quatsome bilayer. This constitutes the
motivation of this chapter, and to some extent the baseline of this thesis. Note that a planar
patch of the bilayer will be considered for this task, employing atomistic simulations, which
is the method that provides the maximum resolution at the nanoscale.

In other works, molecular dynamics (MD) simulations have been employed to show
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the synergy between the (CTA™T) of CTAB and cholesterol molecules that makes them
self-assemble into bimolecular amphiphiles (synthon) and then into bilayers, with a similar
structure of those formed by double-tailed unimolecular amphiphiles, like phospholipids'.
Nevertheless, the aim of this chapter is to go further, simulating the bilayer in a wide variety
of conditions, like the presence of an external tension or a change in the temperature, in
order to obtain a detailed characterization of the bilayer.

In that sense, a first simulation will be carried out, that will constitute the baseline of
the analysis work. In it, physico-chemical properties such as the molecular organization
with atomistic detail, orientation of the Quatsome components, interaction of ions and
mechanical properties will be analyzed, in order to understand the QS system. From that
point on, several situations that can affect the structure will be simulated and studied, for

instance the ion penetration in the bilayer?".

3.1 FULL ANALYSIS OF QUATSOME BILAYER AT 25°C

This section is the main part of this chapter, as it contains the all-atomic MD simulations
of the Quatsome bilayer at 25 °C, which is the temperature of experimental interest. This
is the main characterization of the bilayer. A note regarding the analyzed properties and
parameters: molecular organization and orientation of the counterions are properties that
are considered independent of time, and its analysis is averaged over a time period; on the
contrary, diffusion, orientation of components and elastic properties are dependent with

time, and they are analyzed along a certain time span.

3.1.1 DESCRIPTION OF THE ALL-ATOMIC MD SIMULATION

To study the structural characteristics of the Quatsome bilayer in water we used the all-
atomic MD simulation described in Table 3.1 and represented in Figure 3.1. This simulation
(S1) allows us to deeply study the Quatsome system, but also the behaviour of its compo-

nents individually; CTAB and cholesterol, that can be seen in Figure 3.1.
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Table 3.1: Composition of the systems considered in the MD simulations, including total number of atoms, numbers of
water, components’ molecules and counterions, the simulation time and the equilibrated box size.

Atoms (total) molec. water/CTA"/Chol/Br~ Sim time Box Size
S1 23727 5443 /54/54/54 107 ns 226.5 nm?

Cholesterol Quatsome

146.60 nm

42.99 nm
Figure 3.1: Snapshot of S1 simulation. On the left, snapshots of each of the components. Oxygen atoms of the choles-

terol molecules (red spheres) and nitrogen atoms of the CTAB surfactants (blue spheres) have been highlighted. On the
right, we show the simulation box where the Quatsome system is shown, indicating the size of the box in each spatial

direction.

The employed force field and all the technical details of the simulation are the same as in
the previously published work!' with the only difference that the simulation was extended
for an additional time of 107 ns using the NAMD 2.11 software??. The simulations were
performed using the NPTy ensemble maintaining the QS bilayer at 25 °C, 1 atm of pressure

and zero tension to mimic a vesicle bilayer (see Table 3.1). The simulated system (QS)
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consists of two leaflets of 27 CTA™ and 27 Chol molecules each, and 54 Br~ ions immersed
in 5443 TIP3P water molecules. As observed in Figure 3.1, there is an excess of water in
the system in order to regulate the pressure. The equilibrium area of the bilayer is ~15.7

nm?*.

3.1.2 MOLECULAR ORGANIZATION

The first performed analysis is about the molecular organization, a time-averaged property.
Figure 3.2 shows a bilayer that resembles the structure of those formed by double-tailed
unimolecular amphiphiles and shows outstanding stability with time. The result from the
S1 simulation was an atomistic structure of the Quatsome bilayer, a mixture containing
equal numbers of CTAB and cholesterol molecules in water, forming a planar bilayer as
illustrated in Figure 3.2. In the simulations we obtained a homogeneous bilayer in which
cholesterol molecules are incorporated in the hydrophobic region of the bilayer (avoiding
contact with water) and surfactant molecules are deformed in a way similar to that described
in the introduction chapter (see Figure 3.2 where red spheres (Chol) are more hidden into

the membrane than blue ones (CTA™)).

Figure 3.2: Snapshot of the Quatsome bilayer in water. It focuses on the bilayer area which is replicated thanks to the
boundary conditions applied. Blue spheres representing the nitrogen atoms of the CTAB molecules limit the surface-
water interface of the membrane. Pink spheres represent the bromide counterions.
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A more quantitative description of the bilayer structure is given by the atomic density
profile, shown in Figure 3.3. The headgroup and chain distribution of the CTAB across
the bilayer has the typical shape observed in a two-chain phospholipid bilayer3*'  as the
atomic distribution of carbon atoms from the surfactant tails has a small density depletion

in the center (see for example reference®, Figure 2).
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Figure 3.3: Average density profile of the Quatsome components; CTAB and cholesterol. It represents the density
value vs. the distance in where the zero corresponds to the centre of the box simulation. The interest is focused on
those atoms that would appear to have an affinity with the interface. Therefore, the following atoms density profiles
were decided to study: the nitrogen atom of the CTAT group, the oxygen atom corresponding to the Chol molecule
and also all the corresponding carbon atoms of CTA1 and Chol molecule, the oxygen atom of the water and finally the
bromide counterion.

As seen in Figure 3.3, the CTAB molecules are arranged into two-layered leaflets with the
headgroups in contact with water (red line) and the tails in the interior of the bilayer (black
dashed lines). Cholesterol molecules (green lines) accommodate themselves, including the

hydroxyl groups (see Figure 3.3) in the hydrophobic region generated by the CTAB tails
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to avoid any contact with the water (dark blue dashed-line) medium. Water molecules
(dark-blue dashed-line) scarcely penetrate into the bilayer, and the interaction with the
membrane components is limited to the solvation of the surfactant’s polar headgroups.
Regarding the counterions, Br™, they are shown in Figure 3.3, bottom panel. We observed
a broad line either in the hydrophobic and hydrophilic region, meaning that a significant
quantity of bromide counterions are adsorbed. This will be further studied in Chapter
3 of this thesis. The total bilayer thickness (measured from the peaks in the surfactant
headgroup distribution) is about 4.4 nm, and the hydrocarbon region has a thickness about
3.6 nm. These values are in agreement with the average thickness between 4-5 nm, estimated
from the cryo-TEM images (see Figure 1.4 in Introduction chapter). As seen in Figure 3.3,
the size of this region is enough to accommodate two non-overlapping layers of cholesterol
molecules (note the central minima in the density profile of cholesterol molecules). The
cholesterol density profile shows a maximum at 1 nm associated to the overlapping of the
rigid carbocyclic moieties of the sterol molecules, as represented in the molecular scheme of
Figure 3.3. In addition, we have also calculated the thickness of the QS membrane through
a homemade-script, that calculates the average distance over the simulation time, using the
nitrogen-nitrogen coordinates from the S1 trajectory. At 25 °C we obtain a value of 4.3 nm,
slightly smaller, but still in agreement, with the one obtained from the density profile (4.4
nm).

Continuing with the analysis of the Quatsome bilayer at 25 °C, we calculated the equi-
librium area per polar headgroup and we obtained a value of 58 A*. This is similar to the
ones obtained for certain anionic phospholipids, e.g., values among 53-55 A> were obtained

in MD simulations for anionic phosphatidylserine (PS) lipids*!.

3.1.3 ORGANIZATION OF COUNTERIONS

In this section we study the effect of the presence of counterions in the Quatsome com-

ponents. Firstly we analyze the ion organization at a local level within the bilayer, and
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secondly we analyze the impact of the ions in the QS structure at a global level.

As seen in Figure 3.4, the bromide counterions that penetrate inside the bilayer are
shared between the CTA™ headgroup and the -OH group from the cholesterol (Chol). In
other words, as g(r) graph shows, anions not only interact strongly with cationic CTA™
surfactant, but also with Chol. The g(r) graph can be found in the mentioned figure. We
have computed that 10% of CTA™ molecules have a Br~ ion adsorbed on top, and the
72% of the CTA™ molecules have a Br~ ion shared with cholesterol (Figure 3.4). For this
computation, the first step is to select the ion pair to be studied, in this case Br-N (nitrogen
atom from the CTAB). The g(r) is calculated for the pair, and the distance at the depletion
is read (see arrows in Figure 3.4). Then, a homemade script counts the number of bromide

ions at the given read distance, and then the percentage is calculated.
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Figure 3.4: Radial distribution function, g(r), computed between the bromide anion and the polar headgroup (N atom)
of the CTAT. Two peaks appear corresponding to two possible locations of bromide atoms coloured in pink and dark-
pink. Snapshot image from the MD simulation shows that the first peak of the g(r) corresponds to when the bromide
atom is located between CTAT and Chol head groups whereas in the second peak the bromide counterion is located
above the CTA™ molecule.
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As said, ions can also have an impact on the QS structure, molecular organization
and dynamics of soft systems at global level. The highly hydrated head groups of the
molecules constituting the membrane are partly responsible for the interactions between
ions and those molecules, by means of the formation of indirect complexes, mediated by
water®?. Complexes like these can significantly affect the properties of the interface itself,
altering the molecular dynamics and mechanical properties on the nanoscale?’. Indeed,
recent studies have seen this water-induced phenomena in solid-liquid interfaces®® and in

lipid membranes>*.

Those two cases have cationic ions, which can spontaneously form
ordered structures at the surface. Based on our simulations, we have checked for this
phenomena in our system, which has a cationic surface-liquid interface interacting with
anionic ions. This perspective is something interesting to further study, as ionic nets could
play an important role in interfacial phenomena such as charge transfer, crystal growth,
nanoscale self-assembly and colloidal stability 3.

In our simulations we observe that Br~ couterions have up to 5 hydratated number (see
Figure 3.5-(b)). Structural arrangements of water molecules around the bromide ion are
quantified by radial pair distribution function, g(r), by the Br-O, Br-Nc¢r4p, Br-Ocpy radial
distribution functions, and the results obtained from our simulations are depicted in Figure
3.5-(d). The Br-water and Br-Ogp, have the same distance, 3.9 A.

As Br~ couterions strongly interact with the oxygen atom of the Chol (proven by our
simulations but also experimentally®), we observed interesting phenomena in our trajec-
tories. Br~ counterions drag the coordinating water inside the QS membrane. In Figure
3.5-(¢), Br~ couterions coloured in green are the ones able to cross the QS membrane, and
the ones colored in yellow are those further than 5 A appart from the oxygen atom. In
that way, it is possible to draw a correlation line between Br~ counterions and their waters
by hydrogen bonds forming ordered structures as shown in Figure 3.5-(c). In the Figure
3.5-(a) two chains are indicated, in magenta and pink, in order to highlight the ion net,

but also because it is observed how Br™~ couterions can be shared either by two cholesterol
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Figure 3.5: (a) Snapshots of the ions at the QS surface-water interface. CTA™ and cholesterol molecules are in licorice
representation and adsorbed anions are shown as spheres with their van der Waals radii. Bromide ions coloured
in green and yellow are the one adsorbed at 3 A and 5 A distance from the oxygen atom of the cholesterol. Water
molecules at 2.5 A distance from bromide ions are also represented in van der Waals radii. (b) Is the same as (a) but
with the ion nets painted in magenta and pink colours in order to show two different ion-nets formed. (c) Top view of
the QS surface highlighting laterally correlated ions that share oxygen atoms in their first coordination shell (green)
and second (yellow).(d) Radial pair distribution function of the bromide interactions with cholesterol, CTAB and water
molecules.

molecules or by one Chol and one CTAB molecule at the same time.
Finally, it must be mentioned that these water networks appear also without the pres-
ence of ions; they are induced by the Cholesterol molecules. This phenomena has been

observed in DPPC:Chol bilayer. Results from MD simulations of this bilayer can be found

in the Annex, section A.2.1.
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3.1.4 DIFFUSION COEFFICIENT STUDY

The remaining sections of the analysis at 25 °C are of time-dependent properties, starting
by the diffusion coefficient. The diffusion coefficient, also called diffusivity, is an impor-
tant parameter indicative of the diffusion mobility. It is a physical constant dependent on
molecule size and other properties of the diffusing substance as well as on temperature and
pressure. In this study, the temperature (298 K) and pressure (1 atm) will be fixed values.
The script used to calculate the diffusion coefficient is based on the selection of one atom
of interest, and the calculation of the mean square displacement (MSD), whose slope will
provide the diffusion coefficient for that particular atom.

The statistical analysis of these trajectories shows that the motion is Brownian, since
the mean squared displacement (MSD) in the XY plane follows a straight line with time.
The lateral diffusion coefficient D is also determined by fitting to the Einstein relationship
MSD(t) = 4Dt. Particularizing the expression for the x and y axes, we obtain the following

equations:

< x* >=2D,At

<y >=2D)At (3.1)

Focus on the simulations run for the systems studied; Quatsomes, relevant results have
been obtained. Figure 3.6 shows a Brownian diffusion movement of the atoms selected. It is
remarkable that both X and Y directions show a homogeneous movement although atoms
are able to explore more regions in Y direction than X direction within the simulation time.
This can be explained because the diffusivity en Y direction in QS is one order of magnitude
bigger than X direction, which means that the diffusion is faster (see Table 3.2).

Diffusivity is generally described for a given pair of species. For a multi-component
system, it is described for each pair of species in the system. The higher the diffusivity

(of one substance with respect to another), the faster they diffuse into each other. For the
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x axes (A)

Figure 3.6: Trajectory in X and Y direction of a random nitrogen atom of CTA" molecule (Quatsome). Different colours
corresponds to different consecutive simulations. The trajectory starts with: sim 1 (dark-blue), then sim 2 (blue), fol-
lowed by sim 3 (green) and finally sim 4 (dark-green).

Table 3.2: Diffusion coefficient values of carbon atoms located in in the CTA1 molecule’s head as a representation of
the QS incm?/s.

Diffusion coefficient C (CTA™)
T=298 K D, 4.6-1077 cm?/s
D, 5.2-107° cm?*/s

study of the diffusion coefficient of QS system it has been selected the C atom of the head
of the CTA™ molecules. The diffusion coefficient for the study of QS is calculated only in X
and Y directions, because our system are conformed as vesicles and to maintain its natural
structure, the vesicle cannot diffuse in Z direction (otherwise it would lose its stability).

As we are comparing the diffusion coefficient in liquid phases, it was considered to
compare the values of the QS with those of water and phospholipid membranes. For the
same temperature and pressure, it is reasonable to think that the value of the density of the
molecules in membranes in general would be much higher, and that their mobility would
be lower than water, which implies a much lower diffusion coefficient.

Remarkably, we notice that for phospholipids, the value is in the same order of magni-

67



Atomistic simulations of a Quatsome bilayer

tude, 1077 cm*/s. So, because phospholipid membranes must be in a fluid state for normal
cell functioning, it is the structure of fluid bilayers that is relevant to understand the inter-
actions in molecular detail. Based on this, and comparing both diffusion coefficient values
and also the orientations of the Cholesterol and CTA™ tails inside the membrane, it is
possible to affirm that QS itself behaves as a fluid membrane.

This result is consistent with the one observed by atom force microscopy, in which the
force-separation curves over an area of the supported QS membrane were calculated. All
the details of this study can be found in its corresponding work .

In conclusion, both the molecular dynamics simulations run and the calculation of the
diffusion coeflicient values prove that all the molecules that constitute the QS system have a
diffusion movement in an order of magnitude of 1077 cm?/s. Thus, the QS system behaves
as a fluid membrane, as its diffusion coefficient can be compared to the phospholipid’s

diffusion coeflicient.

3.1.5 ORIENTATION OF QUATSOME COMPONENTS

The QS bilayer at 25 °C is shown in Figure 3.7. We show the results for the tilt angle
of CTA™ with respect to time, as well as representative snapshots of the bilayer, showing
the tilt of both CTA™ and Chol molecules. The tilt angle is the angle formed by the
direction perpendicular to the surface plane, and the direction determined by the N atom
of the CTAB and its centre of masses. For Chol, the tilt was always the same as the
one reported for CTA' (data shown in Figure A.5 in Annex), so the tilt angles in Figure
3.7 correspond to the tilt of the CTA'-Chol synthon. The first remarkable observation is
that the symmetry within the bilayer is spontaneously broken, in the sense that the CTA™
surfactant molecules have different tilts in each leaflet of the bilayer. It is interesting to
note that a similar symmetry breaking has been previously observed in MD simulations
of other stable vesicles (catanionic surfactant vesicles), see reference?, Figure 1. It is also

remarkable that bilayer asymmetry is a necessary requisite for systems forming spherical
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1

vesicles in bulk solution®!, as in the cases of our QS system or the catanionic surfactant

mixtures considered in reference?.

CTA" tilt angle (deg)

0 50 00~ S o 3
Time (ns) ~

Figure 3.7: Results obtained in MD simulations of a QS_H20 bilayer at 25 °C (no added salt). The left plot shows the tilt
angle for CTAT molecules (averaged over a leaflet) vs. time during the MD simulations. The data for each leaflet of the
bilayer is indicated in a different color. The residence time into different states with different tilt angles are indicated
in the figure. Right: representative snapshots of the states indicated in grey in the left plot. For each case we show
the full bilayer and to facilitate the visualization we also show partial views with only CTA™ or only Chol molecules.
The molecules at each leaflet are colored different (blue or orange) in correspondence with the left plot. N atoms from
the CTAT headgroups are indicated as green spheres and Br~ ions are shown as yellow spheres. The shadow region
corresponds to the region occupied by water molecules.

More importantly, not only the average tilt angle is different in each leaflet of the
bilayer, but also the behavior of that angle as a function of time. In one of the leaflets, the
CTA™ fluctuates around an average tilt of 10° (Figure 3.7). In the other leaflet, the CTA™
molecules behave in such a way that they jump between different states, that are defined
by a value of the tilt angle, remaining in these states during time intervals of 20-30 ns. The
observed states have angle values of ~13° and ~15°. The length of the time intervals are
substantial in comparison to the time scale of the simulation.

This simulation results are in line with, and helped to the interpretation of, the following

experimental results. An experimental study at nanoscale of a Chol:CTAB QS bilayer was
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Quatsome synthon

Figure 3.8: Molecular interpretation of the different topographical domains observed in the supported QS membranes
by AFM, as domains with different tilt angles for the CTAT -Chol bimolecular synthon. The CTAT and Chol structures
are shown in CPK representation. Figure reproduced from ref. ** with permission from The Royal Society of Chemistry.

performed in collaboration with Dra. Marina I. Giannotti and Dra. Berta Gumi-Audenis
from IBEC and Dra. Imma Ratera from ICAMB-CSIC, in order to study its mechanical
properties by AFM. A Quatsome membrane was spread over a mica surface for 30 min
at room temperature, and it was observed that domains of different thicknesses coexisted
as shown in Figure 3.8. We propose a molecular interpretation (see Figure 3.8) for the
heterogeneous topography (phase coexistence) observed for the QS membrane. The AFM
measurements showed that the different domains of thicknesses were associated with very
similar, although discernible, nanomechanical resistance. Based on simulation results on
Figure 3.7, we propose that the tilt angle of the synthon of CTAT and Chol is different
in the different regions or domains, and thus that the heterogeneities observed are due to

different tilt angles, rather than due to different chemical compositions (phase separation).
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3.1.6 ELASTIC PROPERTIES

The importance of the material properties of QS membranes for its functionalization is
well established. Notably, the elastic properties of the membrane, which depend on its
composition, can directly influence in the function and its organization’. Determining
these properties is therefore key for a mechanistic understanding of how the Quatsome
system functions. In this section we are going to firstly evaluate the bending rigidity as has
generated considerable interest due to the direct implications of bilayer curvature of the

Quatsome vesicles and secondly the effect of the tension on the QS bilayer and see how it

may affect to the internal structure.

BENDING RIGIDITY

Several experimental methods exist to calculate the bending rigidity of lipid bilayers, such
as cryo-TEM or small-angle X-ray scattering (SAXS), but it can also be computed from
simulations. Thus, we have used a new method that obtains the bending rigidity from
MD trajectories by following the microscopic fluctuations of lipid tilts and splays'’. The
algorithm derived from this method is suitable for membranes with binary mixtures of lipids
in the liquid ordered and disordered phases. Thus, we have employed it for our system of
mixed CTAB/cholesterol, and we have used it also with a DPPC/cholesterol mixed system
for comparison purposes.

The strategy used by the algorithm to obtain the bending rigidity is to first calculate the
distribution of lipid splay from a well-converged MD simulation trajectories and then extract
the bending rigidity modulus from a quadratic fit'”. For that, it is necesary first to define
the head group and tail and the director vector that connects the head and tail groups
for the molecules we want to study. For all-atom system, the following set of atoms (in
CHARMMS36 force-field notations) are used: for the CTA™ surfactant we use the nitrogen
(N) atom and the last carbon atoms (C14, C15, C16) of the molecule as head and tail

respectively, and for the director vector we use the three carbon atoms below N (C1, C2,
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Figure 3.9: Structures of all-atom CTA™T (left), cholesterol (center) and DPPC lipid (right) molecules highlighting posi-
tions of the atoms (in transparent spheres) used for definition of local director vector (yellow line).

C3; for the cholesterol molecule, the director vector connects C3 (head group) and C17
(tail) atoms on the ring; for the two-tail DPPC phospolipid, the director vector (C2, C21,
C22, C23, C31, C32, C33) connects the center of mass (COM) of the head-groups regions
defined by P, to the last three terminal carbon in each lipid tail (C314, C315, C316 C214,
C215, C216).

Once the splays have been calculated, their distribution can be obtained and used to
determine the bending rigidity using the equation (5) of the section Theoretical Background
in the work!”. Firstly, it is required to to fix the area per head group. The algorithm then
calculates the splay distribution based on the MD trajectories, and then the potential mean
force (PMF), for finally computing the bending rigidity value (see Figure 3.10).

In the case of the CTAB/Chol system, the area per polar headgroup is set to 57 A2,
calculated from the MD trajectories. For the DPPC/Chol, it is 65 A2, Plots shown in Figure

3.10 corresponds to the system CTAB/Chol to the last 22 ns of the S1 simulation (see Table
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Figure 3.10: Figures generated from the algorithm”. On the left, the splay distribution and on the right the PMF of
the CTAT and cholesterol molecules.

3.1). Nevertheless, we calculated the bending rigidity for all the S1 trajectory dividing it in
sections, and we calculated the weighted arithmetic mean obtaining a value of K¢ = 35 kT
+ 1. We also computed the contribution of CTAB and Chol components to the K¢, and we
estimated a 48% and a 52% by the CTAB and Chol respectively, almost showing the same
contribution each. This outstanding result supports the concept of the synthon explained
in the introduction; CTAB and Chol act as a unit. The calculations with the DPPC-Chol
system threw an unreliable value, so the work by Doktorova et al.” was consulted, where
the bending rigidity values of 21 phospolipids were obtained from real-space fluctuations
(RSF) analysis'® of the MD trajectories. The obtained values were K¢ = ~15-40 kzT. As
it can be seen, our value obtained for the CTAB/Chol system is within that range, which

means that the bending rigidity of our system is comparable to that of other phospholipids.

AREA EXPANSION MODULUS AND EFFECT OF TENSION

In general, membrane dimensions and mechanical properties (i.e., bilayer thickness, bending
and stretching stiffness or membrane tension) can affect the functions of any membrane?*.
As a consequence a large number of techniques including atomic force microscopy imaging

and molecular dynamics simulations are employed to get insights about the structure and
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mechanical properties of biological membranes'*. We have considered 15 MD simulations
based on S1 simulation and have increased gradually the surface tension of the membrane
from initial value = 0 to » = 300 dyn/cm in order to study some mechanical properties
of the Quatsome bilayer. All computational details of simulations performed are given in
Table A.3 in Annex.

In the classical elastic model, the membrane response to a given stress is assumed to
be linear for small deformations and is characterized by three elastic moduli: the area
expansion modulus (Ky4), the shear modulus (1), and the bending stiffness (B)'?. In this
study we have evaluated the area expansion modulus K, through our simulations. This

parameter is defined in the following formula 3.2:

(o4
(%) -

where A is the area, A4, the initial area, and 9 the applied tension. This formula indicates
that the area varies linearly with respect to the tension, by the constant A,/K,4. Such
constant is in fact the slope of the graph that plots the area per molecule versus the surface
tension (in the linear phase), and thus K4 can be computed as the initial area A4, divided
by the slope.

Figure 3.11 shows precisely that information, and it can be seen how the area per polar
head group of the bilayer increases with increasing membrane tension, indicating loosening
of packing of the synthon structure in the bilayer. The area per polar head group increased
from 58 A* to 61 A* (total increase of 5.5%) when the membrane tension increased from 0 to
50 dyn/cm, yielding an area expansion modulus (K,) of 1873 dyn/cm; this simulation-based
value of K 4 is slightly larger than that of catanionic vesicles (SOS/CTAB)* with a value of
1623 dyn/cm and is an order of magnitude smaller than the value from MD simulation of
DPPC bilayer'?, 130 + 60 dyn/cm, or the experimental value of 241 dyn/cm reported for
DOPC bilayer?’.
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Figure 3.11: Time-averaged area per polar head group as function of membrane tension. The coloured area shows the
region where the membrane collapses after certain time, which has been indicated by cross-diamond pairs.

This results clearly shows that QS bilayer is more rigid than catanionic vesicles and
even than phospholipid ones. This can be explained from the molecular point of view as
the cholesterol molecules inside the membrane produces a condensing effect by ordering the
fluid phase in the membrane '*°. Nevertheless, this characteristic of the cholesterol is related
with an increase in the lipid bilayer thickness, as for example in®’. But, as explained in the
introduction'' and probed in the previous section 3.1, cholesterol is part of the synthon with
the CTAB component (in QS bilayer), so it may induce condensing effect leading to more
rigidity of the membrane, but not blocking the fluidity of the membrane itself or affecting
the physic-chemical properties (i.e. thickness).

For values above 100 dyn/cm, the area per molecule does not stabilize around a value
but keeps increasing, until the bilayer collapses. This has been indicated in the graph of
Figure 3.11, as the colored area. Besides, a detail of this process can also be seen in Figure
3.12, and in the video linked to the QR code in it.

We also concluded that while the QS membrane is extending its structural and mechan-
ical properties at molecular level change. In general what we observed is that at low values
of » the bilayer exhibits disordered alkyl chain characteristics, indicating that system is in

liquid-ordered (Ld) phase. On the contrary, at high values of 3 (and before collapsing),
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t=0ns

Figure 3.12: Snapshots of the simulation of the QS bilayer at 3 = 110 dyn/cm. On the left at O ns time in which the
bilayer is Ld phase and on the right at 44 ns time is shown the bilayer at S phase.

the bilayer is at gel (S) phase with tilted and ordered alkyl chains. An example of how the
tilt angle of the CTA™ changes within time at o = 110 dyn/cm (same simulation as in the

Figure 3.12) is shown in Figure A.6 in Annex.

3.2 FKEFFECT OF TEMPERATURE

We performed five more all-atomic MD simulations to study the effect of temperature (7)
on the QS membrane. This parameter has been selected for study because the literature
reports that it has a big effect on the properties of lipid-based bilayers'?. To this end, we
have taken simulation S1 as starting point, and we have extended it another ~70-110 ns,
varying the temperature. All computational details are the same as those in Table 3.1, with
the only difference being that we have considered the following temperatures: 10 °C, 15 °C,

20 °C, 25 °C, 35 °C and 50 °C. Additional details of the simulation are given in Annex,
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Table A.2.

We have studied the effect of T on the thickness and area per molecule. The results
are summarized in Table 3.3, we observed no changes regarding the thickness and a small
gradual increase in the area per molecule at 50 °C. In Annexes, Figure A.3, we plot the
density profiles of the membrane at 10 °C and 50 °C, and we observe that both profiles are
almost equal to the one corresponding to 25 °C, concluding that the temperature does not

alter the molecular organization of the Quatsome bilayer.

Table 3.3: Values of area per molecule and thickness vs. temperature.

T (°C) Area molec. (A*) Thickness (nm)

10 o7.87 4.3
15 57.69 4.3
20 57.96 4.3
25 57.98 4.3
35 58.43 4.3
50 58.99 4.3

This results are in line with experimental work'?, where the colloidal structure of the
Quatsome was studied, and observed that the morphology does not change upon increasing
temperature. This is in contrast with other lipidic systems. As an example, the volumetric
thickness of charged membranes, composed of DOPS or DLPS lipids, linearly decreases with
the temperature??.

Contrary to the case of the thickness and the area per molecule, that have a weak
dependence with T, it has been observed that the the tilt angles of the QS bilayer do have
a dependence with the temperature. Recall that the behaviour of this parameter at 25 °C
was already studied in the previous section, where different states of tilt angle values over
time were observed. In this section, the temperature is varied to analyze its effect over
those states.

A first result can be observed in Figure 3.13. The distribution of the angles for 3 different
temperatures (15 °C, 25 °C, 50 °C) for both leaflets of the bilayer, shows that the mean

angle values do not vary with the temperature, but that one leaflet’s distribution has a very
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peaked shape, while the other’s layer has a more planar shape. This figure also shows that
the breaking symmetry phenomena happens at all studied temperatures (above 25 °C as

well as below 25 °C).
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Figure 3.13: Comparison of the tilt angle of the CTAT molecules with respect to time and angle distribution and the
distribution of the tilt angle of the CTAT molecules at 15 °C, 25 °C and 50 °C.

But then, if these distributions remain constant, where do we observe changes with
the temperature? Those changes have been observed in the length of the intervals of the
different states where the tilt angle lies. This can be seen in Figure 3.13. Indeed, we can see
how, as we increase the temperature (above 25 °C), the lifetime of those states is shorter.
And viceversa, as we decrease the temperature (below 25 °C), the length of those intervals

is longer. This analysis has been done for all the temperatures considered, and all the
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corresponding graphs (angle with respect to time and angle distribution) can be found in
the Annexes section, in Figure A.5.

As in the previous section, these simulation results help in the interpretation of ex-
perimental work', where it was seen that the QS membrane showed a gradual transition
from a heterogeneous to a homogeneous topography upon rising 7" (Figure 3.14). Increasing
the T stepwise and leaving the membrane at least for 30 min at each temperature showed
that the Quatsome supported (mica) membrane in water turned into a homogeneous phase
around T = 30 °C (Figure 3.14). From the simulations’ point of view, this is due to the tilt
angle states changing faster at higher temperatures, as explained in previous paragraph,

which has this homogenizing effect (see Figure 3.14).

30 min
30 min

Figure 3.14: AFM topographical images for the QS membrane supported on mica, in ultrapure water. It shows the
increase of the experimental temperature. Figure has been adapted from the original on in ref. ** with permission from
The Royal Society of Chemistry.

A deeper quantitative study could be performed by treating the tilt angle with respect
to time as time series, and by characterizing those time series by their mean values, Fourier
transforms, autocorrelation functions, etc. This way, it would be possible to better quantify
the phenomena that are observed qualitatively. Some steps were taken in this direction,
but the obtained results were not concluding and a deeper analysis is out of the scope of

this thesis.
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3.3 EFFECT OF ADDITION OF SALT

The effect of ions is of key importance in determining physicochemical properties and func-
tionality of systems like membranes®. In spite of the substantial progress achieved in recent
years in experimental, theoretical and simulations methods, several effects related to ions
still lack a deep physical understanding'®. A specially big progress has been made related
to biological membranes, such as phospholipidic ones, but it is the first time we perform
such study for the Quatsome bilayer. An important concept at this point is that of ionic
specificity, that refers to the fact that for a wide range of phenomena (surface forces, sur-
face tensions, colloidal stability, etc.) one finds that different ions with the same electrical
charge induce different behaviours®.

In this section we study the effect of the presence of specific ions in the QS components
when 100 mM of NaCl salt is added. As Quatsome is a cationic bilayer, the relevant ions
to focus on would be the monovalents Br~ counterions and Cl~ ions. For the mentioned
purpose, an additional simulation (S2) with added salt was performed starting from the
previous simulation, S1. Starting from an equilibrated configuration of the S1 simulation,
we added 10 Na* and 10 Cl~ ions (corresponding to ~100 mM) using the ionize plugin of
the VMD program. After equilibration and thermalization, we ran a simulation of 131 ns

employing the same parameters and conditions as in the S1 case (see Table 3.4).

Table 3.4: Composition of the systems considered in the MD simulations, including total number of atoms, number of
molecules; counterions for the ionic species, the simulation time and the equilibrated size box.

Atoms (total) molec. water/CTAB Br~/Cl- Sim time /ns Size Box

S2 23687 5423/54 54/10 131 226.9nm?

Following with the results, the S2 simulation shows that both anions (Br~ counterions
and the Cl~ anions from the added salt) penetrate in the hydrophilic region of the bilayer.
The results for the organization of the anions in both simulations are summarized in Figure

3.15.
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Figure 3.15: Interaction of anions with the QS components according to MD simulations at 25 “"“C. a) Radial corre-
lation function g(r) computed between the anions (Br~— or Cl~) and the polar headgroups (O atom of Chol or N atom
of CTA™) calculated from simulations. b) Snapshots of molecular configurations extracted from MD simulations that
contribute to the g(r) function shown in (a). CTA™ molecule is shown in blue, Chol molecule in yellow and ions as Van
der Waals spheres (ClI~ cyan, Br— brown). c) Cartoon showing schematically the ionic correlations found in the sim-
ulations. A full sphere indicates that the peak corresponds to adsorption of an anion inside the bilayer, shared be-

tween CTA™T and Chol and a dotted sphere indicates that the peak corresponds to an anion adsorbed on top of a CTA™
molecule, as indicated in (a).

As seen in Figure 3.15-(a), the anions that penetrate inside the bilayer are shared be-
tween the CTA™ headgroup and the -OH group from the cholesterol (Chol). In other words,
anions not only interact strongly with cationic CTA™T surfactant but also with Chol. It is
also worth noting that previous experimental and simulation work on pure Chol monolayers
has shown a strong interaction between C1~ and Chol®. Here the simulations indicate that
the addition of NaCl produces not only an incorporation of Cl~ inside the bilayer but also
an incorporation of Br™. Recall that in the previous section it was seen in the S1 simulation
(where there is no added salt, thus being the Br~ counterions the only ions present), that
the 10% of CTA™ molecules have a Br~ ion adsorbed on top, and the 72% of the CTA™
molecules have a Br~ ion shared with cholesterol (Figure 3.15-(b)). In the simulations with
added NaCl (S2), we observe that 8% of CTA' molecules have a Br~ adsorbed on top and
2% of CTA™ molecules have Cl~ anions adsorbed on top, while a 66% have Br~ and 9%

have Cl~ ions shared with Chol (hence a total of 75% of CTAT-Chol synthons share an
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anion).

Up to this point we have studied the ions’ organization at local level within the bilayer,
but we also studied the impact of the ions in the QS structure at global level. Our sim-
ulations indicate that the Br~ and Cl~ ions can form ordered structures when adsorbing
at the interface of the QS membrane in water. The attraction between neighbouring ions
induces a net formed by the surrounding water molecules.

The local ions’ organization results from simulations are in agreement with the exper-
imental results of AFM', in which it has been studied a supported QS membrane with
the presence of 100 mM NaCl. In those experiments, the lateral interactions between the
molecules of the 2D ordered QS structure were explored by measuring the maximum force
the membrane is able to withstand before its rupture (breakthrough force, F}), under the
application of an external pressure. Those experiments show an increase in the F} after the
addition of ions, which is interpreted together with what was seen in the simulations as the
ions in the hydrophobic region blocking the lateral mobility of the membrane. This is also
seen in other phospholipid bilayers?!26.

As it was seen that the temperature had an effect in the tilt angle of the leaflets of the
bilayer (as explained in the previous subsection), it is also investigated the possible effect of
the added salt in this parameter. Figure 3.16-(b) shows the results of this analysis. Figure
3.16-(a) contains the values of the angles of both leaflets (at 25 °C) with respect to time,
while Figure 3.16-(c) has the distributions of those angles for both the cases with and with-
out added salt. In Figure 3.16-(a) we observe again that the tails of the CTA™ molecules
from the two leaflets have different average tilt angles (10° and 14° respectively) but that
the ~ 20 ns long jumps observed in absence of salt are not observed in presence of added
salt. In this case, the fluctuation between different orientations take place at much shorter
time scales, of the order of 1 ns or less. In Figure 3.16-(c), we observe that the presence of

salt does not affect the breaking symmetry of the bilayer.
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Figure 3.16: (a) Shows the tilt angle for CTA™ molecules (averaged over a leaflet) vs. time during the MD simulations.
The data for each leaflet of the bilayer is indicated in a different color as in Figure 3.7. (a) Snapshot of the MD simula-
tions of a QS bilayer at 25 °C with added salt (NaCl) (result from S2 simulation). (c) Distribution of values of tilt angles
of CTAT molecules for the QS system with water and with added salt (NaCl). Results show similar behavior in both
cases pointing out two peaks corresponding to the different orientations described in the main article.

Finally, we performed five more all-atomic MD simulations to show the effect of the tem-
perature (7) on the QS membrane with added salt. To this end, we have taken simulation
S2 as starting point, and we have extended it another ~70-110 ns, varying the temperature.
All computational details are the same as those in Table 3.4, with the only difference being

that we have considered the following temperatures: 15 °C, 25 °C, 30 °C, 35 °C, 40 °C and

50 °C, which can be found in Table A.4 in Annexes.
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We highlight that we have studied the effect of T"on the thickness and area per molecule,
and we observed no changes regarding the thickness and a small gradual increase in the area
per molecule at 50 °C (see all values in Table A.5). In Annexes, Figure A.4, we plot the
densities profiles of the membrane at 15 °C and 50 °C, and we observe that both profiles

are almost equal to the one corresponding to 25 °C, thus the thickness remain constant.
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I was taught that the way of progress was neither

swift nor easy.

Marie Curie

CG Simulations:

Loosing detail to gain insight

In the previous chapter, a physico-chemical characterization of the Quatsome planar bilayer
was carried out. All-atomic molecular dynamics simulations were employed to obtain a full
atom-level theoretical understanding. However, a bigger picture that encompasses the whole
vesicle system is still lacking. Even simple questions such as the existence of asymmetries
in the QS membrane are uncertain. At this point, performing simulations of the whole

Quatsome vesicle would open up a whole new dimension perspective of the system.

89



CG Simulations: Loosing detail to gain insight

The main goal of this chapter, thus, is to obtain the organization of the full spherical
vesicle (maintaining the same proportion 1:1 of chol:ctab components considered in chapter
3). The organization of amphiphilic molecules that self-assemble forming vesicles can lead
to thermodynamically stable structures. The theoretical requirements for such stability
are well reported in literature'®, i.e., the presence of a mixed system and the presence
of asymmetries inside the membrane. The first one is fulfilled by the Quatsome, and thus
investigating the second is the motivation for this chapter. All this makes the QS system very
interesting and the results from simulations of the full vesicle very valuable. Nevertheless,
the length and time scales needed to study the formation of vesicles and their interactions
are far from being feasible in all-atomic (AA) MD simulations. This has motivated the use

of MD simulations of coarse-grain (CG) model '

. CG models focus on essential features,
averaging over less important atomistic details.

This chapter verses about the steps taken to be able to simulate the Quatsome vesicle
with the CG technique, and its results. The first obstacle came when it was noticed that
there was no adequate CG model of one of the components of the Quatsome, the CTAB.
The cholesterol model, on the contrary, was available. We proposed a CG CTAB model
and performed CG MD simulations in order to check the correctness of such model, as it is
explained in a later section. Once this was done, we moved on with the preparation of the
Quatsome vesicle simulation, expecting to obtain a spherical vesicle and with the aim of

studying the stability, the organization of the components and the potential presence and

cause of asymmetries.

4.1 MARTINI MODELS OF CHOLESTEROL AND CTAB

In this section we describe the cholesterol and CTAB Martini models employed in the CG
MD simulations, following the methodology described in section 2.3.
The molecule C,,H,sO know as Cholesterol ((38)-cholest-5-en-3-ol) is an sterol, a type

of lipid molecule. Cholesterol presents a special challenge for coarse-graining due to its
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complicated local structure, see Figure 4.1-(a). The Martini model is based on a four-to-
one mappaing, i.e., on average four heavy atoms plus associated hydrogens are represented
by a single interaction center. But, to represent the geometry of small ring-like fragments or
molecules, the general four-to-one mapping approach is too coarse. Ring-like molecules are
therefore mapped with a higher resolution of up to two non-hydrogen atoms to one Martini
particle'3.

The first cholesterol model was developed by Marrink et al.'? in 2007. It was defined
by eight particles: six representing the sterol body and two for the short tail. The map-
ping proposed allowed the planar structured based on 3:1 basis, using special particle set,
labeled ”S”. In early 2014, Daily et al.* developed an accurate coarse-grained model for the
cholesterol. Using reference atomistic simulations, they systematically modified cholesterol
bonded parameters in Martini to improve its performance. In later 2014, with the presen-
tation of the Dry Martini Force Field Model?, a modified cholesterol model based on Daily
et al.* work was used to improve the behaviour of cholesterol in lipid membranes, mainly
to prevent the overordering of domains.?. Therefore, following the same strategy they also
implemented the improvements in the cholesterol model in the standard Martini'".

Cholesterol has four rigid rings, which Martini has addressed with the smaller type
”S” particles, as well as two methyl groups perpendicular to the ring and a branched tail.
According to the definition of Martini beads'?, we have mapped the sterol body as 5 special-
apolar beads of type SC, and SC; and the head group to one SP, (polar) bead as shown in
Figure 4.1-(b). Finally the alkylic tails were mapped to SC, and C, beads.

The surfactant [N(CH,),]"Br~ known as CTAB (cetrimonium bromide or cetyltrimethy-
lammonium bromide or hexadecyltrimethylammonium bromide, see Figure 4.1-(c), is a qua-
ternary ammonium cationic surfactant, which has a bromide anion as counterion.

There is scarce literature about CTAB coarse-graining'”, thus we decided to develop
our own mapping based on the four-to-one philosophy. Later on, we performed a meticulous

study” in order to check the predictions of the model and prove that it is a suitable one to
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(@

Figure 4.1: (a) and (c) show the structural formula of cholesterol and CTAB, respectively with its hydrophobic tail
highlighted. (b) The cholesterol all-atomic structure in CPK representation (oxygen atom from the head group painted
in red, hydrogen atoms painted in white and carbon atoms in black). The coarse-grain beads of the Martini model
are shown as large spheres named with its type bead. The sterol body of the coarse-grainded cholesterol is shown in
orange, the hydropholic part in red and the alkyl tail in blue. (d) Correspondence between the atomistic and coarse-
grained (Martini) model of CTAT. In the atomistic model, all atoms are shown in CPK representation. The coarse-
grain beads of the Martini model are shown as large spheres including all atoms subsumed into the same bead. The
hydrophobic beads of type C, beads are shown in orange and the hydrophilic charged bead of type Q, is shown in blue.
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be used for future works.

According to the definition of Martini beads'?, we have mapped the alkylic tails to
4 hydrophobic beads of type C, (the most apolar bead type allowed in Martini, as it is
explained in chapter 2, methods) and the headgroup to one Q, bead, as shown in Figure
4.1-(d). Using this coarse-grain procedure, we have replaced the atomic model of CTA™
with 62 atoms by a CG model with only 5 beads. The Br~ counterion is mapped to a Q,

bead, which corresponds in Martini to a hydrated anion.

4.2 MARTINI MD SiMuULATIONS OF CTAB

Once the model has been developed, in this section we present a series of Martini MD
simulations with the CG CTAB model. The objective was to compare some basic chemical
features of such model with those of the real molecule.

We consider both the explicit solvent Martini force field (W-Martini) and the implicit
solvent version of the Martini force field ("dry” Martini, D-Martini) for CTAB. First, we
compare the predictions of MD simulations of CTAB between explicit and implicit solvent
coarse-grain models and also with all-atomic MD simulations when possible. In particular,
we consider the predictions for the potential mean force (PMF) of transfer of CTAB in
different situations (water/vacuum interface, water /organic solvent interface and pre-formed
CTAB micelle in water). Then, we consider MD simulations of both coarse-grain models for
the self-assembly of CTAB in a large system with many micelles, so we are able to observe
micelle formation, micelle fusion and surfactant exchange which are events that are rarely
observed in all-atomic MD simulations. A summary of all simulations is given in Table 4.1.

Simulations S1-A, S1-M, S2-M and S2-D correspond to a comparison of the different
models in the case of a single CTAB molecule adsorbed at an interface. We consider a
water/vacuum interface for S1-A and S1-M and water/organic solvent interface in the case
of S2-M and S2-D. Simulations S3-A, S3-M and S3-D correspond to the simulation of a

single CTAB micelle in water using the three models described in the previous subsection.
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Table 4.1: Summary of simulations performed in this work. We indicate a code for each kind of system and type of
model, number of molecules of each type, total number of atoms or CG beads in each simulation, equilibrium size of
the system and temperature.

CTAB Water AF  Organic Total atoms

System and Model molec. molec. molec. molec. or CG beads Size T
S1-A  interface - AA 1 2984 - - 9015 22 nm* X 20 nm 298 K
S1-M interface - W-Martini 1 724 70 - 800 18 nm* x 20 nm 298 K
S2-M interface - W-Martini 1 3574 397 200 5777 29 nm* X 14 nm 303 K
S2-D  interface - D-Martini 1 - - 200 1806 20 nm* X 15 nm 303 K
S3-A  micelle - AA 72 21176 - - 68064 6 x 13 x 9 nm? 298 K
S3-M  micelle - W-Martini 72 14637 1554 - 16723 12 x 13 x 14 nm? 298 K
S3-D  micelle - D-Martini 72 - - - 432 12.5 x 13.5 x 13 nm* 298 K

S4-M  micelles - W-Martini 1000 115000 13000 - 134000 24 x 24 x 32 nm? 303 K
S4-D  micelles - D-Martini 1000 - - - 6000 30 x 30 x 40 nm? 303 K

Finally, in simulations S4-M and S4-D we study the self-assembly of many CTAB molecules
in multiple micelles using both Martini forcefields. All MD simulations reported in Table
4.1 were performed using either NAMD '® or GROMACS?"!, as indicated in the following
subsections. Snapshots and analysis of the results were obtained using VMD program® with
home-made analysis scripts, and for the simulations done with GROMACS we also used

the analysis tools available with this package’.

4.2.1 INTERFACE SIMULATIONS

In simulations S1-A and S1-M, we study the adsorption of CTAB at a water/vacuum inter-
face considering all-atomic (S1-A) and CG Martini model with explicit water (S1-M). The
simulation system consists of a single CTA™ molecule, its Br~ counterion and a water slab
in contact with a large vacuum (see Table 4.1).

In the case of S2-M and S2-D simulations, we have considered CG models (with explicit
and implicit solvent respectively) for the adsorption of a CTAB molecule at a water /organic
solvent interface. The organic solvent considered here is the same as considered in?? for the
comparison of surfactant adsorption in standard and Dry Martini CG models. Each organic
solvent molecule is a linear alkyl chain with 9 Martini CG beads of C, type. The simulated
system consists of a single CTA™ molecule, its Br~ counterion, an organic solvent slab with

200 organic solvent molecules and a water slab (which has explicit water molecules in the
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S2-M case and a vacuum in the S2-D case, see Table 4.1).

It should be noted that this choice of the solvent is unrealistic in the sense that 9 CG
Martini beads correspond to 36 carbon atoms, so this chain will correspond to hexatricon-
tane (C;eH,,) which is solid at room conditions (melting point 348 K). Unfortunately, it is
not possible to use solvents corresponding to smaller number of Martini CG beads because
they do not maintain a stable condensed liquid phase, particularly in the Dry Martini case.
It seems that the Martini force field has limitations to model organic solvents, probably
because cohesion molecular energies in a real condensed phase are higher than those consid-
ered by the simplified Martini and Dry Martini force field. Therefore, we employ here this
model for an organic solvent as in previous works?? only as a technical tool for comparison
between standard and Dry Martini models but we should keep in mind that this Martini
organic solvent does not really correspond to a model for any real liquid n-alkane.

The MD simulations of these systems (S1-A, S1-M, S2-M and S2-D) were performed
using the NAMD 2.12 program '°. In all cases, we employed a Langevin thermostat to main-
tain the temperature constant. In simulation S2-M we also employed a Langevin piston to
maintain the pressure at 1 atm. The time step was 2 fs in all-atomic MD simulations (S1-A)
and 20 fs in CG MD simulations (S1-M, S2-M, S2-D). All other parameters of the simula-
tion were standard for all-atomic or Martini MD simulations with NAMD. The objective
of these NPT or NVT simulations was to obtain equilibrated interfaces for subsequent free
energy calculations. Due to the small size of the simulated systems, short runs were enough
to obtain equilibrium. In the case of the water/vacuum interface, we considered 4 ns for
S1-A and 2 ns for S1-M. In the case of the water/organic solvent interface, we used longer
times due to the presence of the organic solvent. We considered 10 ns for the explicit water
case (S2-M) and 7 ns for the implicit solvent case (S2-D).

Starting from the results of these NVT or NPT MD simulations, we have performed
free-energy calculations using the Adaptive Biasing Force (ABF) technique as implemented

in NAMD”. In these biased MD simulations we obtain the free energy profile (the potential
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of mean force, PMF) predicted by each model for the adsorption of the CTAB molecule at
the interfaces and its transfer to the different phases. In these simulations, we selected as
a generalized "reaction coordinate” the position of the CTAB headgroup in the direction
perpendicular to the interface (z axis) so the origin (z = 0) is located at the equilibrium
position of the CTAB headgroup at the interface. In the MD-ABF simulations, the CTAB
molecule is forced to sample a large interval of values of z, entering into each of the bulk
phases. The force constant employed in the ABF calculation was 50 kcal - mol™" - A=,
PMF of CTAB in each case was obtained with a 0.1 A resolution. The simulation time for
each MD-ABF run (S1-A, S1-M, S2-M and S2-D), is 28, 400, 100 and 800 ns respectively.

In Figure 4.2-(top), we show the PMF associated to the transfer of CTA™ to each phase.

Potential of mean force. PMF (Kcal/mol)

W - Martini
° D - Martini
-15 =1 NI AR R B |

-30 -25 20 -15 -10 -5 O 5 10 15
Distance from interface (A)

Figure 4.2: Potential of mean force (PMF) of a CTAT surfactant as function of the distance from the interface in two
situations: a water slab in contact with vacuum (top panel) and a water slab in contact with a organic solvent slab
(bottom panel). The origin of coordinates is taken at the interface, with z < 0 corresponding to the water phase and
2z > 0 to the vacuum or organic phase. In both cases we include a representative snapshot with the CTAB molecule
emphasized (CTA™ tail and headgroup are shown in green and pink respectively, Br~ is shown in dark-blue). The water
slab is always on the left side and the dashed line indicates the interface.
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In the all-atomic simulation (S1-A), the transfer of the molecule from the interface to the
water phase has a cost of about 4 kcal/mol, whereas in the Martini CG model (S1-M)
we obtain a significantly larger value of about 6 kcal/mol. The most important difference
between the two models corresponds to the transfer of the molecule from the interface to
the vacuum region. In the case of the coarse-grain (S1-M) simulation, the free energy cost
of transfer of the molecule from the interface to vacuum is only slightly larger than the
cost of transferring the molecule from the interface to the water phase (see Figure 4.2-
(top). However, in the case of the all-atomic simulation (S1-A), this transfer is much more
difficult as indicated by the steep increase in the PMF. In the all-atomic simulation, when
moving the CTA™ from the interface, the molecule tries to retain the solvation water of
its polar headgroup and deforms the interface (this is, in fact, a realistic feature of the
all-atomic simulations). This tendency to retain the solvation water is not observed in the
S1-M simulation and it is probably due to the simplicity of the Martini water model and
the simplified surfactant-water interactions employed in this case.

In Figure 4.2-(bottom), we compare the PMF for transfer of a single surfactant from
the interface to any of the phases using both force fields (S2-M and S2-D simulations).
The resulting PMFs have similar shapes but the energies required to transfer the surfactant
to the water or the organic phase are higher for simulation S2-M which employs standard
(explicit solvent) Martini forcefield. According to the results in Figure 4.2, the standard
Martini force field gives larger adsorption free energies for CTAB at interfaces than all-
atomic and implicit solvent Martini models. The second simulation (Figure 4.2, bottom)
also shows that the preferred location of the surfactant molecule is with its head group at
the interface and the tail immersed in the hydrocarbon slab.

It is also interesting to compare the results for both interfaces with the same model
(S1-M and S2-M, which employ standard Martini force field). According to Figure 4.2, the
adsorption of CTAB to the water/organic solvent interface is substantially more favourable

than the adsorption at the water/vacuum interface (6 kcal/mol as compared to 10 kcal/mol).
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4.2.2 SINGLE MICELLE SIMULATIONS

In this case, we compare simulations for the three models (all-atomic and CG using standard
Martini and Dry Martini) in the case of a pre-assembled micelle of CTAB in water. The
all-atomic MD simulations (S3-A) correspond to an extension (a continuation of the MD
trajectory) of a previous all-atomic simulation reported in our previous work”, in which we
consider a pre-formed micelle of 72 CTAB molecules in water. According to the experimental
data'®, this number of surfactants in a micelle corresponds to the average aggregation
number found for CTAB concentrations 5-10 mM. Simulation S3-M corresponds to a coarse-
grain MD simulation using the Martini model with explicit water. The initial configuration
for this simulation was obtained using VMD?® to convert to coarse-grain the equilibrated all-
atomic configuration of the CTAB micelle obtained in S3-A. CG Water and AF beads were
added using the Gromacs solvate tool'. The initial configuration for S3-D simulation (Dry
Martini force field) was obtained by simply removing all water (P4 and AF beads) from an
equilibrated S3-M configuration. MD simulations of all these single micelle models (S3-A,
S3-M, S3-D) were performed using the NAMD program'® version 2.9 (as in the original
all-atomic study® ) using a Langevin thermostat to maintain the temperature at 298 K.
In S3-A and S3-M simulations we also employ the Langevin piston (NPT simulations) as
implemented in NAMD to maintain the pressure at 1 atm. The production run for S3-A,
S3-M and S3-D simulations has 65 ns, 47 ns and 1049 ns respectively.

From the simulation results, we have computed the radius of gyration R, of the micelles
and its principal moments of inertia averaged over all configurations from the equilibrated
MD trajectory. The diameter D of the micelles was computed from the average radius of

gyration R, with the formula?:

N
5 5 1 o . 2
D=2, [2Re=2 | 2= mi(7(t) — Fem(1)), (4.1)
3 3 —
Z ml 1=I
i=1
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where 7 and m; are the position and mass of the headgroup of each surfactant, 7cps is
the centre of mass of the N CTAB molecules and the numerical factor accounts for the
geometrical relation between the radius of a sphere and the radius of gyration of a sphere
with uniform density. The eccentricity of the micelle was computed from the moments of

inertia using the equation?:

¢ =1 Imin (4.2)

where I, is the minimum principal moment of inertia and I,, is the average of the three
principal moments of inertia. We have also computed the degree of ionization « of the CTAB
molecules in the following way. We have first computed the radial distribution function
between the Br~ ions and the CTA' headgroup®. The ions in the first coordination shell
of the CTA™T headgroup were considered as adsorbed ions so we can obtain the number of
adsorbed ions N,y for all the configurations in the production run. Hence, the degree of
ionization a was computed from the average number of adsorbed ions < N4 > (averaged

over all the production run) as:
i < Nads >

Ncras

oa =1

(4.3)

where Ncrg4p is the number of surfactant molecules.

As in the previous subsection, starting from the equilibrium simulations of the micelle
systems, we have performed free energy calculations using biased MD simulations with the
ABF technique”. In these simulations, we selected as a generalized "reaction coordinate” the
distance between a selected CTAB headgroup and the centre of the micelle. In the MD-ABF
simulations, the selected CTAB molecule is forced to leave the micelle, sampling different
values of the radial distance » from the centre of the micelle until it enters completely
the water phase, leaving the micelle. The force constant employed in the calculation was
10 kcal - mol™ - A=>. PMF of CTAB in each case was obtained with a 0.1 A resolution.
The simulation time for each MD-ABF run (S3-A, S3-M, and S3-D), is 48, 36, and 100 ns

respectively.
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The results of the simulations, including size, shape, and structure of the micelle are
summarized in Table 4.2 and in Figure 4.3. In all cases, the pre-assembled micelles were
stable during the simulations. In the all-atomic simulation (S3-A), we observe a CTAB
molecule leaving the micelle, whereas in the CG simulations all molecules remain in the

micelle.

Table 4.2: Results of single micelle simulations. D is the diameter of the micelle, ¢ its eccentricity and « the degree
of ionization of CTAB molecules (see Methods section for details).

Simulation D e o
S3-A (all-atomic) 4.79 nm 0.29 0.63
S3-M (Martini) 454 nm 0.14 0.78
S3-D (Dry Martini) 4.42nm 0.12 0.73

We note that all three models predict very similar diameters for the micelles (Table
4.1). The shape of the micelle is almost spherical for CG simulations (see eccentricity e in
Table 4.2) but it has a significant eccentricity in the case of all-atomic simulations (S3-A),
indicating a spheroidal shape. This can also be seen in the snapshots shown in Figure
4.3a). In Table 4.2 we also report the degree of ionization a of the micelle for the three
models. The obtained values are very similar, although in the all-atomic (S3-A) simulation
we observe a lower ionization (higher condensation of ions) as compared with S3-M and
S3-D simulations.

Concerning the structure of the micelles, the three models predict very similar distri-
butions for the hydrocarbon tail inside the micelle (see Figure 4.3), although the all-atomic
model predicts a more structured profile with a peak absent in Martini models. The profiles
corresponding to polar headgroup and the counterions are very similar in the case of the
standard and Dry Martini models. The all-atomic model shows a more broad distribution
of headgroup and ions than the Martini models, probably due to the different shape of the
micelle (as seen in Table 4.2, the micelle from the all-atomic model has substantially larger

eccentricity).
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Figure 4.3: (a) Snapshot of CTAB micelle from all-atomic (53-A), W-Martini (53-M) and D-Martini (S3-D) simulations.
Carbon atoms or beads are colored in cyan with licorice representation and nitrogen and bromide atoms or beads
are colored in blue and orange, respectively, with VdW representation. (b) Number density of beads (hydrocarbon tail
beads are denoted by C, headgroup beads are denoted by N and ion bead by Br) as function of the distance from centre
of the micelle (in the AA case we have divided the atom density between 4 to account for the equivalence between
1 bead to 4 heavy atoms). The inset shows a magnification to show more clearly the location of the headgroup and
counterions.

We have also computed (Figure 4.4) the PMF associated to the removal of a single
CTAB molecule from the micelle to the water phase. Interestingly, the Dry Martini model
predicts a free energy very close to that predicted by the AA model (although the energy
profile is a bit more steeper for all-atomic simulations). In contrast, the simulations using
the standard Martini force field predict a lower free energy (/10 kcal/mol as compared to

~13 kcal/mol).
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Figure 4.4: Potential of mean force (PMF) of a CTAB surfactant as function of the distance (in nm) between the CTAB
headgroup and the centre of mass of a CTAB micelle. We also show two simulation snapshots, corresponding to the
situations of CTAB inside the micelle and CTAB extracted from the micelle. The CTAB molecule extracted from the
micelle is emphasized (green sphere for the tail and pink for the head group). All other CTAB molecules are shown in
bond representation (orange for the tails and blue for the headgroups). Bromide ions are shown as yellow spheres.

4.2.3 SIMULATION OF THE SELF-ASSEMBLY OF MANY MICELLES

Self-assembly of a surfactant solution in multiple micelles is almost impossible to study
using all-atomic models due to the large amount of atoms and the long time scales required.
In this section, we studied the self-assembly of a large number of CTAB molecules into
micelles using both standard and Dry Martini force fields (simulations S4-M and S4-D).
Those MD simulations were performed using GROMACS' v5.1.4 and v.2018 respec-
tively. The integration time step was 20 fs and short range coulomb interactions were
calculated using a reaction field with a cut off of 1.2 nm and 1.1 nm for Dry Martini and
standard Martini respectively. The parameters for the simulations were chosen following
the published implementations of both standard'® and Dry? Martini force fields. The non-

bonded Lennard-Jones interactions for Dry Martini (S4-D) were shifted at 0.9 nm with
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a cut off 1.2 nm, while for standard Martini (S4-M) the Lennard-Jones interactions were
modified using potential shift verlet option of GROMACS with a cut off of 1.1 nm.

The NPT ensemble was used for S4-M simulation with explicit solvent, using a Nose-
Hoover thermostat and the Parrinello-Rahman barostat (pressure P = 1 bar). The equilib-
rium size obtained for the simulation cell is reported in Table 4.1. With this equilibrium
volume, simulation S4-M correspond to a concentration of CTAB about =~ 1o mM. The
NVT ensemble was used for implicit solvent simulations (S4-D), using the Bussi-Donadio-
Parrinello thermostat®. The size of the simulation box for S4-D (Table 4.1) was chosen
as the same employed in the initial conditions of simulation S4-M. In fact, also the initial
coordinates of the CTAB molecules were the same, so both simulations started from the
same initial conditions. The values for all parameters not detailed above (decay times for
the thermostat and barostats...) were those listed as the default values suggested when
using Martini forcefield on GROMACS. The number of clusters (micelles) was monitored
during the simulation using the clustsize tool of GROMACS. These simulations were per-
formed until we observed that the number of clusters remained stable during a substantial
time (much larger than the initial time of formation of the clusters). The length of the
production run was 334 ns for S4-M and 780 ns for S4-D.

The results are summarized in Figure 4.5 and 4.6. Movies of the simulations, showing
the self-assembly process are also available in the QR code in Figure 4.5.

In the case of the standard Martini force field simulation (S4-M), we observe the for-
mation of micelles Figure 4.5-(a). As shown in Figure 4.5-(b), after 200 ns of simulation
(see Figure 4.5) the number of micelles as a function of time fluctuates around ~ 14 micelles
which corresponds to an average aggregation number of =~ 70 CTAB molecules per micelle.
There is of course a distribution of sizes. For example, in the configuration shown in Figure
4.5-(a), we have a few small spherical micelles with only ~ 20 — 30 surfactant molecules and
big elongated micelles with = 140 — 160 molecules. Unfortunately, with our small number of

micelles at equilibrium, we do not have enough statistics to provide an accurate calculation
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Figure 4.5: (a) Snapshots from self-assembly simulations with Martini force field (S4-M in Table 4.1) at different times:
t = 260 ns (left) and ¢ = 334 ns (right). In order to track surfactant exchange and fission and fusion of micelles, we
have coloured the surfactant molecules at short times in (a), left panel, according to the micelle to which they belong
at that time. In the right panel, corresponding to a later time, we can observe a mixture of colours in individual micelles
which indicates exchange of molecules and micelle fission and fusion. In all cases counterions are represented as cyan
dots and in water and AF beads are represented as grey dots. (b) Plot of the number of micelles in simulation S4-M as
a function of simulation time. The QR code shows the surfactant exchange and fission and fusion of the micelles in (a).

of the size distribution of the micelles.

We also recall that in Figure 4.5-(b) we observe fluctuations in the number of micelles.
This is due to fusion and rupture of micelles and exchange of CTAB molecules between the
micelles observed during the simulations, as illustrated in Figure 4.5-(a). Once the average
number of micelles is stabilized, these processes are still observed in the time scales of the
simulation in a way that maintain the average number of micelles. This is what it should
be expected in a situation in which the simulations correctly reproduce a thermodynamic
equilibrium situation.

As compared with experimental results, the micelles obtained from S4-M simulations

have too low aggregation numbers. According to experimental data, the concentration
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corresponding to S4-M is above the second micellar concentration of CTAB'! and elongated
micelles with aggregation numbers of ~ 150 are expected.

In the case of the Dry Martini simulation (S4-D), the situation is completely different
(see Figure 4.6). At short times (= 20 ns), we observe the formation of spherical micelles but
at longer times (= 100 — 200 ns) these micelles coalesce to give only a few large, elongated
micelles (see Figure 4.5). But at even longer times, the micelles fuse giving rise to three large,
elongated micelles. These three surviving micelles also aggregate (at ~ soo ns of simulation),
giving rise to a larger structure as seen in Figure 4.6. As seen in the Figure 4.6, the three
remaining micelles maintain their identity inside this larger structure, without fusing into a
larger micelle. This aggregated state is maintained until the end of the simulation (780 ns).
Therefore, the Dry Martini forcefield predicts an unrealistic collapse of the system. This

effect has been observed in previous works of a different (anionic) surfactant??, in which
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Figure 4.6: Number of micelles as a function of simulation time for the Dry Martini model (D-Martini), simulation S4-D
in Table 4.1. The insets (a) and (b) are snapshots corresponding to + = 22 ns and ¢ = 180 ns respectively. In all cases
counterions are represented as cyan dots. Inset (c) shows an image of the final structure obtained in the case of Dry
Martini S4-D simulations in two different orientations (we also add a cartoon for the sake of clarity). The color codes
employed here have the same meaning as in Figure 4.5.
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it was proposed a modification of the Dry Martini force field (an artificial increase of the
dielectric constant, the use of PME electrostatics and a reparametrization) to correct for the
excessive aggregation behaviour. We also tried to implement their modifications in the force
field (results not shown) but without success (no improvements in the overall results and a
substantial increase of computational time). Also, it is interesting to note that the results
presented in the previous subsections indicate that the Dry Martini force field reproduces
quite accurately the results from all-atomic MD simulations, including potentials of mean
force (see Figure 4.2 and 4.4). At this point, and given the agreement between all-atomic
and Dry Martini free energy calculations, we may wonder whether the excess of aggregation
predicted by the Dry Martini self-assembly simulations is a problem to be attributed to
some intrinsic defect of the Dry Martini model or is a more general problem which will also
arise in AA simulations if we had enough computational resources to perform self-assembly

simulations with that model.

4.3 MARTINI MD SIMULATIONS OF 1:1 CTAB:CHOL; QUATSOME VESICLE

Now that we count with a proper model of cholesterol and CTAB?, we are ready to proceed
with the main objective of this chapter: to carry out the simulation of the full Quatsome
vesicle in order to shed light on the composition and molecular organization in the inner
and outer layer of the Quatsome bilayer. Thus, we have performed a theoretical analysis
with molecular resolution of a full Quatsome vesicle.

It must be taken into account that this system requires large time and length scales.
Thus, we will employ Dry Martini Force Field for our simulations for two main reasons: on
one hand it uses implicit solvent, considerably reducing the time and length scales, and on
the other hand, it has proven to correctly predict some properties of interest of the CTAB
and cholesterol molecules.

Having considered and tried the simulation of the self-assembly of the QS vesicle, due

to some limitations it was decided finally to start the simulation with the vesicle already
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built, using implicit solvent. In the following subsections, we describe the results of the

theoretical analysis, with molecular resolution, of the full Quatsome vesicle.

4.3.1 VESICLE BUILD UP

Here we describe in detail the protocols and employed methodologies. The simulated system
consists of the Quatsome vesicle made of by a 1:1 ratio of CTAB surfactant and cholesterol
molecules using implicit solvent. In our molecular dynamics (MD) simulations, we describe
all chemical species (cholesterol, CTA" and bromide counterion) using coarse-graining,
meaning that we have reduced (in comparison with an all-atom description) the number of
degrees of freedom.

The employed force field for the cholesterol and CTAB molecules was the Dry Martini

force field%. In the case of the cholesterol we employed the model available in the reference?

and in the case of the CTAB we employed the one in reference®.

The build up of the system considers previous experimental and theoretical results
available in ref.”. Based on those data, we estimated the number of molecules contained
in a single vesicle of a Quatsome and its diameter. In this way, the starting point of the
simulation of the single Quatsome vesicle is more realistic. The vesicle was constructed using
the CHARMgui tool'” considering 2054 cholesterol and 2054 2,3-diphenyl-2-cyclopropen-
1-one (DPC) as starting configuration. As CTAB molecule is not available in CHARMgui
tool, our strategy was to select a similar surfactant (in terms of number of beads), obtain
the system with it and then replace all the DPC molecules for the CTAB ones. Later on,
we add the counterions Br™ using insert-molecules tool from GROMACS package. In the
end, we obtained as starting point a single vesicle system containing cholesterol and CTA™
molecules (molar ratio 1:1) and its counterions in implicit solvent. The dimensions of the
cubic simulation box are 31.8 nm in the x, y and z-axes. The total number of molecules

was 4118 and the simulation box contains a total of 28.756 beads. The initial orientation

for the vesicle was completely random and determined by CHARMgui tool being the initial
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Figure 4.7: Initial configuration of the Quatsome vesicle made of CTA™ (blue) and cholesterol (orange). On the left,
snapshot of the full structure that shows the random distribution assigned from the CHARMgui tool of both compo-
nents. On the right, snapshot of the full structure of the vesicle as well, but only pointing out the beads corresponding
to the head groups of each component; CTAT in blue and cholesterol in orange. In this way, is possible to observe the
inner and the outer layer limits.

diameter of the vesicle 20 nm. The initial configuration of the system is shown in Figure

4.7.

4.3.2 SIMULATIONS’ RESULTS

All the simulations are performed using GROMACS software?"! version 2018. The equa-
tions of motion were solved with a time step of 20 fs. In all our simulations, the temperature
was maintained constant (303 K). The NVT ensemble was used for implicit solvent simu-
lation, using the Bussi-Donadio-Parrinello thermostat®. We employed periodic boundary
conditions in all directions. The length of the production run was 1001 ns, which is enough
time to observe the stability of the vesicle. The first 100 ns corresponded to the adjustment
of area per head group of the components, such as it was clearly observed how the layers
slightly deform from the initial configuration resulting in a vesicle of smaller diameter than
20 nm (initial fixed value).

The results of the simulation show a stable vesicle with an approximately spherical shape
as shown in Figure 4.8-(a). We observe homogeneous distribution of the two components
(i.e. segregation or aggregation of any of the components is not observed). The internal

structure of the vesicle is a bilayer, as illustrated in Figure 4.8-(b). It is important to
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Figure 4.8: Simulation Results. (a) Loosing detail to gain insight. Snapshot of an equilibrated (303 K) full Quatsome vesi-
cle and (b) cross section of (a). The head groups of the CTAT and cholesterol molecules are shown as blue and orange
balls, respectively. Their tails are shown schematically as cylinders. (c) Radial distribution of vesicle components. Left:
radial density profile with g(r) calculated as the number of head group beads per nm3. Right: accumulated (integrated)
number of molecules of each component. We also indicate the peaks (R1 and R2) in the CTA™T head group distribution
corresponding to the inner and outer radius of the vesicle and its minimum corresponding to the separation between
layers. (d) Detailed snapshot showing the internal molecular organization. We select a 7 A cut of the QS vesicle,
showing regions with perfectly ordered planar bilayers (see zoom) and disordered regions.
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recall that the vesicle bilayer is in a fluid state, and the components show free mobility
of the components within the layers. Molecules are able to diffuse among the layers and
they are also able to switch from one layer to another in some cases. In addition, Figure
4.8-(b) clearly shows in a qualitative way how cholesterol is always slightly hidden from the
interfaces of the QS surface, a fact that, can be observed both in outer and inner layer of
the vesicle. The quantitative analysis of the spatial distribution of the vesicle components
(Figure 4.8-(c)) also confirms this more internal localization of cholesterol (see orange line
in the figure). The radial distribution of CTA™ head groups has peaks at radial distances of
R, = 5.2 nm and R, = 8.8 nm (corresponding to the inner and outer layer, respectively). At
7.5 nm we observe a minimum of the distribution of both components, corresponding to the
frontier between the two layers. Therefore, taking into account the size of the CTA' head
group bead (0.47 nm), the diameter of the simulated vesicle can be estimated as ~18-19 nm.
This size corresponds to the smaller Quatsomes that have been observed experimentally (see
Figure 4.9-(a)).

From Figure 4.8-(c) we estimate a bilayer thickness of 4.07 nm thickness in agreement
with the ones calculated in AA simulations® and experiments. We have also calculated
the accumulated number of molecules as a function of the radial distance average over all
equilibrium configurations (Figure 4.8-(c)). We obtain 871 molecules of cholesterol and 871
molecules of CTAB in the inner layer (and correspondingly, we have 1183 molecules of each
component in the outer layer). Therefore, an important result is that the molar ratio of the
components of the system is 1:1 in both layers. It means that it does exist symmetry of the
distribution composition in the Quatsome vesicle.

Looking in detail at Figure 4.8-(c), one can discern planar faces breaking the sphericity
of the vesicle itself. In order to analyze in more detail this question, we have selected a 7
A section of the vesicle and zoomed it in Figure 4.8-(d), in order to qualitatively observe
the components’ organization inside the vesicle. We observe that the Quatsome system or-

ganizes forming regions with planar bilayers and regions with defects, in order to generate
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a closed vesicle. It is important to stress that the cholesterol-CTAB synthon is present
throughout the whole vesicle, keeping its authentic orientation 1:1 in the planar regions
and showing strong deformations in the defect regions. However, we have not observed
any segregation of cholesterol or CTAB molecules in the defect region; the molar ratio is
maintained. The presence of these facets can also be discerned experimentally, as shown in

cryo-TEM images (see Figure 4.9-(b) provided by the group Nanomol.
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Figure 4.9: (a) Vesicle diameter distribution histogram determined by analyzing cryo-TEM images of 8700 Chol-CTAB
Quatsomes prepared by sonication. The experimental vesicle size distribution is adequately fitted by a Gaussian distri-
bution (red line) and shows only small deviations from the equilibrium radius. (b) Cryo-TEM image showing Quatsome
unilamellar vesicles. Planar faces observed are pointed with yellow arrows. These results have been provided by

Nanomol group (ICMAB-CSIC)
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Overall, our calculations suggest that the presence of defects is the responsible for the
curvature of the bilayer. It is important to stand out that the synthon is maintaining
all around the layers, keeping its authentic 1:1 ratio in the planar regions and completely
deformed in the defect regions. We did not observed segregation of cholesterol or CTAB
molecules in the defect regions, as the molar ratio is maintained. These results are com-
pletely reasonable as an asymmetry is needed in order to induce the spontaneous curvature,
otherwise we would have planar bilayers, like discs, and not vesicles. We assume based on
our results that we have a geometric asymmetry that induces a spontaneous curvature to

the planar layers that once are closed they are stable with time.
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Science, for me, gives a partial explanation for
life. In so far as it goes, it is based on fact, expe-

rience and experiment.

Rosalind Franklin

Quatsomes with hydrophilic dyes

In the previous chapters, we have studied the Quatsome from a theoretical point of view with
respect to its supramolecular organization. At this point, and thanks to some important
findings like the thermodynamical stability of the system, we are in a position to investigate
potential usages.

Vesicles like the Quatsome are very promising nanocarriers due to its structure and
functionalizable surface. In this chapter, we are going to study this capacity, using the
Quatsome as an approach for nanostructuring fluorescent probes. Fluorescent probes are

molecules that absorb light of a specific wavelength and emit light of a different (typically
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longer) wavelength, a process known as fluorescence, and are used mainly to study biologi-
cal samples. The molecules, also known as fluorophores, can be attached to a nanocarrier
structure and act as a marker for analysis with fluorescence microscopy, i.e bioimaging°.
Considering the positive charged surface of the QS membrane we propose using the Quat-
some vesicle for nanostructuring hydrophilic dyes in aqueous media, in particular using the

fluorescein molecule (see Figure 5.1).

Figure 5.1: Fluorescein dianion chemical structure. It is an organic dye that emits intense green fluorescence in the
presence of alkaline solutions.

The fluorescein dye has been studied for several decades now, and it is one of the most
used fluorescent probes due to the modest brightness, large absorption in the visible range
and easy chemical modification for labelling of biomolecules?*'%. As an example, absorption
and fluorescence spectra of fluorescein in cetyltrimethylammonium chloride (CTAC) micelles
have been obtained, and it was found that fluorescein was solubilized at the inner border
of the Stern region® of the CTAC!!'. This case is relevant for the present chapter, as our
QS system contains CTAB molecules, and thus the behaviour described in the mentioned
work can be taken as a guide.

However, literature reports several phenomena about the fluorescein molecule that can

constitute a drawback for our purposes. i.e., photobleaching during prolonged illumination,
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which makes them incapable of continuous observation and long-term imaging for studies of

26 or the ability for self-association in solution. In particular, this last phenomena

living cells
mentioned is called aggregation and affect the photophysical properties of dyes. For this
reason, the nature and consequences of the aggregation phenomena '>% of fluorescein dyes
are introduced here.

Aggregation is a common phenomenon observed in xanthene?®! dyes in aqueous solu-
tion, and fluorescein belongs to that family. Despite this phenomenon, xanthene dyes have
variety of technical applications like being the building blocks for sensor construction®. The
aggregation mainly comes in the form of dimers, except at high concentrations in solvents
with a high dielectric constant. Coulombic forces counteract the attraction between charged
dyes, but a solvent with a high dielectric constant, such as water will lower this repulsion.
Self-aggregation is not a phenomena limited to dyes, i.e., hydrogen-bonding causes aggrega-
tion in carboxylic acids'* (Figure 5.1 shows that the fluorescein molecule has a carboxylic
group). The strength of the aggregation between the two dye molecules depends on the na-
ture of the dye, the solvent (the presence of hydroxyl groups in the solvent molecules plays
an important role in promoting aggregation whereas the present of the glycerol prevents
it), concentration®* and the coordination with metal-ions”?. The aggregation phenomena
of fluorescein molecules in water solvent has been well studied from both an experimen-
tal?? and theoretical point of view, concluding that fluorescein aggregates in water forming
symmetric structures that are stabilized by # — # edge-to-face interactions®.

An increase in fluorescein concentration produces changes in the electronic absorption
and emission spectra. These changes have been attributed to dimer but also trimer forma-
tion'”. Rohatgi'® and Arbeloa'® proposed feasible dimer and trimer structures in terms of
distances between the monomers’ centres of mass. Analysis of changes in the absorption
spectrum with respect to dye concentration allows to obtain the equilibrium constant for

the association process and to derive the absorption and occasionally the emission spec-

trum of the aggregates. For head-to-tail dimers (J-type)'’, the transition to higher energy
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excited state is forbidden and the spectrum shows a single band red-shifted with respect to
the monomer.

At the same time, this results in self-quenched fluorescence’?. Fluorescence quenching
refers to any process that decreases the fluorescence intensity of a sample. However, this
process is reversible, as the quenching-causative molecular interactions can be controlled,
for instance by functionalizing?? the fluorophore or encapsulating'” it to produce increased
electrostatic repulsion and water solubility.

The usage of the QS decorated with fluorescein is proposed as a solution to minimize the
self-aggregation and the fluorescence quenching. As said, those photophysical properties of
small-molecule fluorophores like fluorescein may not remain stable with time, and a strategy
to avoid that is to trap the dye into a nanostructure to minimize quenching.

In this chapter not only we propose the Quatsome system as an optimized nanostructure,
but also we will carry out a study of the nature of the binding of fluorescein to the system,
because experimental results have proved the quenching of the dye-loaded QS system. This
suggests a binding consisting of a electrostatic interaction, but deeper understanding is
needed to truly explain such result. At the same time, the importance of electrostatic
and/or hydrophobic interactions on the aggregation process will be studied.

Sodium fluorescein is highly soluble in water, so that in solution it is fully dissociated in
two sodium ions and a fluorescein molecule, which are in equilibrium between the anionic

216 That last state is the one we are interested in. In this work,

and dianionic state
we modelled the Fluorescein dianion (FI*7) from scratch, and we performed our study in
water alone and in water in contact with a catanionic membrane (Quatsome), in order to
understand the electrostatic and/or hydrophobic interactions on the aggregation process.

All-atomic molecular dynamics (MD) simulations provide deep structural detail of the inter-

and intra-molecular interactions.
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5.1 MODEL AND FORCE FIELD FOR FLUORESCEIN DIANION

The fluorescein molecule has been used frequently at the experimental level. However, this
is not the case at the theoretical level, and a valid model of the fluorescein dianion molecule
was not found in the literature. For this reason, it was necessary to develop our own model
and force field compatible with CHARMM. The followed strategy to obtain the fluorescein
dianion (F1*7) parameter set is explained in this section. We started by generating a first set
of parameters using the automated CHARMM Force Field tool CGenFF program, available
for online use? , for the neutral fluorescein molecule (F1°), for fluorescein anion molecule
(FI'") by removing the H atom of the carboxyl group and finally for the fluorescein dianion
molecule (FI*7) by removing the H atoms from the hydroxyl and carboxyl group (removed

from atoms O1 and O5, respectively, as shown in Figure 5.2).

Figure 5.2: Fluorescein dianion structure with atomic number scheme.

Some of the parameters obtained using this procedure showed high penalty values in
some areas within the molecule structure, for the three different protonate states (see Figure

5.3). Those areas with high penalties were very similar in the three molecules. As explained
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in the methodology, in chapter 2, to have a value with a penalty means that some checks are
required and one good strategy could be to follow the CHARMM philosophy methodology .

Following the CHARMM philosophy means that the fluorescein molecule is divided into
well known fragments (see Figure 5.3) and the molecular topologies of those fragments are
recalculated again. In that way, as shown in the figure, some fragments like the bencenol and
bencenal have good parameter sets (meaning no penalties), while others like the anthracene
do have penalties. Thus, we will focus in optimizing those last ones, as it will be explained

in a later paragraph.

CHARMM philosophy

Bad parametrization:
(High penalties in angles and dihedrals)
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Figure 5.3: Scheme of the fluorescein molecule (blue outline) partition into well known molecules like: bencenal and
anthracene following the CHARMM philosophy methodology. Molecules with red outline show high penalties in their
molecular topology while the ones with green outline do not. All molecules’ structures are represented in CPK showing
the oxygen atoms in red, the hydrogen atoms in white and the carbon atoms in cyan.

Additionally, the values obtained for FI'~ (CGenFF) were compared to those in Swiss-

28 gerver for the same fluorescein structure. The server derives data from the Merck

Param
Molecular Force Field (MMFF) ', which is fully compatible with CHARMM all-atomic
force field. Minimum differences (in the order of 107*) were observed between the values

of both parameter sets, except for the dihedral from ether to ketone group and carboxyl
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group (deprotonate area).

Furthermore, the structure was optimized and the vibrational frequencies were calcu-
lated for the fluorescein molecule and for the three different protonate states. This was
done with Gaussian09 program?®, starting from the neutral structure and iteratively using
the results from one step in the following one, ending with the di-deprotonated structure.
The calculations were performed using density functional theory DFT with RM062X func-
tional and the 6-311+G(d,p) basis set. The calculation was performed in the presence of
a solvent (water) using specific keyword of Gaussian. It was observed that the vibrational
frequencies of both molecules; FI'~™ and F1*~, were nearly the same.

Having explained all the previous, the summary is threefold: firstly, the molecular
topology obtained from the CGenFF force field for FI'~ and FI*~ have similar penalities,
secondly the model of the FI'~ observed in SwissParam is very close to the FI'” from
CGenFF, and thirdly the geometry optimization from Gaussian is almost the same for F1'~
and FI>~. For these reasons, we select the parameter set from the F1*~ (CGenFF) molecule
as a starting point for the modelling of the fluorescein dianion molecule. As shown, there is
a good agreement between parameter sets of FI'~ and FI*~ molecules, as the only difference
is the deprotonation of the hydroxyl group between both structures.

In order to go further with the validation of the F1*~ (CGenFF) parameter set, the quan-
tum mechanics (QM) energies were compared to the energies of the molecular mechanics
(MM) force field for the geometries from F1*~ (CGenFF) and FI*~ (Gaussian), and the force
field parameters of the dihedral angles were adjusted to obtain an optimal fit of the MM
energies to the QM energies, according to a rigid potential energy scan (PES) procedure
at the same theoretical level as the FI*~ geometry optimization by Gaussian. The dihedral
angle potential is mostly used to constrain the rotation around a bond. We considered all
the dihedral angles that needed a check, those to which penalties had been associated (ten
in total). For that, we calculated the potential of the dihedral that describes the torsional

and bonded interactions by MM and QM. As it is a rigid framework where carbon atoms
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Figure 5.4: Dihedral PESs for the fluorescein dianion model compound. Orange line represents QM data and the purple
lines for MM data. The blue one refers to fit in between QM/MM data.

are sp* hybridized, which prefers planar configuration and prevents the dihedral angle to
deviate above 180°, we got a range from -40° to 40° with an increment of 2 degrees. Then,
we compared the force constant, K;, between MM and QM. For MM, the constant is ob-
tained from the expression in Equation 2.6 in chapter 2 (which has been repeated in Figure
5.4), and for QM the constant is obtained from PES procedure. Afterwards, we manually
adjusted the force constant value, searching for a value in between those thrown by MM
and QM, in order to improve the parameters of the dihedral angles. Figure 5.4 shows an
example of the described process, among the 10 that were performed.

Finally, charges were computed for the optimized geometry of FI*~ (Gaussian) using the
Merz-Kollman charge model '3. All the parameters used for the fluorescein dianion molecule
model are available in this repository: https://bitbucket.org/icmab__soft _matter _theory/flu-
orescein/src/master/. We point out that the build-up of the force field has been done manu-
ally, in comparison with the automated case of SwissParam, by merging all the information

obtained and described before, and it is ready to be used.
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5.2 MOLECULAR DYNAMICS SIMULATION OF FLUORESCEIN IN WATER

The previously developed model has been employed for studying the behaviour of the flu-
orescein both in water and in the Quatsome bilayer. Molecular dynamics simulations have
been performed in both environments, and in this section we start by those in water.

Some general computational details: we performed AA-MD simulations using NAMD
2.11 software; the equations of motion were solved using a time step of 2 fs and structures
were saved every 10 ps; electrostatic interactions were computed using the PME method
with usual settings in NAMD (1 A resolution, updated each 2 time steps); Lennard-Jones
interactions were truncated at 1.2 nm employing a switching function starting at 1.0 nm;
periodic boundary conditions were employed in all directions, temperature was kept constant
at 298 K using a Langevin thermostat with a relaxation time of 1 ps and a pressure of 1
atm was imposed using the isotropic Nosé-Hoover-Langevin piston implemented in NAMD
(oscillation period of 100 fs and decay time of 50 fs).

Simulations have been carried out by loading different quantities of dye molecules; using
the fluorescein dianion model and force field described in the previous section. And we have
solvated them in a cubic box with TIP3P water molecules so the fluorescein molecules are
free to translate and rotate. The size of simulation the box was adjusted in order to have
always the same water concentration with the aim of seeing the concentration effect in the

behaviour of the dyes. Details of the simulations are described in Table 5.1.

Table 5.1: Computational details of the systems considered in the MD simulations, including number of fluorescein
molecules, counterions and waters molecules, total number of atoms, simulation time and the simulation box size.

FI>* Na' Water molec. Atoms (total) Sim time /ns Box size /nm?

Flu 1 1 2 6974 20959 49.95 206
Flu 2 2 4 7064 21356 48.77 211
Flu 3 3 6 9398 28305 46.80 279
Flu_4 4 8 7071 24361 49.78 209
Flu 9 9 18 6878 20967 50.11 205
Flu_27 27 54 6912 21761 49.62 210
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Figure 5.5: Snapshots (a) and (b) from simulation Flu_1 and Flu_2, respectively, show fluorescein dianion molecule with
one and two respectively sodium atoms and it is marked the average distance once the interaction between the coun-
terion and the oxygen atom oft he carboxyl group is made. Fluorescein molecules are represented in Licoride and
sodium atoms are represented as yellow spheres. (a) and (c) show the radial distribution function g(r) describing the
probability of finding a oxygen from the carboxyl group (-COOH, orange line) and hydroxyl group (-OH, blue line) from
fluorescein molecules and sodium counterion pair at distancer = 3 A.

We started simulating a single fluorescein dianion with their two counterions (sodium
atoms) and simulating 50 ns the dynamics of this dye solvated in water. Despite free move-
ment behaviour was expected, we clearly observed that a sodium atom was quickly attached
to the carboxyl group (—COO™) balancing one of the negative charges of the fluorescein
molecule, whereas the other counterion kept fluctuating free far apart from the dye. In
Figure 5.5-(a) it is shown how the sodium atom (yellow sphere) interacts with the carboxyl
group with an average distance of 2.5 A, as it can be seen in the g(r) graph of the figure. An-
alyzing the other simulations containing multiple fluorescein molecules we observed exactly
the same behaviour described. When focusing on the simulation with two dyes (Flu_2) we
observe that after some time one of the fluorescein molecules had two counterions attached
instead of one, in this case the g(r) graph showing an average distance of 2.5 A and 2.7 A
with respect to the carboxyl group, as shown in Figure 5.5-(b). Both molecules fluctuated
between being far and close, but remaining unaggregated in time, having one or two coun-

terions attached.
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(a) Dimer (b) Trimer

molec 1 molec 2 E molec 1 molec 2 molec 3

Figure 5.6: Snapshots of the dimmer (a) and trimer (a) geometry from the simulation Flu_3. Fluorescein molecules are
represented in licorice and sodium atoms are represented as yellow spheres.

Simulations Flu_ 3 and Flu_ 4 confirmed the tendency of fluorescein molecules to form
dimers and trimers. In order to understand the dimer and trimer geometry we qualitatively
studied the different orientations with the MD trajectories and quantified the dimer and
trimer life time. In simulation Flu_3 the dimerization occurs at the beginning of the
simulation with # — # interactions. Let us have two molecules that we name molecule 1
and molecule 2. The interactions involve on one hand the ring with the carboxyl group of
molecule 1 and on the other hand the ring with the hydroxil group of molecule 2 (see in
Figure 5.6-(a)). This result is in agreement with literature, as explained in the introduction
of this chapter, thus proving that our fluorescein force field (developed in the section 5.1)
models the features of the fluorescein in water successfully. On the contrary, an unexpected
result is the fact that the = — # interaction also involves one sodium counterion condensed
in the carboxyl part of one of the molecules of the dimer. It is also observed that, the non-
bonded carboxyl part of the molecule 2 of the dimer has almost all the time two counterions
attached. After 20 ns of simulation a trimer is formed and remains stable. What we observe
is that the third molecule (molecule 3) is attached to the dimer forming symmetric image and
adding another counterion to the trimer (see Figure 5.6-(b)). Same behaviour is observed
at simulation Flu_ 4, in which we can have two dimers or one trimer and a single fluorescein

molecule in water interacting in the same way as described in simulation Flu_ 3. This let us
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conclude that sodium counterions are playing a key roll in the aggregation of the fluorescein
molecules in water leading a solid stability of the aggregates once formed.

The analysis of the spontaneous formation and decomposition of the dimer and trimer
was done based on the whole trajectory of the simulation Flu_ 3. The life time of the dimer
and trimer was calculated by the evolution of the distance between the centres of mass of
the involved molecules. In Figure 5.7, it can be observed that the formation of the dimer
aggregate takes place at the beginning of the simulation and at 20 ns approximately the
presence of trimers is observed. The average distance between the centre of mass of the

dimer and trimer are 7.8 A and 17.2 A, respectively.
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Figure 5.7: This graph shows the distance between centers of masses of fluorescein molecules involved in the dimer
and trimer formation, with respect to time. The green line corresponds to the trimer and the magenta line to the dimer.

Finally, in simulations Flu_9 and Flu_ 27 it is observed that the dyes tend to quickly
aggregate forming more than one aggregate. In the case of Flu_9 simulation, a main
aggregate, and another smaller one were observed, and in the case of Flu_ 27 simulation, a
big aggregate and two smaller ones were observed. However both of them have in common

that the aggregates oriented following a pattern: edge to face # — # interactions or by ion
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condensation as shown in Figure 5.8.

Figure 5.8: Snapshot from MD simulation Flu_9, showing a big aggregate of fluorescein molecules and the sodium coun-
terions in between.

5.3 FLUORESCEIN IN QUATSOME BILAYER

For the simulations of the fluorescein in the Quatsome bilayer, we employ the same compu-
tational details described in the section 5.2 of fluorescein in water, with the only difference
we control the pressure with the anisotropic Nosé-Hoover-Langevin piston implemented in
NAMD (instead of isotropic). We impose a pressure of 1 atm in the direction perpendicular
to the QS bilayer and a zero surface tension, as in the previous simulation of QS bilayer
(see chapter 3).

We performed 4 different simulations, with the compositions given in Table 5.2. Simula-
tions S1, S2, S3 and S4 correspond to one or multiple fluorescein dyes adsorbed into a Quat-
some bilayer (15.7 nm* patch) made of 27 CTAB surfactant and 27 cholesterol molecules
(each leaflet). These simulation systems were built as described in S1 simulation of chapter
3, section 3.2, and we used the resulting configuration as the starting point. Then, we

manually added four different loadings of fluorescein dyes, with two counterions per one
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fluorescein molecule, in the water phase. Finally we performed an energy minimization of

the whole QS-dye systems.

Table 5.2: Computational details of the systems considered in the MD simulations, including number of atoms, number
of fluorescein, water and CTAB molecules, fluorescein and CTAB ratio and simulation time and the simulation box size.

Atoms (total) molec. FI*~ /water/CTAB FI*”/CTAB Sim time /ns

S1 25708 1/6091/54 1:54 110
S2 27037 4/6497 /54 1:13.5 120
S3 26794 10/6342/54 1:5.4 110
S4 30268 28/7278/54 1:1.9 90

Once the initial configurations were prepared, we performed AA-MD simulations. In all
the cases, we first performed equilibration simulations of 1 ns in the NPT ensemble. After
these simulations, we performed further equilibration simulations using the NPT ensemble
maintaining the QS bilayer at zero tension, 298 K and 1 atm, in order to emulate the con-
ditions found in a vesicle!?. In all the cases, we performed long production simulations for

110 ns, 120 ns, 110 ns and 90 ns for S1, S2, S3 and S4 simulations respectively.

In S1 simulation, only 1.5 ns were required for the adsorption of the F1*~ molecule within
QS surface. In this case, the attractive interaction between the vesicle and the dianion is
strong enough to hold the FI>~ tightly close to the surface of QS during the whole calculation
time (110 ns). By analyzing radial distribution function, g(r), between the two negative
oxygen atoms (Ol and O5 atoms, see Figure 5.1) of FI*~ and the N atom of the CTAB,
information on the orientation of fluorescein dye on Quatsome surface can be extracted.
As shown in Figure 5.9, FI*~ can stay in two possible orientations. In the most probable
orientation (probability of 66%), the oxygen atom from the deprotonated —OH group of the
FI*~ molecule is in contact with the positively charged headgroup of CTAB. On the other
orientation (34% probability), the FI*~ molecule is in contact with the CTAB headgroup

through its carboxylic group.
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(CTAB) N - O (OH) (CTAB) N - O (COOH
66 % 34%

Figure 5.9: Snapshots of the large simulation box making emphasis on a single Fl molecule orientation when is attached
to the QS surface. Water is shown inred and QS in light blue. Two orientations can occur, when hydroxyl and carboxyl
groups from FI>~ are closed to nitrogen atoms from CTA™ from QS.

Simulations S2, S3 and S4 show fluorescein adsorption into the QS surface, although
the time required for the adsorption to happen increases with the fluorescein concentration.
S2 simulations that contains 4 fluorescein molecules, some of them absorbed more quickly
than some in S4 simulations (that contains 27 fluorescein molecules). This means that there
is a competition between two driving forces, one towards forming F1*~ aggregates in water
and other towards making FI*~ interact with the QS surface. Importantly enough, it is also
observed that always at least one fluorescein molecule gets adsorbed into the QS surface,
and that this interaction happens in the few initial nanoseconds of the simulation. This is a
crucial result, as it means that there will always be emission from the QS-dye loaded system,
although the efficiency will be low. Representative snapshots of S2, S3 and S4 simulations
at a random instant are shown in Figure 5.10 and the main results are listed below.

When there are one or more FI*~ molecules attached to the surface of the vesicle three
situations arise, all of them are shown in Figure 5.11. Figure 5.11-(c) shows the case where
there is a monomer fluctuating within the QS surface without interacting with any other

fluorescein molecule. Figure 5.11-(a) and (b) present the interaction between two fluorescein
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a) S2 b) S3 ¢) S4

d) S4 top view

Figure 5.10: Snapshot of S2, S3 and S4 simulation at the final instant of the simulation. Quatsome membrane is painted
in black, fluorescein molecules in cyan and sodium counterions in yellow spheres. (d) corresponds to a snapshot of the
S4 simulation from the top view in order to show the big aggregate is form far away from the QS surface. QR code is
added in order to show a movie of S4 simulation.

molecules forming a dimer that can orientate in two ways. Figure 5.11-(c) shows the case
where the fluorescein is forming a trimer. In either case, strong fluctuations in the position
of the molecules are observed throughout the simulation time. This is due to the fact that
the interaction is of electrostatic nature. In the trajectories, it is observed how molecules
move towards the QS surface, deposit on it and then fly away. However, as mentioned
before, at least one FI*~ is always attached to the QS surface. This is a really interesting
result, that is in agreement with experimental results from the QS-dye system (more details
and discussion are shown in a latter section of the chapter), because fluorescent emission
is always observed in the QS-fluorescein system, regardless of the concentration of the dye.
However, note also that these results show the weak electrostatic interaction between the

anionic fluorescein dye and the positive surface of the Quatsome.
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Figure 5.11: (a)-Snapshot of a layer of the QS membrane in which two fluorescein dianion dyes are interacting between
them forming a dimer and also interacting electrostatically with the QS surface. (b)-Snapshot of a dimer absorbed into
the membrane, but with only one of the fluorescein molecules interacting electrostatically with the QS. (c)-Snapshot
of both layers of the QS membrane in which we observed a trimer absorbed in one interface (top) and two monomers
absorbed in the other interface (bottom). Pink spheres are the Br~ counterions of the CTAB molecules. (a) and (b)
Snapshots are taken from S3 simulation whereas (c) snapshots corresponds to S4 simulation.

Molecules that do not interact with the surface form aggregates in water. The size of
such aggregates increases with the FI*~ /CTAB ratio (see Table 5.2), as shown in simulations
S3 and S4 of Figure 5.10 and 5.11. In S2 simulation, only one molecule is attached to the
QS surface during all the simulation time, since the other three fluctuate in water without
forming aggregates. In S3 and S4 simulations, at least one molecule is attached on the QS
surface and the others form aggregates.

To understand clearly the interaction between fluorescein dianion molecule and QS
bilayer, we also studied the possibility of formation of hydrogen bonds. Therefore, by using
the Hydrogen Bonds plug-in in VMD program we counted the number of hydrogen bonds
formed throughout a given trajectory. In the first place, it was observed that there is no

hydrogen bond formation between the whole CTA" molecules and both oxygen atoms from
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hydroxyl and carboxyl group of the FI*~ molecule, and neither with cholesterol. However,
hydrogen bond formation was observed between water and both oxygen atoms from hydroxyl

and carboxyl group of the FI*~ molecule (see Figure 5.12).

b)

&

®

Figure 5.12: (a)-(b) snapshots of the fluorescein monomer and dimer, respectively showing the hydrogen bonds with
water molecules but also the interaction with the sodium counterion.

Based on results, we concluded that fluorescein dianion molecule forms hydrogen bonds
when surrounded in water molecules but not when attached to QS surface. Water molecules
would be the responsible for the hydrogen-bond formation, decreasing the electrostatic

15 or positive QS surface. In addition, it has been also

repulsion between the dianions
demonstrated the interaction between the oxygen from the carboxyl group of the fluorescein
(-COOH) molecule and sodium counterions (see Figure 5.12-(a)), showing same behaviour
as in fluorescein molecules in water solvent only (section 5.2). We conclude that the sodium
counterions have as well a contribution in the weakness of the electrostatic interaction
between the fluorescein molecules and QS vesicles. Hence, from MD simulation run, we
can affirm that it will exist a clear competition between the electrostatic interaction that

bonds the fluorescein molecules to QS surface, to its counterions and the hydrogen bond

interaction that allows fluorescein molecules to fluctuate in water by forming aggregates.
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5.4 ANALYSIS OF EXPERIMENTAL RESULTS

In this section, we analyze relevant experimental results about the Quatsome and the fluo-
rescein molecule to our own theoretical work. All the experimental details are reported in
Dr. Antonio Ardizzone PhD thesis?, in Nanomol group (ICMAB-CSIC).

The compressed CO, methodology, DELOS-SUSP, was used for the preparation for the
plain Quatsomes. A detailed description of such process is given in Annex, Figure A.1. The
preparation of the Quatsomes decorated with FI*~ was done as follows: 1 uM solution of
F1*~ in MilliQ water is prepared, in which the pH is modified at 9 (by addition of NaOH) in
order to have the fluorescein in dianionic state. Several vials with different concentrations of
the Quatsomes were prepared, and the FI*~ solution was added to each vial, thus obtaining
samples with the same concentration of FI*~ but different concentration of QS. Samples
were incubated at room temperature under gentle stirring for 30 minutes. Notice that the
strategy followed by the experimentalists to study the effect of the concentration on the
properties of the system were the opposite to our own strategy; while in our simulations we
fixed the QS concentration and change the dye concentration, the experimental cases are
done the other way around. Both strategies are complementary and the obtained results
can be compared. In simulations S1-S4, it must be taken into account that the two leaflets
of QS are exposed to the interaction with the dyes, whereas in the experiments only the
external leaflet is accessible to the fluorescein. As an example, the simulation S2 (Table 5.2)
corresponds to an equivalent experimental situation of 4 fluorescein molecules interacting
with 54 CTAB molecules, an experimental ratio of 2:27 between fluorescein and CTAB.

It was observed that purification of QS-FI*~ by diafiltration induced a release of FI1*~
molecules from the QS surface. Series of washing cycles with fresh MilliQQ water were done
achieving a complete removal of all the fluorescein molecules decorating the QS surface,
proving the weak electrostatic interaction between the anionic dye and the positive surface
of the Quatsomes. This is completely in agreement with our simulations, which clearly show

the equilibrium state between FI*~ molecules bounded to QS surface and FI*~ molecules
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unbounded, freely diffusing in water.

It was possible to measure the presence of unbounded dye molecules in QS-FI*~ samples
by using centrifugal filters (Centricon, Merck Millipore with 100 kDa cut off). Presence of
non-attached FI*~ molecules was verified for samples that had less concentration of QS.
Simulation S1 corresponds to the experimental sample with the highest loading without
detecting the presence of unbounded FI*~ molecules. The other three simulations (S2, S3
and S4), correspond to experiments with higher FI*~ loadings on Quatsomes, in which
the presence of unbounded fluorescein has been detected (see F1-QS-5, FI-QS-6 and Fl-
QS-7 samples of Figure 5.13). This is in agreement with our simulations’ results, where
unbounded fluorescein can be seen, as in the trajectories of simulations S2, S3 and S4.

No relevant variations of the QS average sizes have been noticed after the addition of
fluorescein. Measurements done with DLS technique shows 70 nm of mean size, which is
maintained over 2 months, except in the case of the experiment with the highest amount
of FI>~ /QS ratio. This suggests the aggregation of material; the membrane components

together with fluorescein aggregates. This has also been observed in our simulations S2, S3

and S4.
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Figure 5.13: UV-vis absorption (left) and emission normalized by absorbance at X (right) of FI>~ and FI>~ - decorated
Quatsomes at different loadings. The code used to name the samples is made of three parts: the first one refers to
the fluorescein dye (Fl, in this case), the second one refers to the Quatsome vesicle (QS) and finally, the last one, is a
number associated to the dye loading, as in this case from 1 to 7 at increasing loading.
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The structuration of the QS has been evaluated by comparing the photophysical prop-
erties of the QS decorated with FI*~ and FI*~ in a water solution at pH = 9. The UV-vis
absorption and emission spectras of the QS decorated with FI*~ are shown in Figure 5.13.
The results show coherence with other works reported in literature about the interaction
of the fluorescein with CTAB micelles?”. Both absorption and emission of QS decorated
with FI*~ are red-shifted, probably due to the excited state of the probe when interacting
with CTAB. As a consequence of the increased loading of fluorophores, self-quenching of
the emission is noticed, as shown by the decrease of emission intensity (Figure 5.13).

Nevertheless, the re-organization over a vesicle can have a positive effect on the photosta-
bility of a dye. Photodegradation of fluorescein occurs via an interaction of the fluorophore
in the ground state with oxygen in the singlet state?®. For these reason, the photostability
of the FI>~ in water has been compared to that of QS decorated with FI*~. The evolution

of the measured fluorescence is shown in Figure 5.14.
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Figure 5.14: Variation of measured fluorescence of the free FI*~ (black line) and FI>~ - QS at different irradiation times.
The fluorescence intensity has been normalized by the value before starting the irradiation.
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Only the samples with lower FI*~ contents were monitored in order to exclude any
possible contribution of free F1*~ in water to the observed emission. Emission of free FI*~
decreases more than 60% after 40 minutes of irradiation, while it decreases less than 15%
when it is decorating the QS surface. This result can be explained by the fact that the flu-
oresceine is an hydrophilic dye that forms hydrogen bonds with the hydrogen of the water,
as it has been shown in a previous section. The fact that the dye interacts electrostatically
with the surface of the Quatsome implies that the fluorescein is protected from forming
hydrogen bonds easily, limiting the photodegradation of the dye and making therefore flu-

orescein more photostable when attached to QS'".

Based on our theoretical work supported with experiments, we conclude that the strat-
egy to nanostructure the anionic fluorescein dye on the surface of QS in basic water (taking
advantage of the cationic head of the CTAB molecules of QS) was a good initial strategy
to functionalize the surface of our vesicle. Nevertheless, the weak interaction between the
anionic dye of the fluorophores and the QS compromises the integrity and suitability of the
fluorescent organic vesicles for applications with imaging purposes. All this suggests the
search for other strategies for the nanostructuration like considering dyes with a different

nature, for instance hydrophobic dyes.
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Stephanie Kwolek

Quatsomes with hydrophobic dyes

Chapter 5 verses about the first attempt of this work to functionalize the Quatsome system,
by using it as a scaffold for fluorescein molecules (in that case a hydrophilic fluorescent dye).
Not having found an optimal result with respect to the initial objective (the simulations
have shown that fluoresceine molecules tend to aggregate), chapter 6 explores other widely
used fluorescent probes as candidates, the hydrophobic family of carbocyanine dyes.

The desirable properties of good fluorescent probes for microscopy are brightness and
high photostability and capacity of site-specific labeling and showing bio-compatibility. Car-

bocyanine dyes are highly fluorescent, although they may suffer poor solubility in aqueous
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media, limiting their use for bioapplications'*'®. Loading these dyes into a non-fluorescent
nanocarrier as the Quatsome, arranged as fluorescent organic system, offers an interesting
strategy to bring these organic dyes into aqueous media. The goal of this chapter is to
study the interactions of the elements of the QS-dye system, to see if the desirable physical
properties of the Quatsome and the desirable optical properties of the dyes are altered.
Similar studies have used small unilamellar vesicles (SUVs), e.g., liposomes, with sizes of
100 nm, as supramolecular nanostructures®’. However, there is a strong interest towards

new vesicular formulations, made by nonlipid components, able to overcome the intrinsic

9

instability of liposomes that hinders their biomedical applications

Carbocyanine molecules are lipophilic fluorophores with long alkyl chains, which can be
integrated into QS membrane exploiting hydrophobic interactions between the chains of the
dyes and the hydrophobic compartment of the double-layer membrane. The general cyanine
structure consist of two nitrogen atoms (one of which is positively charged) linked by a conju-
gated chain of carbons. Specifically, we use two water-insoluble carbocyanine dyes with two
18-carbons aliphatic chains; 1,1 -dioctadecyl-3,3,3 ,3 -tetramethylindocarbocyanine perchlo-
rate (Dil) and 1,1 -dioctadecyl-3,3,3 ,3 -tetramethylindodi-carbocyanine perchlorate (DiD)

(see their chemical structure in Figure 6.1)%7%.
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Figure 6.1: Schematic representation of chemical structure of Dil and DiD dye and normalized UV-vis absorption and
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emission spectra of Dil (yellow) and DiD (red). Experimental data is done by Dr. Ardizzone? in Nanomol group.
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Since fluorescence techniques only indirectly probe the dynamics of the native dye-
loaded Quatsome components, there exists a need to precisely determine the dynamics and
interactions of the elements of the system and water, at the atomic level'!’. Moreover,
no structural studies (X-ray crystallography or NMR) have been reported on Quatsome
bilayers containing Dil or DiD. In this line, all-atomic MD simulations can provide this
information, giving insight about the fidelity of the probe to QS fluidity and the extent to
which the probe perturbs the bilayer, and providing the first detailed predictions of Dil and
DiD dye location in a QS bilayer?.

Our AA-MD results are supported by experiments including the synthesis (comparing
different methodologies) and the characterization of the system, as well as stochastic op-
tical reconstruction microscopy (STORM), an innovative superresolution microscopy tech-

nique?’, in order to explore the potential of the dye-loaded QS for biological imaging.

6.1 MODEL AND FORCE FIELD OF CARBOCYANINE DYES

Cyanine family is well studied both experimentally and theoretically in literature since
decades ago. Nevertheless, we were interested in finding a suitable model and force field
for Dil (Cy3) and DiD (Cy5) carbocyanines compatible with CHARMM for our purpose,
and for that we utilize the follow strategy based on DFT electronic structure calculations.
In the case of Dil dye; first of all, its molecular structure was designed using GaussView
program, which is a part of the Gaussian09 software package’. After that, the geometry
of the molecule was optimized employing the Gaussian09 program. Quantum mechanics
(QM) calculations were performed using density functional theory (DFT) with RM062X
functional and 6-3114+G(d,p) basis set and also taking into account the presence of water
solvent for the optimization geometry. After geometry optimization, a first guess for the
force field parameters was obtained using the optimized structure in the CGenFF program

available as a web server. The force field parameters for the carboxyl chains [-CH,-CH,]s

were available but some of the parameters obtained by analogy for the cyanine part of
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the Dil molecule had high penalties, indicating the need for re-parametrization. These
parameters with high penalties were substituted by the parameters proposed in ref?*%* for
dyes (Cy3 dye parameter set in that reference). The parameters were obtained and validated
by using MM methods and QM calculations to compute the potential surface energies, as
detailed in the mentioned reference. Partial charges on Dil molecule were obtained using
the charge partitioning Merz-Kollman (MK) method!!. The Dil molecule has a net charge
of +1e and it is distributed as shown in Figure 6.2. There is an small asymmetry in the

charge distribution between the two indole rings of the head group (0.47e - 0.67¢). The
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Figure 6.2: Simulation snapshots of the Dil (left) and DiD (right) dyes using CPK representation. The color scheme
corresponds to the partial charge (in e units) as indicated in the color ruler. Distance corresponding to nitrogen atom
of the headgroup of the dye and the last carbon atom of the tail has a value of ~2.4 A and the corresponding distance
for the length of the head group of the Dil (n = 1) and DiD (n = 2) dyes are 1.6 A and 2.0 A, respectively.
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chromophore bridge has a small charge of -0.122e.

In the case of DiD dye, we took advantage of the already developed model for the Dil,
as the two dyes just differ in the number of ethylene groups in the chromophoric part, with
n = 1 for Dil and n = 2 for DiD. We followed the same steps to design and optimize the
molecule and we obtained the corresponding force field. The DiD molecule also has a net
charge of +1e, and the charge distribution is given in Figure 6.2. Unlike in the case of the
Dil, in the DiD the head group charge distribution obtained from DFT calculations using
the MK method is almost symmetric. The indole rings have a charge of 0.48e and 0.49e.
The chromophore bridge has a charge of -0.127e, similar to that of the Dil.

Input files containing all the employed parameters for the Dil and DiD dyes are available
in this repository: https://bitbucket.org/icmab__soft _matter _theory/carbocianine-dyes/src/

master/

6.2 MOLECULAR DYNAMICS SIMULATIONS OF CARBOCYANINE DYES

Once the model of the carbocyanine dyes is ready to be used, in this section we carry out
AA-MD simulations of the QS system with the dyes. There are three subsections: In the
first one, two different starting relative positions of the dye with respect to the Quatsome are
studied. In the second, the behaviour of a single dye at the Quatsome bilayer is analyzed.
And in the third, the interactions between two dyes in the QS are studied. Finally, a
subsection of experimental results is included.

All the simulations employ the same parameters of the force field (partial charges and
bond, angle and dihedral equilibrium values and force constants) for the Dil and DiD dyes,
which are those described in section 6.1. The QS membrane and water were modeled as in
chapters 3 and 5.

All the simulations have the same computational details: MD simulations were per-
formed using NAMD 2.11 software. The equations of motion were solved using a time step

of 2 fs. Electrostatic interactions were computed using the PME method with usual settings
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in NAMD (1 A resolution, updated each 2 time steps). Lennard-Jones interactions were
truncated at 1.2 nm employing a switching function starting at 1.0 nm. Periodic boundary
conditions were employed in all directions. Temperature was kept constant at 298 K using
a Langevin thermostat with a relaxation time of 1 ps. Pressure of 1 atm was imposed using
the anisotropic Nosé-Hoover-Langevin piston implemented in NAMD (oscillation period of
100 fs and decay time of 50 fs).

The equilibrated Quatsome bilayer employed in all the simulations of this chapter is the
same as the one in Chapter 3. This is, the Quatsome (QS) bilayer is formed of a patch of

15.7 nm* (containing 54 CTAB and 54 cholesterol molecules) simulated in water.

6.2.1 SIMULATIONS ABOUT THE STARTING POSITION

In this section we started by simulating the Dil dye and the Quatsome bilayer separated in

water, expecting an interaction by hydrophobic effect.

Table 6.1: Composition of the systems considered in the MD simulations, including total number of atoms, ratio of the
components of the system (Dil dye, water and CTAB molecules), total simulation time and size box after equilibration.

Atoms (total) Num. Molec. Sim time Size Box
dye/water/CTAB
S1 26946 1/6463/54 12 ns 25.7 nm* x 15.1 nm
S2 26946 1/6463/54 90 ns 18.1 nm* x 14.3 nm

S1 simulation (see Table 6.1) was built up with the aim of illustrating the trajectory
of a single Dil located far away from the Quatsome membrane in water. Additionally, a
chloride atom was added in order to balance the positive charge induced by the Dil dye.
It was performed a simulation of 10 ns of NPT ensemble, and it was find out that the Dil
molecule was not attracted towards the QS membrane, even though it is an hydrophobic
molecule. In order to force the interaction between the dye and the QS we run 1 ns of
steered molecular dynamics (SMD) simulation, which allows to apply an external force to
the molecule to move it in a desired direction. For that, a force of 1573.77 pN was applied

on the Dil’s centre of mass, forcing it to move towards the QS surface in z direction only.
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Then, we run 1 ns of NPT ensemble with superficial tension equal to zero, expecting the
Dil dye to enter inside the membrane. However, we found that the molecule automatically
bounced from the QS surface moving in the opposite direction, staying in the water (see
Figure 6.3). Analyzing the simulation results, we concluded that the Dil molecule is not
able to enter inside the QS membrane. We discarded repeating the simulation for the DiD

dye, as we assume that the results would be the same.

Figure 6.3: Simulation snapshot of the QS membrane with Dil dye outside (S1 simulation). It is possible to observe the
orientation of the dye (Van der Waals radii representation) with its tails orientated towards the QS surface. CTAt
molecules are painted in cyan and cholesterol molecules in blue. Bromide counterions of the CTAB are shown as pink
spheres.

Based on the previous result, we changed the strategy and considered a starting point
where the Dil molecule was inside the QS membrane. Firstly, we manually introduced
a Dil molecule inside one of the layers of the QS bilayer, between CTA™ and cholesterol
molecules. But also, we added a chloride atom in order to balance the positive charge
induced by the Dil dye (S2 simulations, see computational details in Table 6.1). We needed

to run a 10 ps minimization in order to avoid the overlap between the QS components and

147



Quatsomes with hydrophobic dyes

the Dil dye. Then, 90 ns of simulation were run, using NPT ensemble with surface tension
equal to zero. The results show that the dye remains inside the QS membrane stable along
simulation time, not deforming the membrane. Figure 6.4 shows the Dil molecule inside

the QS membrane.

Figure 6.4: Simulation snapshot of of the QS membrane with Dil dye inside (S2 simulation). It is possible to observe the
orientation of the dye (Van der Waals radii representation) inside the QS membrane. CTAT molecules are painted in
cyan and cholesterol molecules in blue. Bromide counterions of the CTAB are shown as pink spheres.

Previous experimental work? proves that the preparation method plays an important
role in the spectroscopic properties of the Dil and DiD dye, as aggregation states of the
fluorophores inside the QS membrane can occur. Methods such as incubation or ultrason-
ication, in which Dil and DiD dyes are loaded after QS synthesis, are less efficient than
DELOS-SUSP methods, in which the QS-dye system is synthesized at the same time. It
has been demonstrated experimentally that DELOS-SUSP methodology leads to the best
compromise between distribution of the dye over the membrane of QS and morphology of
the vesicles.

Both simulations (S1 and S2) can be compared with both types of experimental prepa-
ration methods. On one hand, the first simulation, S1, takes as starting point the Dil

molecule outside the membrane, as incubation or ultrasonication methods do, and it is
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shown that the Dil molecule does not enter the QS membrane, staying in the water. On
the other hand, S2, with the starting point of the Dil molecule inside the QS membrane,
corresponds to the DELOS-SUSP method, and better results in terms of stability of the
dye inside the QS membrane are obtained.

We conclude that, despite it was expected to see how a single dye would be incorporated
inside the QS membrane avoiding the water molecules due to its hydrophobicity, simulations
did not show that. The reason is that the preparation method plays an important role for the
incorporation of the dyes inside the QS membrane. Nevertheless, simulations demonstrated
that once the hydrophobic dye is incorporated inside the QS membrane, it remains stable
without exiting. This is required for the system to have good fluorescent emission, as

expected.

6.2.2 SINGLE DYE (D1l or DID) AT QUATSOME BILAYER

All simulations described in this section are built-up and minimized exactly in the same way
as simulation S2 (previous section). We considered a QS patch with a single dye molecule
(Dil or DiD) in water. Simulation S3 is the one with Dil dye and S4 is the one with DiD

dye. Computational details are described bellow in Table 6.2.

Table 6.2: Composition of the systems considered in the MD simulations, including total number of atoms, number of
molecules; molecules of dyes; S3-Dil and S4-DiD, water and CTAB, the simulation times and the equilibrated size box.

Atoms (total) molec. dye/water/CTAB Sim. time Size Box
S3 26946 1/6463/54 310 ns 258 nm?
S4 26848 1/6429/54 310 ns 257 nm’

In both cases, we first performed 1 ns of equilibration simulations using NPT ensemble
and then we performed larger equilibration simulations (80 ns for QS-Dil and 100 ns for
QS-DiD) using the NPT ensemble maintaining the QS bilayer at zero tension. After the
equilibration simulations, we performed production simulations for 230 ns and 210 ns for

S3 and S4 simulations respectively. In the case of S3 simulation, the equilibrated size of
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the simulation box for S3 was 43.96 A and 41.03 A in the XY plane and 143.13 A for the
vertical (Z) direction. And, in the case of S4, we had 45.20 A and 41.23 A in the XY plane
and 137.97 A in the vertical (Z) direction.

The first result observed while looking at the long trajectories is that both dyes are
stable inside the QS bilayer. They stay in one layer during all the simulation time, no flip-
flop is observed at the studied timescale. Moreover, the dye became a part of the leaflet,
maintaining the stability and fluidity of it, and the bilayer showed no change or deformation
due to the incorporation of the dye molecule. It can be concluded from the simulations that
the model employed for Dil and DiD dyes and Quatsome correctly predicts the experimental
observation that the dyes are stable inside QS membrane?.

In Figure 6.5, we show snapshots from the simulations and the average atomic density

profiles. Both DiD and Dil dyes have their carbocyanine groups in contact with water,

with their nitrogen atoms located in the hydrophilic region of the QS bilayer (i.e., inside
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Figure 6.5: Results from MD simulations for hydrophobic dyes in Quatsomes: (a) Dil and (b) DiD. For each dye, we show
arepresentative snapshot and the average atomic density profiles of selected atoms in the direction perpendicular to
the QS bilayer. In the snapshots, CTAB molecules, water molecules and the dye molecule (emphasized) are shown in
CPKrepresentation. Cholesterol molecules and ions are not shown for clarity. The atomic density profiles indicate the
location of two characteristic dye atoms (N from the carbocyanines and terminal C from the alkyl chain), the location
of the hydrophobic core (C atoms from CTAB) and the hydrophilic headgroup region (defined by oxygen atoms from
cholesterol -OH and nitrogen atoms from CTAB). The atomic density for dye atoms is multiplied by a factor of 100 to
help identification of the peaks. The region occupied with water is indicated with a shadow to help interpretation of
atomic density profiles.
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the QS region delimited by the head groups of the CTAB surfactants and the -OH groups
of the cholesterol molecules). Density profiles of both dyes are almost identical and results
obtained are representative due to the large amount of collected data, which leads to stable
statistics. The hydrophobic area is well defined within 3 nm zone (Fig. 6.5, white area).

Regarding the molecular organization of the QS-dye system (see Figure 6.5), the aliphatic
chains in both carbocyanines dyes are immersed inside the hydrophobic layer of the QS,
as expected, and the head groups formed by two quinoline and the chromophore part are
located in the QS surface-water interface. Looking at the graph from right to left, the atoms
that show more affinity towards water are ranked as nitrogen atoms from CTAB-head, ni-
trogen atoms from dye-head, oxygen atom from Chol-head and carbon atoms from dye and
CTAB-tail. It is worth mentioning that, sometimes, during the simulation trajectory the
head group of the dye tilted with respect to the QS surface. Then, one of the two quino-
line groups of each carbocyanine remained more exposed to water, while the other one was
inmersed in the bilayer. Regardless of the location of the dyes in the QS, we point out that
they oriented in parallel with the water-surface interface (this has been already observed
in simulation S3). This is in contrast with the study of the Dil inside the DPPC lipid
bilayer, where the dyes appear hidden below the head groups of the phospholipids'’. This
behaviour of dyes at DPPC bilayers can lead to instabilities in the long term, as the dyes
are far from the water-surface interface.

As shown in Figure 6.5, the presence of a dye may affect the two leaflets of the QS
bilayer, as the dye length is larger than one of the QS leaflets. Distance between the density
peaks corresponding to carbocyanine nitrogen atoms and the terminal carbon atom of the
aliphatic chains is around ~2.4 nm, compared with the 3.4 nm size of the hydrophobic
bilayer of the QS (see Figure 6.2).

We noticed that loading a single Dil or DiD molecules in the membrane did not change
the thickness of the bilayer (measured from the peaks of the nitrogen-nitrogen atom dis-

tance from CTAB distribution), as we obtained a value of 4.17 nm (almost similar value as
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QS membrane alone calculated in Chapter 3, 4.3 nm). This result is again in contrast with
the MD simulations work'? that studied Dil loaded in DPPC lipid bilayer. They calcu-
lated a thickness of 4.22 nm of the membrane alone, but observed an increase of thickness
when adding the dye. These absolute thickness changes correspond to increases of 5.2%.
Despite the fact that loading dyes inside the QS leaflets could make us expect instabili-
ties on the membrane, the results show the contrary, with dyes perfectly incorporated and
interdigitated between QS components.

Concerning the orientation of the dyes at the water/QS interface, in Figure 6.6, we report
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Figure 6.6: Top panel: Angle between carbocyanine groups of Dil or DiD and the water/QS interface as a function of
time during MD simulations, sampled each 10 ps. Inset: snapshot of observed orientation of a dye molecule in MD
simulations illustrating the definition of the angle. Bottom panel: Histogram of angles in the configurations obtained in
the top panel (% of configurations with given angles, each 4°).
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the angle between carbocyanine groups of Dil or DiD dye and the water/QS interface as a
function of time during the MD simulations. We report the observed time series during the
production runs and the statistics derived from the time series. The average (equilibrium)
angle is 1.88° in the case of Dil dye and 0.14° in the case of DiD dye (see Figure 6.6). The
slightly larger value for the Dil dye can be explained by the charge distribution asymmetry
in the head group of that molecule, as it has been explained in the previous section. In
average the carbocyanine group can be considered parallel to the interface. However, clear
fluctuations are observed in Figure 6.6 with substantial deviations from the average angle.
These fluctuations are more frequent in the case of DiD dye (Figure 6.6). On the contrary,
the Dil chromophore angle in a DPPC phospolipid bilayer was ~13° with respect to the
bilayer normal'".

For both dyes we observe a substantial mobility in the QS membrane. In Figure 6.7 we
report the lateral (in the bilayer plane, XY plane) motion of the Dil and DiD dyes in the QS
bilayer. In order to characterize the motion of the dyes, we have selected the central carbon
atom of the carbocyanine. The trajectory followed by this particular atom is shown for
the full production run in the top panels of Figures 6.7 for Dil and DiD dyes, respectively.
The statistical analysis of these trajectories shows that the motion is Brownian, since the
mean squared displacement (MSD) in the XY plane follows a straight line with time. If we
compare both trajectories we notice, on one hand, that the Dil dye has more mobility inside
the membrane than DiD dye, as it is able to explore a bigger surface within the same time.
On the other hand, the DiD dye, which has a longer chromophore part, seems to diffuse
with a preferred direction and this can lead to slow movement and exploration within the
membrane in comparison with the Dil dye.

The lateral diffusion coefficient D is also determined in Figure 6.7 (values obtained for
that case are given in A* ps™) by fitting to the Einstein relationship MSD(t) = 4Dt. We
calculated diffusion coefficient values for DiD and Dil dyes but also for Quatsome (CTA™

component). In this case, we compare the diffusion coefficient of the CTA™ with and without
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Figure 6.7: Top: Lateral diffusion of Dil and DiD dyes in the XY plane (the plane of the QS bilayer) during MD simulations
of dyesin QS bilayers. Top panels: Trajectory of Dil and DiD (top), indicating the X,Y position of the central carbon of the
carbocyanine each 10 ps during a 160 ns MD simulation. Bottom: MSD of the trajectory calculated over the trajectory
of the top panel, averaged over blocks of 400 ps. We also show a linear fit of the MSD and the results of the fitting,
which gives the lateral diffusion coefficient according to Einstein relation.

the presence of a dye inside the membrane. Finally we compare them with phospholipid
molecules in a lipid bilayer and water.

Note that the diffusion coefficients are calculated averaging only the bilayer planar
directions (X and Y), otherwise the vesicle would lose its stability. As seen in the Table 6.3,

—II

values of diffusion coefficient are in the order of 10~ m?*/s, diffusing much slower than water
molecules. Remarkably, we notice that the order of magnitude of the diffusion coefficient of
a phospholipid lipid bilayer® is the same, 107" m?/s, i.e. the value of the diffusion coefficient
of DPPC is 1.07 x 107" m?/s and the Dil dye inside it is 9.7 x 1072 m*/s'?. Based on

121

the fluid mosaic model“", phospholipid membranes must be in a fluid state for normal cell

functioning. Thus, by comparing the given diffusion coefficients, one can affirm that QS
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itself behaves as a fluid membrane, as phospholipids in liposomes. The fact that dyes are

loaded in it does not change its diffusion and fluidity properties.

Table 6.3: Diffusion coefficient values for the dyes, Quatsome (CTA™), water and phospholipid molecule in m*/sThe
selected atom for the calculation of the diffusion coefficient for QS and water molecules are a hydrogen atom of the
methyl group located on the bottom of the CTA™ tail in the QS and the oxygen atom of a random water molecule
selected, respectively.

Diffusion coefficient (m?>s™")

Dil 3.2x 107"
DiD 4x 107"
CTA™ (dye inside QS) 23x107™™
CTA™ (no dye inside QS) 2.27 x 107
Phospholipid ' 1x10™"
water '° (TIP3P) 5x107?

6.2.3 DYE-DYE INTERACTION

In order to study the dye-dye interaction inside the QS membrane, we followed the strategy
described below. Firstly, to build up a system made of a Quatsome membrane loaded
with two Dil molecules or two DiD molecules, we took simulations S3 and S4 respectively,
duplicated them and merged the result, giving simulations S5 and S6 respectively. In the
case of S7 simulation, we merged simulations S3 and S4, and added two more patches of
Quatsome membrane, to have the case of one Dil and one DiD molecule. In all cases
it was required to run a 10 ps minimization in order to avoid the overlap between the
QS components. Then, ~40 ns of simulation were run, using NPT ensemble with surface

tension equal to zero. All the computational details are described in Table 6.4.

Table 6.4: Composition of the systems considered in the MD simulations, including total number of atoms, ratio of the
components of the system and simulation time.

Atoms (total) Num. Molec. Sim. Time Size Box
dyes/water/CTAB
S5 53892 2/12926/108 41.5 ns 32.2 nm* x 16 nm
S6 53696 2/12858/108 40.5 ns 32.1 nm* x 16 nm
ST 101248 2/23778/216 40.6 ns 91.2 nm* x 16 nm
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SIMULATIONS WITH TWO IDENTICAL DYES: Dil-Dil aND DiD-DID

For both the Dil-Dil and DiD-DiD dye cases, both pairs are perfectly incorporated and
interdigitated between QS components. Furthermore, they do not aggregate. Note that Dil
dyes in DPPC phospholipid bilayer'” also do not aggregate. This result is really impor-
tant, because dye aggregation and interactions with QS could strongly limit their utility,
substantially modifying the linear and nonlinear optical properties of the dyes®*.

Results from Dil-Dil pair (S5 simulation) show that both dyes remain inside the QS
membrane stable along simulation time, not deforming the membrane or aggregating be-
tween them. The calculated thickness (measured from the peaks of the nitrogen-nitrogen
atom distance from CTAB distribution) did not change, as we obtained a value of 4.17 nm
(same value as single dye at the QS (Figure 6.5)). From the density profile we also observed
that the orientation of the bilayer components did not change when adding the two dyes.
They show the same behaviour as in the case of a single dye. In Figure 6.8-(a), the Dil
molecules inside the QS membrane are shown. As observed there, both dyes are located
and oriented as expected, being the head groups at the water-surface interface and the tails
completely immerse in the hydrophobic region of the membrane. Both dyes are not aggre-
gated or close enough to interact with each other. As the interest of this simulation was to
study the possible interaction between dyes within the membrane and such interaction does
not happen, results of the behaviour of each individual dye are not commented because they
are the same as those in simulation S3. Finally, we calculated the distance between both
dyes as a function of time. Figure 6.8-(a) shows the distribution of distance of the central
carbon atoms of both dyes, presenting a wide distribution, practically uniform between 4.2
- 4.7 nm.

Very similar results are obtained for the DiD-DiD pair (S6 simulation) inside the QS
membrane. We observed stability of the whole system during time, and no interaction
nor aggregation of both dyes. Thus, as explained before, the results of the behaviour of

individual dyes are analogous to those in simulation S4. Nevertheless, the thickness of the
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Figure 6.8: Two snapshots of the Quatsome membrane (front and top view) showing both components CTA* and
cholesterol in blue and cyan, respectively for (a) panel and grey and cyan for (b) panel. Bromide counterions are rep-
resented in pink spheres and the two Dil and DiD dyes are in licorice representation in magenta and dark-blue colour,
respectively. The distribution of the distance of the bond of the center of mass of the chromophore part of the dyes is
plotted in both cases.
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membrane slightly increased to a value of 4.26 nm, and the distance distribution obtained
is a bit different. As shown in Figure 6.8-(b), a Gaussian distribution is obtained, with a

peak at ~3 nm.

We concluded that the relatively long carbon alkyl chain of the Dil or DiD dyes are
permitted, energetically, to cross the center of the bilayer and extend into the opposite leaflet
(see Figure 6.8). Stable location of dyes in one leaflet is caused by the chromophore’s and

the QS surface’s positive charge, as no tendency to flip to the opposite leaflet is observed.

SIMULATION WITH DI1I-DI1D DYES

In the case of the Dil-DiD pair, the thickness value is 4.32 nm, in comparison to the QS
membrane alone (4.3 nm value calculated in Chapter 3). It is a consistent result as we do
not observe any deformation of the membrane. However, we do see aggregation between
dyes.

It must be highlighted that at the beginning of the simulation run both dyes were
separated, located at a random point inside the QS membrane, and after equilibration they
moved towards each other. Once being close, they remained in that relative position until
the end of the simulation, diffusing together through the Quatsome membrane, as shown in
Figure 6.9.

This figure shows two favourable and most probable configurations when dyes are ag-
gregated. Tails appear always together, but the head groups can be either attracted or
repelled. With the word attracted we refer to the fact that the headgroups are interacting,
appearing together. And with the word repelled we refer to the fact that the headgroups
are not interacting, appearing separated. This is due to their positive charge distributed in
the head group. Figure 6.9-(b) shows the attracted case and 6.9-(a) the repelled case. The
pair distance showed a typical equilibrated value of ~8.9 A, although we observed values of

~12 A corresponding to the case when head groups are repelling. The zoomed snapshots
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Figure 6.9: Two examples of the Dil-DiD pair orientation inside the QS bilayer. Snapshots of the QS membrane with
bothdyes inside; Dil (pink) and DiD (blue), with azoomed image next to it. Bothzoomed snapshots of the dyes arein Van
der Waals radii representation showing their charge distribution. Also, two graphs are associated in each orientation
panel in order to show the distance between the N-N (charged) between both head groups of the dyes.

in the figure not only show the configuration of the dyes but its charge distribution (charge
scheme is the same as in Figure 6.2). We show also the bond distance of the N-N of both
dyes with respect to time.

In order to calculate how strong this interaction is, we calculated the PMF between
each dyes, considering the nitrogen-nitrogen atom distance from CTAB as generalized coor-

dinates. Figure 6.10 shows that big force (up to ~25 kcal/mol) is needed to separate both
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dyes’ head groups more than ~16 A and tails show resistance to being separated.
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Figure 6.10: PMF between N-N bond of both dyes. Molecules are in Van der Waals radii representation and painted in
blue and pink for the DiD and Dil dye, respectively.

The fact that both dyes with different length in the chromophore part are interacting
or aggregating, can have an impact regarding the optical properties of the dyes. When
two dyes are close enough to each other they can exchange energy by RET (Fluorescent

)1312 and the emission can occur from one of many independently moving

Energy Transfer
(or oriented) molecules. These process occurs without emission of a real photon, exchanging
a virtual photon, as a result of dipole-dipole interaction between the donor and acceptor.
In our case with the Dil dye is the donor and the DiD dye is the acceptor.

This phenomenon is interesting due to its potential for designing multicolor fluorescent
nanoparticles for bioimaging, for instance to visualize specific targets from complex living
cells 7616 Nevertheless, the exact mechanism of these phenomena (RET) is under investi-
gation, as it is unclear how both donor-acceptor dyes interact for this emission to occur. A
theory developed by Painelli et al.?* predicts that the dye that acts as donor is excited, in

which the positive charge is located in one of the nitrogen atoms of the head group obtaining

two degenerate states, and the dye that acts as acceptor is in its ground state, having the
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positive charge located in the center of mass of the chromophore part 252,

Thus, according to this theory, in order to understand if energy transfer phenomena
occurs in our system, the distance between donor-acceptor seems critical. For this reason
we have computed that value during our simulations, shown in Figures 6.8 and 6.9. Thus,
the theory suggests that the distance between chromophores should be calculated between
one nitrogen atom of the head group and the center of mass of the chromophore part.
We have considered both nitrogen atoms and results are plotted in Figure 6.11. Both
nitrogen atoms (N1 and N2) have an average distance of 1.3 nm to the center of mass of
the chromophore part, obtaining equal values but different distributions of distance with
time. This average distance is almost the double of the that one calculated for the N-N

bond distance (0.89 nm), as shown in Figure 6.11.
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Figure 6.11: Distance of the nitrogen atom of the Dil dye (donor) and center of mass of the chromophore part of the
DiD dye (acceptor) with time. As Dil dye presents two nitrogen atoms in its head group, it have been considered both
possible bonds with the DiD (donor).

6.2.4 EXPERIMENTAL RESULTS

The results of our MD simulations are supported by experiments developed in collabora-
tion with Nanomol group (ICMAB-CSIC) and Dr. Lorenzo Albertazzi at the Institut de

Bioenginyeria de Catalunya (IBEC). Those experiments include the synthesis, in which
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different methodologies for the preparation of the Quatsome system loaded with dyes are
considered, the characterization of the system, and a technique called stochastic optical re-
construction microscopy (STORM, an innovative super-resolution microscopy technique®").
All this experimental work has been done with the aim of exploring the potential of the
dye-loaded QS for biological imaging.

All the experimental results reported and discussed in ref.? show that, taking advantage
of the non-covalent interaction between the aliphatic chains of the dyes (the carbocyanines)
and the hydrophobic compartment of Quatsomes bilayer, it is possible to solubilize Dil
and DiD hydrophobic dyes with long alkyl chains in water, by incorporating them into
Quatsomes (Figure 6.12-B). Dye-loaded QS can be prepared in a one-step method using
compressed CO,, DELOS-SUSP® method (Figure 6.12-A), showing several advantages over
conventional routes for the preparation of functionalized vesicles like sonication (Figure

6.12-C).
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Figure 6.12: A) Schematic representation of the DELOS-SUSP method for the preparation of QS loaded with dyes (Dil
and DiD), B) Cryo-TEM image of DiD-QS and C) absorption spectra of DiD in ethanol solvent (EtOH) and DiD-QS pre-
pared by different methods; thin film hydration (TFH), sonication (SON) and incubation (IC) Note: 'D-QS-2’ is the code
used by the experimentalist, for a specific loading of the DiD dye in the QS bilayer. Figure adapted from ref.® with
permission from the Wiley-VCH.
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The absorption spectra of DiD-loaded QS obtained by DELOS-SUSP and by thin film
hydration (THF) are very similar to the spectra of solvated DiD in ethanol solvent, showing
a narrow band with well-determined vibronic structure. In Figure 6.12, all the other samples
show a broad spectrum with the appearance of intense features on the blue wing of the band,
pointing to the formation of H-aggregates'?. The similarity of spectra of DiD-loaded QS
prepared by DELOS-SUSP and TFH methods suggests that the dye molecules are well
dispersed as isolated species inside the QS membrane.

DiD-loaded QS are colloidally stable during months, with no appreciable changes in size
distributions, nor in absorption or emission spectra over a 2 month period (Figure 6.13).
In terms of size particle, despite samples with Dil are bigger than samples of QS without
Dil dye, they are stable, their size not changing. Polydispersity index (Pdi) changes exactly
the same in both samples (with and without dye) after 2 months. Similarly, the variation
of the {-potential after 2 months is more or less the same for both samples; both values

decrease, probably due to the dilution of big particles. Values are reported in Table 6.5.
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Figure 6.13: A) Stability of the DiD-QS sample in water evaluated by UV-Vis absorption and emission spectra (Aexc =
610 nm) monitored over 2 months. Figure reproduced from ref. with permission from the Wiley-VCH.
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Table 6.5: Size and Z-potential of Quatsome samples with and without Dil dye.

Z-average (d.nm) Pdi Z-potential
0 days 2 months 0days 2 months 0 days 2 months
QS 7723  77.61 £29 0.457 0.414 93.5 889 £78
QS-DiI  95.53 95.77 £33 0.136 0.14 43.6 36.7 £ 5.1

Within this context, it was possible to explore the potential of dye-loaded QS for
imaging. In particular, we demonstrated that thanks to their colloidal and photochemi-
cal stability and to the photophysical properties, they can be used as probes for STORM
superresolution microscopy.

The analysis of the images at molecular level provided quantitative information about
the size of the vesicles and a rough estimation of the number of dyes localized in each
vesicle (see Figure 6.14-A). The size distribution obtained by analyzing the STORM images
(Figure 6.14-B) reveals that the mean size of resolved Quatsomes (6137 in total) is around
99 nm, the mode is around 85 nm and very few vesicles have sizes higher than 200 nm.
Comparing these values with the sizes of the vesicles detected by the cryo-TEM images,

Quatsomes appear a bit smaller under the electron microscope.
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Figure 6.14: A) Images of Dil-loaded QS obtained by conventional wide-field microscopy and STORM (Aexc =561 nm).
B) Distribution of size and number of localizations per QS extrapolated from STORM images.
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As a closure for this chapter, we want to point out that all the presented results lead us
to the conclusion that all-atomic MD simulations are a feasible method to determine precise
dye locations in QS bilayer. This information cannot be determined by means of experi-
mental tests. Our simulation results are also consistent with the experimentally-observed
enhancement of fluorescence of Dil and DiD dyes upon incorporation into membranes. Over-
all, it has been shown that a family of non-water fluorophores, the carbocyanines (Dil and
DiD), can be stabilized in aqueous media by means of the their incorporation inside the
Quatsome membrane, obtaining a potential class of nanostructured systems with excellent

optical and colloidal properties.
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arts and sciences are avatars of human creativity

Mae Jemison

Conclusions and Perspectives

7.1 GENERAL CONCLUSIONS

In this PhD thesis, we have investigated the Quatsome vesicular system via MD simulations,
with the aim of getting a detailed insight about this system and its interactions with other
organic molecules, like dyes, at an atomistic and molecular level. Along this research, we
have developed the seeked deep understanding about the physico-chemical properties of
the Quatsome, as well as important insight about its applicability for imaging. We have
presented the conclusions of our results in each chapter, but we want to summarize here

the most important ones.
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In the beginning, we considered a planar bilayer of a novel system, made of surfac-
tant (CTAB) and sterol (Chol) molecules: the Quatsome. Previous atomistic simulations
of this system had revealed the synergy between the CTAT (of CTAB) and the choles-
terol molecules, making them self-assemble into bimolecular amphiphiles (called synthons),
and then into bilayers. By all-atomic simulations, we obtained the most relevant physico-
chemical properties of the system, at the maximum spatial resolution. The observed molec-
ular organization of the components explains the robustness and stability of the system,
as it remains stable under variations, for example the presence of tension or salt, or the
increase in temperature. We have observed the existence of asymmetries in the tilt angle
of the components of the bilayer, which has also been seen in other cationic systems as well
as in experimental AFM measurements of the QS. We believe that this phenomenon could

be related to the spontaneous curvature of the bilayers of thermodinamically stable vesicles.

We developed a Martini coarse-grained force field for the CTAB®. We simulated a
full Quatsome vesicle via coarse-grained simulations (for the first time to the best of our
knowledge). From the results we conclude that the presence of defects in the bilayer is the
responsible for the curvature in it. This is in line with the theory, that requires an asymme-
try for the existence of spontaneous curvature. Without such asymmetry, we would expect

to see disc-shaped bilayers instead of vesicles.

In the second part of the thesis, we have investigated the interaction of the Quatsome
with dyes. We developed a force field for the fluorescein molecule, and based on the MD
simulations using such force field, we conclude that the strategy to nanostructure the an-
ionic fluorescein dye on the surface of the QS in water (taking advantage of the cationic head
of the CTAB molecules) is a good initial strategy to functionalize the surface of our vesicle.
Despite the existence of electrostatic interaction between fluorescein molecules and Quat-

some surface, there is a competition between such attraction and the tendency of fluorescein
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to aggregate in water, resulting in very few dye molecules attaching to the QS surface. This
compromises the integrity and suitability of the resulting fluorescent organic vesicles for
applications with imaging purposes. All this suggests that the search of other strategies
for nanostructuration of dyes is required, for instance considering dyes of hydrophobic na-
ture. The MD simulations reported in chapter 6 show that a family of non-water soluble
fluorophores, the carbocyanines (Dil and DiD), can be stabilized in aqueous media by in-
corporating them to the Quatsome, obtaining a potential class of nanostructured systems
with excellent optical and colloidal properties. Our simulation results are consistent with
the experimentally-observed enhancement of the incorporation of Dil and DiD into mem-
branes. In addition, we want to highlight that MD simulations are a suitable method to
determine precise dye positioning in the Quatsome bilayer, and that this information is not

reachable by means of experimental tests.

By all the previously explained, we consider that the initial goal of the thesis, to deepen
the overall understanding of the Quatsome vesicular system and some of its applications,

has been fulfilled.

7.2 PERSPECTIVES AND ONGOING WORK

The present thesis has opened many perspectives for future work. In fact, we started a
preliminary exploration of several possible extensions of the present work in the following
directions. A summary is explained: the self-assembly mechanism for Quatsome vesicle
formation and the possibility of changing the Quatsome components, using other surfactant

or other sterol.
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7.2.1 SELF-ASSEMBLY OF QUATSOME VESICLE

In chapter 4 of this thesis we performed a simulation where we obtained a stable full
Quatsome vesicle. Furthermore, it has been experimentally proven (by Nanomol group)
that when CTAB and cholesterol molecules are dispersed in aqueous solution, they tend
to spontaneously self-assemble into vesicles of various sizes, due to their hydrophobic and
hydrophilic segments. This two facts encouraged us to simulate the self-assembly pro-
cess, to obtain more information of the stabilization mechanism. For that, we performed
coarse-grain MD simulations with CTAB and cholesterol molecules randomly distributed in
aqueous media (1:1 ratio and employing the same computational details as in chapter 4),
to see if the system would evolve towards the formation of a vesicle. Preliminary results

are shown in Figure 7.1 and 7.2.
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Figure 7.1: (a)-(b) Simulation snapshot of the final equilibrated configuration of the system. Box size for (a) 65x78x78
nm and (b) 44x42x42 nm. CTAB molecules are colored in blue, cholesterol molecules in orange and bromide ion in
yellow. Boundary conditions applied for the to reconstruct the images.

Firstly, we considered the same number of CTAB and Chol molecules (2197 each com-
ponent) as in the simulation of a full QS vesicle (chapter 4). After 9 us of simulation time,

we obtained 3 disk-like micelles with a diameter size ranging in ~12-22 nm as shown in
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Figure 7.1-(a). After longer simulation time, we concluded that the system had reached
an equilibrium state or the dynamics of the system were too slow. Thus, we decided to
increase the concentration of the same system, by considering a simulation box of 32x33x36
nm, but the system reached a planar bilayer patch connected to itself due to the boundary
conditions, so we discarded it. Secondly, we doubled the number of component molecules,
so we made up a system of 4123 CTAB and 4123 cholesterol molecules. In this case, we
obtained a final configuration after 603 ns, in which all the molecules were together forming
a long deformed bilayer, with certain curvature and a length of of 74 nm (see Figure 7.1-
(b)). Finally, we increased the number of QS components up to 8748 of CTAB and 8748
of cholesterol molecules. We obtained similar results as in the previous case, a final meta-
stable state in which all molecules were together forming irregular shapes with curvature

(see Figure 7.2-(c)).

Figure 7.2: Simulation snapshots of the formation of the big-assemble made of CTAB and Chol molecules in a cubic box
of 54x54x54 nm. Image (c) boundary conditions applied for the to reconstruct the images.

All run simulations have in common that, spontaneously, the components of the QS
preferred to interdigitate forming those unilamellar structures, rather than aggregate form-
ing micelles of CTAB or cholesterol crystals. Also, as shown in the Figure 7.2, from the MD
trajectories we observed how CTAB and cholesterol molecules rapidly assembled into small
mixed micelles and then they started fusing into elongated micelles. Those micelles started
fusing between them too, reaching a final state in which all the molecules considered for the

simulated system were assembled into a big structure with a non-defined morphology.
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As far as we have observed in the CG-MD trajectories, the system is in a meta-stable
state. A certain curvature is observed, but there is no clear indication that the bilayer
will close into a vesicle. There are three most probable possibilities: the first one is that
the vesiculation leads to a thermodinamically stable vesicle*. In that case, our simulations
would still be in an early stage of the process, and more simulation time would be required
to see the vesiculation. The second possibility is that the formation process leads to a
kinetically stable vesicle?, so the bilayer in our simulations would be in an energy well, and
some extra energy would be needed for the vesicle closure. The third scenario would be
related to the limitations of coarse-grained method or the employed component models®.

About the mentioned limitations, it is well known that Martini coarse-grained simula-
tions® reproduce well the AG energy value. However, the model can consider contributions
on AG that should be in the AH. Thus it induces to generate configurations with lower en-
tropy, and that is why the solvent in Martini can crystallize and we have to consider adding
anti-freezing water molecules to overcome this problem. As the entropy of the system is a
fixed value due to the CG approximations, one thing that can be done is to increase the
temperature of the system.

As we did not reach a proper vesicles as final structures from our simulations, we

considered increasing the temperature in order to increase the entropy of the system. We

10 ns 35ns 60 ns

Figure 7.3: Simulation snapshots of the self-assembly of the Quatsome vesicles from a disk-like micelles configuration.
Temperature of the system 503.15 K. The QR code shows the vesiculation of the Quatsome vesicles.
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considered the last configuration of the first case of study, the one corresponding to Figure
7.1-(a) and raised the temperature from 298 K up to 503.15 K. Automatically, we observed
how the system relaxes and some CTAB molecules evaporates. The three disk-like micelles
evolve to spherical vesicles as expected (see Figure 7.3).

We compare the lamellar-to-vesicle transformation process of the Quatsome system to
a pre-equilibrated POPC bilayer (361 lipids per leaflet)!. This simulation started from a
regular planar equilibrated bilayer conformation, and then considered a bigger simulation
box, so that the bilayer would not be in contact with itself (through the simulation box
limits), with the aim of observing a lamellar-to-vesicle transformation process (as shown in
Figure 7.3). Whereas in our case, we start from a disk-like micelles configurations. Lipid
headgroups rapidly replaced the lipid tails exposed at the edges of the bilayer patch to form
a bicellar intermediate (snapshot at t = 10 ns). A rather fast closure of the bicelle followed
(t = 60, 70 ns) to form a small vesicle (t = 100 ns). We observed the same behaviour with
the Quatsome system but with less simulation time as shown in Figure 7.3. This process of
vesicle formation is identical to that described for standard Martini”.

Although there are no concluding results yet, the gathered evidence so far leads us

POPC lipid system

0 ns 10 ns 30 ns 50 ns 60 ns
Figure 7.4: Lamellar-to-vesicle transition for POPC lipid and Quatsome system. Figure of the POPC lipid system is

adapted from ref.* with permission from The American Chemical Society, whereas the snapshots from the transition
of the Quatsome system are from our MD simulations.
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think that we are in the first scenario: a vesiculation process that leads to thermodynam-
ically stable Quatsome vesicles. Preliminary experimental evidences obtained by Nanomol
group (Dra. Mariana Kober, Dra. Lidia Ferrer-Tassies and Dra. Nora Ventosa) are the
following. Quatsomes can be obtained following different preparation routes. It seems that
size distributions, vesicle morphology and {-potential, are practically identical when QS
were prepared using ultrasounds (US) and the depressurization of a CO,-expanded liquid
(DELOS-SUSP). Also, the Quatsome formation is reversible, meaning that QS rupture and
re-formation can be controlled by varying the volume fraction of ethanol in the dispersant.
Finally, Quatsomes are stable in time. For QS dispersed in water the temporal stability
is truly remarkable. Evidence from our MD simulations remarks the stability of the QS
bilayer, both in a planar bilayer and in a vesicle shape. We have seen asymmetries in the
leaflets and the QS synthon is maintained during the full vesicle simulation.

This ongoing work is one of the most interesting perspectives of this thesis and intense

work is being done.

7.3 (CHANGING THE SURFACTANT: MKC

For applications involving intravenous administration, the CTAB is not a suitable surfactant
due to its toxicity'’. In order to be able to use Quatsomes for this type of applications,
an interesting option is being considered. In particular, we started to explore the case
of vesicles made of tetradecyldimethylbenzylammonium chloride (MKC) surfactant and
cholesterol (see Figure 7.5-(a)).

Experiments done by Nanomol group (Guillem Vargas and Dr. Nora Ventosa), showed
that the presence of salt in solution (NaCl) is essential to achieve stable vesicles made of
Chol/MKC, but also that an excess of salt makes the vesicles unstable. Hence, these cationic
vesicles can exist only in a certain, appropriate range of salt concentration (~100-300 mM of
NaCl, see Figure 7.5-(b)). At 0 mM of NaCl, unstable elements of more than one population

(vesicles and tubular structures) were obtained, and above 300 mM of NaCl, precipitation
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(a) (b)
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Figure 7.5: (a) Chemical structure of the MKC molecule. (b) Experimental scheme of the Chol/MKC 1:1 vesicle forma-
tion as function of the salt concentration (no salts, low salts and high salts). Cryo-TEM images are provided by Nanomol
group.

and lack of formation of unilamellar vesicles was observed. On the contrary, in the case of
Chol/CTAB system, Quatsome vesicles were already formed in pure water and are stable
in several salt concentrations.

In order to understand this effect, we performed a series of atomistic MD simulations
with the Chol/MKC system in water and in presence of NaCl salt at different concentrations.
High-level DFT quantum mechanics calculations were used for the parameterization of the
force fields employed in our MD simulations.

We built up a Chol/MKC 1:1 planar membrane at 0, 100 and 500 mM of NaCl added
salt. Observing the dynamic trajectories we saw that all the three cases behave as a fluid
membrane. At concentrations of 100 mM of NaCl our simulations show the formation of
stable bilayers, whereas at concentrations of 0 or 500 mM of NaCl the bilayer structure is
no longer stable (see Figure 7.6).

As seen in Figure 7.6-(b), when 100 mM NaCl is added, we obtain an interdigitated

bilayer with a thickness (nitrogen-nitrogen atom distance) of 3.5 nm (smaller than the thick-
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(b)

Figure 7.6: (a) and (b) Simulation snapshot of the Chol/MKC 1:1 bilayer in water (0 mM of added NaCl) and in water
with 100 mM of added NaCl, respectively. MKC and Chol molecules are represented in green and orange respectively
and nitrogen atom of MKC and oxygen atom of Chol are green and orange spheres. Chloride and sodium ions are rep-
resented in magenta and dark-blue spheres. Water molecules are coloured in blue.

ness of the Quatsome bilayer, 4.3 nm). When no salt is added, we observe a membrane
formed by coexisting structures of monolayers (see black arrows in Figure 7.6-(a) and bi-
layers. Another relevant result is that MKC and cholesterol do not form a synthon, as
CTAB and cholesterol do. The interactions between the head groups that are responsible
of the formation of the synthon are in this case (Chol/MKC) weak, and that structure is
not formed.

These results suggest that the molecular organization of the MKC and Chol does not
lead to the formation of a robust bilayer as CTAB/Chol does, but taking into account the
experimental results (Figure 7.5), it must be concluded that an external factor is stabilizing

the Chol/MKC bilayer: the Cl~ ions.
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Thus, we studied the interaction of the Cl~ added ions with the MKC and Chol compo-
nents. Our simulations predicted that anions not only adsorb onto the membrane surface
but also that some of them penetrate in the membrane structure, being an integral part of

this cationic vesicle (see Figure 7.7).

@ Cr

Figure 7.7: Simulation snapshot of the Chol/MKC bilayer 1:1 with 100 mM added NaCl salt. MKC surfactant and
cholesterol molecules are coloured in green and orange, respectively. Headgroups of the each components are repre-
sented in spheres, blue for MKC and red for cholesterol. Chloride ions are represented in cyan spheres.

This perspective clearly shows that, depending on the desired application, the vesicles
can be tuned (in this case changing the components). In that sense, the CTAB/Chol Quat-
some is a starting point, but can be modified to adapt to the necessities. This constitutes
a promising working line, as it has been shown in the particular case of the Chol/MKC

system.
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7.4 (CHANGING THE STEROL: CHOLESTEROL WITH A VINYL SULPHONE GROUP

Following a similar strategy to the one in the previous section, here a change of the sterol is
investigated. We have studied the substitution of cholesterol by functionalized cholesterol
with a vinyl sulphone (VS) group, the cholest-5-ene,3-[2-(ethenylsulfonyl)etoxy], obtaining
a bilayer made of CTAB and Chol-VS components at 1:1 ratio. Even though Chol-VS is not
an ionic molecule its atomic structure is based on a defined polar head and non-polar chain
(see Figure 7.8-(a) where the Chol-VS is shown). AA-MD simulations were performed to

have a molecular picture of the interaction between Chol-VS and CTAB.

(@)

Figure 7.8: (a) Molecular structure and atomistic structure with bonds-only format of Chol-VS molecule. (b) Hydrogen
bond interactions between oxygen atoms of Chol-VS molecule and hydrogen atoms contained in water. The peak at
1.85 A corresponds to the exact tabulated value where hydrogen bonds occur’.

Employing the Chol-VS model from ref.”, we performed MD simulations that show
that Chol-VS is amphiphilic, unlike the cholesterol molecule, which is hydrophobic. Its
headgroups are able to form several hidrogens bonds with water, as shown in Figure 7.8-
(b).

Once the amphiphilic character of the Chol-VS had been demonstrated, we studied the
interaction between the CTAB and Chol-VS, using the same strategy as in work?. MD

simulations were carried out considering a single molecule of CTAB and Chol-VS in water.
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Analyzing the simulations it was observed that almost all the time both the hydrophilic
part and the alkyl chain of both molecules were bonded, being the S-N bond (sulphur atom
of the Chol-VS molecule with the nitrogen atom of the CTAB) distance 5-6 A in average.
In fewer times, the alkyl chains would separate, giving rise to another conformation, with
a tail to tail distance of ~24 A. We concluded that the Chol-VS/CTAB association will be
much weaker in comparison with that of the Chol/CTAB (Quatsome).

In order to predict the geometry of the self-assembled structure, we use the packing
parameter concept (described in chapter 1). The corresponding parameters are given in
table 7.1, where they can be compared to those of the components of the Quatsome. With
the packing parameter equal to 0.54, CTAB and Chol-VS will pack forming a cylinder

vesicle, as this value is near to the limit of infinite cylinder but within the range of vesicles.

Table 7.1: Packing parameter values of cholesterol, CTAB and Chol-VS. Note: |, is the length of the hydrocarbon chain,
v is the volume of the hydrocarbon chain and a,, is the optimal cross-sectional area per headgroup at the polar hydro-
carbon/water interface of the assembly. The packing parameter is calculated by p = v/(a,l,).

Molecule v /nm} I, /nm a, /A* p=v/(a, ‘1)
Cholesterol 0.40 1.73 19.00 1.22
CTAB 0.544 1.93 64.00 0.42
Chol-VS 0.40 1.73 37.28 0.62
Chol/CTAB synthon 0.94 1.73 64.00 0.85
Chol-VS/CTAB synthon 0.94 1.73 101.28 0.54

To study the interaction between Chol-VS and CTAB, a new simulation was performed,
considering a multiple system of molecules of CTAB and molecules of Chol-VS in water.
Figure 7.9 shows a snapshot of this simulation on it is clearly visible that mixed systems
of CTAB and Chol-VS in water cause the formation of tubular structures, where the hy-
drophobic parts of both molecules are orientated inside these tubular assemblies, and the
hydrophilic heads of Chol-VS and CTAB are in contact with water.

The formation of these tubular structures using Chol-VS and CTAB agrees with the
ribbon-like structures observed experimentally (see Figure 7.10). These experiments were

performed by the Nanomol group (ICMAB-CSIC). This association between Chol-VS/CTAB
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Figure 7.9: Simulation snapshot with boundary conditions applied in X direction. It shows how the Chol-VS/CTAB
molecules in water form a nanoribbon.

is very different from that observed in the case of Chol/CTAB?. In the case of Chol/CTAB
system, the cholesterol molecule is wrapped with the CTAB surfactant, which behaves as
a second hydrophobic tail for CTAB. On the contrary, in the Chol-VS/CTAB case, the
two molecules are together in parallel, head to head most of the time. These changes in
the interaction cause a decrease in the packing parameter and consequently, the formed
assemble tend to be tubular structures (Figure 7.10 and 7.9).

Experimental and theoretical studies revealed the formation of elongated structures.
According to the studied packing parameter for the Chol-VS/CTAB system, mixtures of
Chol-VS and CTAB molecules in water induces to sphere-to-cylindrical transition of CTAB
micelles; and these cylindrical micelles probably direct the growth of the nanoribbons ob-

served experimentally Figure 7.10 and with the simulations Figure 7.9.
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Conclusions and Perspectives

Figure 7.10: Cryo-TEM image corresponding to VS = 0 is the mixed containing Chol:CTAB and the one corresponding
to VS = 1is the Chol-VS/CTAB mixture. Images courtesy of Dra. Lidia Ferrer-Tasies (Nanomol group).

This last study clearly shows that the knowledge of the packing parameter allows us
to tune the shape of the vesicles. By employing different components (in this case Chol-
VS) that give rise to the desired packing parameter, we obtain the corresponding desired
geometry. This constitutes also a very interesting line of work, which can be further explored

with other sterols or modified cholesterol molecules.
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leave some things to be decided while I write.

J. K. Rowling

Annex

In this annex, supplementary information about the research carried out in this thesis can
be found. It contains information that helps readers understand the thesis or it provides es-
sential background on the research process. However, this information is too long or detailed
to fit into the main text. Such information has been divided into section corresponding to

each chapter.
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A.1 CHAPTER 2 ANNEX: METHODS

A.1.1 PREPARATION OF THE QUATSOMES BY THE DELOS-SUSP METHOD AND

A DESCRIPTION OF THE EQUIPMENT

Depressurization of an Expaned Organic Solution-Suspension (DELOS-SUSP) method is a
compressed fluid (CFs)-based procedure for the production of multifunctional small unil-
amellar vesicles (SUVs). In the last 25 years, several CFs-based methodologies for the
preparation of nanostructured materials have been developed'®?*?7. CFs exist as gas at
normal conditions of pressure (P) and temperature (T), but can be converted into liquids or
supercritical fluids increasing P. Concerning the production of nanomaterials, the solvation
capacity of a CFs (both in the liquid or supercritical phase) is one of the most important
parameters. It can indeed be tuned by pressure changes, which propagate more quickly than
temperature and composition variations. In this way, a fine control over the morphology of
materials at the microscopic scale can be achieved, opposite to most of conventional pro-
cessing techniques®?. CO, is the most used compressed fluid in this sense, thanks to its low
critical pressure (P, = 74 bar) and temperature (T, = 31 °C), which allow working at mild
conditions, with low production cost and reduced damage to the processed molecules. In ad-
dition to that, it is non-flammable, non-toxic, inexpensive and non-polluting, all properties
that have made it a green-substitute to conventional organic solvents for the preparation
of nanomaterials.

DELOS-SUSP method allows the one-step preparation of multifunctional CTAB-cholesterol
nanovesicles among other formulations including nanovesicles-bioactive hybrids®'. A scheme
of the DELOS-SUSP process for the formation of multifunctional nanovesicles is shown in
Figure A.1.

In few words, a solution of the membrane Quatsome components and the non-water sol-
uble compounds (e.g. cholesterol and non-water soluble dyes) in an organic solvent (in this

case ethanol) is loaded into a high-pressure autoclave, at the working temperature (Figure
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Figure A.1: Schematic representation of the DELOS-SUSP process. Patent. EP1843836; US7754777; CA2566760.

A.1). The reactor is then pressurized by addition of compressed CO, until reaching the
working pressure (10 MPa), in order to obtain a CO,-expanded solution of the compounds.
Finally, in the last stage, the vesicular structures are formed by depressurizing the CO,-
expanded solution over an aqueous phase, which contains the surfactant (e.g. CTAB) and
water-soluble dyes to be encapsulated (Figure A.1). In the final step, N, at the working
pressure is added to the reactor to keep constant the pressure inside the autoclave during the
depressurization. As effect of the depressurization, the CO,-expanded solution experiences
an abrupt and homogeneous temperature decrease (induced by the evaporation of CO,)
which likely is the cause of the high structural homogeneity in terms of composition, size
and morphology of the obtained vesicles. Thanks to this, no further post-processing steps,
generally required with the conventional methods of vesicles production, are necessary in

order to reduce and homogenize the size of the formed vesicles.
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A.2 CHAPTER 3 ANNEX: CHARACTERIZATION OF THE QS BILAYER

A.2.1 MD siMULATION OF DPPC/CHOL BILAYER

One of the analysis of the section 3.1.3 (organization of counterions) was based on the
organization at global level of the Quatsome bilayer in water (without added salt). We
observed how bromide ions were able to penetrate up to the hydrophobic part of the mem-
brane forming a ion-water network. In order to compare with liposome systems, we re-
peated the procedure but considering DPPC lipid instead of CTAB surfactant resulting
on a DPPC:Chol (60:40) bilayer in water. All computational details of this simulation are
reported in the work ' with the only difference that we extended the simulation time up to

40 ns. A description of the system simulated is described in Table A.1.

Table A.1: Composition of the systems considered in the MD simulations, including total number of atoms, number
of molecules; water, DPPC and Chol molecules, the simulation time, the area per polar head group and the thickness
(nitrogen-nitrogen atom distance).

Atoms molec. water/DPPC/Chol Sim time Area (headgroup) Thickness

127031 28973/230/138 40 ns 75.5 A 4.9 nm

The main results are that although in this lipid bilayer we do not have Br~ couterions,
we do observed how water molecules are able to form hydrogen bounds with oxygen atom
of the phospholipid (green spheres in the figure) crossing the membrane surface (see Figure
A.2 and form ordered structures (black lines). It is concluded thus, the DPPC:Chol bilayer

has similar behaviour as the Quatsome bilayer.
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Figure A.2: On the left, top view of the DPPC/Chol surface highlighting laterally correlated water that share oxygen
atoms in their first coordination shell (green). On the right, snapshots of the ions at the DPPC/Chol surface-water
interface. DPPC and cholesterol molecules are in licorice representation. Nitrogen atoms from the DPPC head group
(in blue) and oxygen atoms (in green) from the cholesterol are represented in Van der Waals radii. Water molecules at

2.5 A distance from oxygen atom of the cholesterol (green) are also represented in Van der Waals radii.

A.2.2 COMPUTATIONAL DETAILS OF THE ALL AA-MD SIMULATION PERFORMED

All computational details of the 6 simulations performed in order to study the effect of

temperature (section 3.2) on the Quatsome bilayer are shown in Table A.2.

Table A.2: Composition of the systems considered in the MD simulations, including total number of atoms, number of
molecules; water and CTAB molecules, the simulation time and the equilibrated size box.

T /°C Atoms (total) molecules water/CTAB Sim time /ns Size Box

10 23727 5443 /54 88.21 226.5 nm?

15 23727 5443 /54 71.14 226.5 nm’

20 23727 5443 /54 72.15 226.5 nm?

S1 25 23727 5443 /54 107.14 226.5 nm’
35 23727 5443 /54 72.48 226.5 nm?

50 23727 5443 /54 73.35 226.5 nm’
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All computational details of the 16 simulations performed in order to study the effect

of tension (section 3.3) on the Quatsome bilayer are shown in Table A.3.

Table A.3: Surface tension values study for the S1 simulation, as a function of area of the bilayer and the simulation
time.

S1 simulation T = 25 °C

y /dyn/cm Area /nm* err £ Sim. time /ns
0 57.96 0 107.00
1 58.26 0.010 22.45
10 58.45 0.033 22.40
20 58.66 0.012 20.00
35 59.19 0.015 20.00
50 58.91 0.048 33.90
75 60.01 0.013 37.97
100 61.34 0.021 70.96
110 70.03 - 100* - 35.43
120 73.06 - 84* - 8.80
140 107.20 - 130%* - 8.99
150 85%* - 3.04
160 103* - 1.52
180 85%* - 0.85
200 73* - 0.49
300 2% - 0.22

* values after collapse

In order to clarify how the effect of tension study was carried out, here is a summary. We
gradually increased the surface tension (y) from the equilibrated point of the S1 simulation.
For values of ¢ of 1, 10, 20, 35 dyn/cm We run ~20ns in order to let the simulation box
adjust the volume (indeed the area). As we kept increasing the suface tension (y being 50,
75 or 100 dyn/cm) we run for more time the simulation in order to ensure we reach an
equilibrium state, and thus a constant area. 110 dyn/cm was the turning point at which
we observed the membrane and the simulation collapse after some time (as explained in
the main text of the thesis, section 3.3). In Table A.3 we show for y = 110, 120 and 140
dyn/cm two values, the value just before collapse and the value after collapse. And for
> 140 dyn/cm, we observed that the area drastically changed in few ns and the system

collapsed.
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All computational details of the 16 simulations performed in order to study the effect

of ions (section 3.5.1) on the Quatsome bilayer are shown in Table A.4.

Table A.4: Composition of the systems considered in the MD simulations, including total number of atoms, number of
molecules; water, CTAB and CI™ molecules, the simulation time and the equilibrated size box.

T /°C Atoms (total) water/CTAB/Cl- Sim time /ns Size Box

15 23687 5423/54/10 66.92 226.9 nm?

S2 25 23687 5423/54/10 131.06 226.9 nm?
30 23687 5423/54/10 60.00 226.9 nm?

35 23687 5423/54/10 65.89 226.9 nm?

40 23687 5423/54/10 65.86 926.9 nm’

50 23687 5423/54/10 60.00 226.9 nm?

A.2.3 FURTHER DETAILS OF THE EFFECT OF T AND ADDED SALT ON THE CHAR-

ACTERIZATION OF THE QS BILAYER

As mentioned in the section 3.2 of thesis, we studied the effect of T on the thickness and

area per molecule, and we observed no changes regarding the thickness. We did the same

study at different T for the QS bilayer with added salt (S2 simulations). Down below we

show the densities profiles of the membrane at 10 °C, 25 °C and 50 °C for QS system in

water (see Figure A.3) and for QS system added salt (see Figure A.4).

Also we have summarized all the values of the thickness and the area per polar head

group as function of T for S1 and S2 simulations performed in section 3.2 and 3.5 respec-

tively. Values are shown in Table A.5.
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Figure A.3: Density profiles at 10 °C, 25 °C and 50 °C for the QS bilayer in water.

Table A.5: Area per polar head group and thickness of the S1 simulation (water) and S2 simulation (ions) at different
temperatures.

Temperature /°C Area per polar head group /A* Thickness /nm
Sim_ H20 Sim_ PBS Sim_H20 Sim_ PBS
10 57.87 — 4.26 —
15 57.69 57.90 4.27 4.27
20 57.96 — 4.27 —
25 57.98 57.96 4.28 4.28
30 — 58.16 — 4.27
35 58.44 58.24 4.27 4.29
40 — 58.50 — 4.28
50 58.99 58.68 4.27 4.29

In addition and following the characterization of the QS bilayer, in the chapter 3 section

3.2, we observed a breaking symmetry within the two layers of the membrane. We observed
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Figure A.4: Density profiles at 15 °C, 25 °C and 50 °C for the QS bilayer in water with 100 mM added NaCl salt.

as well, how the tilt angle changes with temperature.

In the following Figure A.5, we

report all the tilt angles of the CTAB at all the temperature studied (see Table A.2) with

time. It is shown how one of the layers (red) fluctuates more than the other one (green)

within time but also how those fluctuation are getting softer when temperature is increased.

Temperatures above 25 °C show less jumps than the ones below 25 °C. It is also shown for

all T, the tilt distribution of the CTA™ layers and a values of the tilt average for each layer

and representative punctual tilt values.
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Figure A.5: The panel shows; Variation of the tilt angle of the CTAT for both leaflets with time, the tilt angle distribu-
tion and the tilt average values for all T simulated based on S1 simulation.
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Figure A.6: Variation of the tilt angle of the CTA™T for both leaflets with time at the moment when a tension of 100
dyn/cm is applied on the QS bilayer.

Regarding how tilt angle is affecting by different parameters, in section 3.3 we mention
how the membrane collapse at certain values of 4 and thus, how the tilt angle of the CTA™
change within the trajectory. Down below, it is shown and example at » = 100 dyn/cm

(Figure A.6).
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