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Introduction

Understanding the nature of the Universe has been always a main concern across History. Our de-
scription ofmatter has evolved significantly over the centuries: fromDemocritus and Leucippus with
their concept of ‘atoms’ in the Ancient Greek times, passing through Dalton and his modern atomic
theory, Rutherford’s experiments, Bohr’s atomic model, the formulation of quantum mechanics in
themid 1920’s, the discoveries of the neutron and the positron byChadwick andAnderson, themea-
surement of the β-decay by Fermi, the idea of quarks introduced by Gell-Mann and Zweig... ending
upwith the formulation of the StandardModel (SM) of particle physics, a complete theorywhichwas
systematically confirmed by the observations of theW and Z bosons in 1983 and 1984 at the Super
Proton Synchrotron at CERN, the observation of the top-quark in 1995 at Fermilab and, finally, the
discovery of the Higgs boson in 2012 at the Large Hadron Collider.

In parallel, Astronomy tells us that we live in a Universe which was originated in a Big Bang, has
been expanding and cooling down ever since, and now is formed by clusters and galaxies bounded
by the action of gravity, which we are able to describe thanks to the contributions fromNewton and
Einstein. Moreover, Cosmologyhas revealed that suchUniverse is governedby anunknown substance
called dark energy, which is accelerating the expansion, but also that there is another kind of matter,
called dark matter as it barely interacts with regular matter. The SM does not explain any of these
observations, among many others of similar relevance, so it is commonly accepted that the theory
must be extended somehow. For this reason, many theoretical models of physics beyond the Standard
Model have been proposed in the last decades, most of them predicting the existence of new particles,
and an effort has been deployed by the experiments looking for evidences of such new phenomena in
many different scenarios. However, the SM has proved to be quite hard to break and no significant
evidences of new particles have been found, but rather exclusion limits have been set to the proposed
alternative models.

The work described in this thesis represents another attempt to explore the limits of the SM.
Data from proton–proton collisions at a center-of-mass energy of

√
s = 13 TeV, collected by the

ATLAS detector during 2015–2018, are used to test the validity of the predictions given by the SM.
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Via a complex statistical analysis, the data is also used to set limits on the parameters of a number of
different models of new physics. The analysis looks for events with a jet recoiling a large amount of
missing transversemomentum, this is why it receives the name ofmonojet analysis, and it is known for
being a very powerful tool in searches for new phenomena. The assumption is that if a new particle is
created in the collision it would escape undetected, hence the analysis looks for excesses of events with
high missing transverse momentum over the SM predictions.

This thesis is organized as follows. In Chapter 1, a short introduction to the underlying theoreti-
cal framework is given. Chapter 2 summarizes the preparation of the simulated data samples that are
used in the analysis. A brief description of the experimental setup is provided inChapters 3 and 4, the
former describing both the accelerator facilities of the Large Hadron Collider at CERN and the most
important technical aspects of the ATLAS detector, and the later discussing how the collision prod-
ucts measured by ATLAS are reconstructed and identified. The monojet analysis is then introduced
in Chapter 6, detailing the selection applied to the data along with the strategy followed. After that,
Chapter 5 gives a brief description of the tools that are employed in the statistical analysis and Chap-
ter 7 details the treatment of the systematical uncertainties. The obtained results are finally presented
and discussed in Chapter 8, and they are also interpreted in the context of some Beyond Standard
Model theories, including the ADD model of extra dimensions, Supersymmetry in compressed sce-
narios, Dark Matter pair production and Higgs decaying into invisible. In addition, a number of
appendices are included with complementing material detector and analysis related.

This work has contributed to the following publications:

• Search for new phenomena in events with an energetic jet and missing transverse momentum in
pp collisions at

√
s = 13 TeV with the ATLAS detector (Phys. Rev. D, 103:112006, Jun 2021).

• Search for new phenomena in events with jets and missing transverse momentum in pp collisions
at
√
s = 13 TeV with the ATLAS detector (August 2020, ATLAS-CONF-2020-048).

• Darkmatter summary plots for s-channelmediators. (Mar 2021, ATL-PHYS-PUB-2021-006).

• SUSY June 2021 Summary Plot Update. June 2021, ATL-PHYS-PUB-2021-019).
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1
The StandardModel and Beyond

The work presented in this thesis is essentially a test to the StandardModel of particle physics, whose
predictions are contrasted against a large amount of data collected from proton–proton collisions
at the Large Hadron Collider via a statistical analysis. The basics of the theoretical background of
the analysis are outlined in this chapter, starting from a brief introduction to the Standard Model,
then describing the phenomenology of the hadron collisions and, finally, introducing some theoretical
models of physics beyond the StandardModel that are going to be tested in the analysis.

1.1 The StandardModel

TheSMis a renormalizable quantumfield theory (QFT) that describes thedynamics of the elementary
(point-like, with no further substructure) particles that conforms the regular matter in the Universe.
It was developed during the 1960’s and 1970’s decades by the combined contribution from several
physicists [1–3] and is, up to the date, themost precise scientific theory in terms of the level of accuracy
of its predictions. Such predictions have been confirmed systematically by the experiments, being the
most recent example the discovery of the Higgs boson, whose existence was proposed simultaneously
by Brout, Englert, Higgs and other authors [4–6] in 1964 and empirically observed by the ATLAS

3



Fermions Bosons

Quarks Q m [MeV/c2] Leptons Q m [MeV/c2] Gauge bosons Q m [GeV/c2]

Up (u/ū) ±2
3 2.16+0.49

−0.26 Electron/positron (e±) ±1 0.511 Photon (γ) 0 0

Down (d/d̄) ∓ 1
3 4.67+0.48

−0.17 Electron neutrino (νe/ν̄e) 0 < 1.1 · 10−3 W± ±1 80.379± 0.012

Charm (c/̄c) ±2
3 (1.27± 0.02) · 103 Muon (μ±) ±1 105.7 Z 0 91.1876± 0.0021

Strange (s/̄s) ∓ 1
3 93+11

−5 Muon neutrino (νμ/ν̄μ) 0 < 0.19 Gluon (g) 0 0

Top (t/̄t) ±2
3 (172.76± 0.30) · 103 Tau (τ±) ±1 776.86± 0.12 Scalar bosons Q m [GeV]

Bottom (b/b̄) ∓ 1
3 (4.18+0.03

−0.02) · 103 Tau neutrino (ντ/ν̄τ) 0 < 18.2 Higgs (H) 0 125.25± 0.17

Table 1.1: Elementary par cles in the SM with the corresponding mass and electric charge, the later given in units of the
charge of the electron [9]. Quarks and leptons are shown together with their respec ve an -par cles.

and CMS experiments in 2012 [7, 8].

Schematically, SM elementary particles can be summarized as shown in Table 1.1: divided into
fermions and bosons*, the former split again into quarks and leptons and the later into vector and
scalar bosons. Quarks and leptons have both spin J = 1/2 and are grouped in three families, or gen-
erations, ranked by increasing mass: the first one formed by the up (u) and down (d) quarks plus
the electron (e) and the electron neutrino (νe); the second family with the charm (c) and strange (s)
quarks and the muon (μ) and the muon neutrino (νμ); and, finally, the third generation with the
top (t) and bottom (b) quarks, together with the tau-lepton (τ) and the corresponding tau neutrino
(ντ). They are the building blocks of everyday matter. Due to the color confinement, one of the main
characteristics of the strong interaction (see Section 1.1.2), quarks are only found forming composite
particles named baryons, which can be either hadrons (combinations of three quarks, e.g the proton)
or mesons (quark-anti-quark pairs, e.g. pions). Electrons are typically found being part of the atoms
and bounding molecules, while muons are normally generated in high-energetic events in the atmo-
sphere, travelling free until they decay into electrons, and taus are harder to find in nature due to their
short mean lifetime.

On the other hand, the SM is formulated as a gauge theory, which means that its Lagrangian is
invariant under local (gauge) transformations. In this context, the interactions between the different
particles arise froma gauge symmetry and are explained in terms of the exchange of amediator particle,
a role played by vector bosons (with J = 1). The SM accommodates three of the four known funda-
mental interactions, namely the electromagnetic, weak and strong interactions, whereas the gravita-

*Fermions are defined as those particles whose quantum state is described by an anti-symmetric wave func-
tion, i.e. it will change sign under permutations. These type of particles are characterized for having half-odd
integer spin values and follow Fermi-Dirac statistics, being one of its main consequences the so-called Pauli ex-
clusion principle. On the other hand, bosons are described by symmetric wave functions, have typically integer
spin values and behave obeying Bose-Einstein statistics.
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tional one has not been possible to fit within a QFT framework yet. The electromagnetic interaction
originates from a UEM(1) symmetry and is mediated by the massless photon (γ). The weak interac-
tion comes from a symmetry described by the group SU(2)L ⊗ U(1)Y, where L denotes that only
left-handed particles participate in the interaction and the label Y refers to the weak hypercharge (re-
lated to the electric charge as Q = T3 +

1
2Y, with T3 as the third component of the weak isospin).

This means that the unification with the electromagnetic interaction is already included in the gauge
group. The weak interaction is governed by three mediators, theW−,W+ and Z bosons and it has a
strength (relative to the electromagnetism) of∼ 10−3. The strong interaction arises from the SU(3)C
symmetry group, where C stands for “color”, and is ruled by the gluons, which are massless particles
that canbe of 8 types. It is of about one order ofmagnitude stronger than the electromagnetic force. A
more detailed description of the fundamental interactions is given in the next sections. Finally, there
is another boson with spin J = 0 which is the Higgs (H), responsible for giving their corresponding
masses to the rest of SM particles through the Higgs mechanism, as discussed later.

1.1.1 Quantum Electrodynamics

Quantum Electrodynamics (QED) was historically the first successful attempt to describe a funda-
mental interaction (electromagnetism, in this case) within a quantum-relativistic frame. It was de-
veloped between the late 40’s and the 50’s by Feynman, Schwinger and Tomonaga [10–12]. It is
constructed as invariant under phase transformations,

ψ → eiQθψ , (1.1)

where ψ is the Dirac spinor, the plane-wave solution of the free Dirac equation†:(
iγμ∂μ −m

)
ψ = 0 . (1.2)

In Eq. (1.2), γμ are the Dirac matrices and ∂μ is the partial derivative, expressed both in covariant
notation. In order to make the Lagrangian invariant under gauge transformations, a modification
must bemade in order to promote the global symmetry givenbyEq. (1.1) to a local one, with θ = θ(x).
This is done by replacing ∂μ by the covariant derivative,

∂μ → Dμ ≡ ∂μ − ieQAμ , (1.3)

where the four-potential Aμ = (Φ,−A) describes the interaction with an external electromagnetic
potential and is defined such that remains invariant under gauge transformations.

†Natural units are used in the following, i.e. c = 1 and ℏ = 1.
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The complete QED Lagrangian has then the form

LQED = ψ̄
(
iγμ∂μ −m

)
ψ − eQψ̄γμAμψ − 1

4
FμνFμν , (1.4)

where ψ̄ denotes the conjugate ofψ. The last term inEq. (1.4) is a kinematic factor that has to be added
as a consequence of the inclusion of the electromagnetic potential, with Fμν = ∂μAν − ∂νAμ. The
second term of the equation represents the interaction with the field Aμ, which is identified with the
photon. Amass termof the formm2AμAμwould violate the gauge invariance of theLagrangian, hence
the photon has to be massless. The quantity e represents the coupling with the photon, measured
experimentally, which increases with the energy scale. This is usually expressed in terms of α, the fine
structure constant, which at low energies is

α =
e2

4π
≃ 1

137
. (1.5)

1.1.2 QuantumChromodynamics

The strong interaction is responsible for bounding protons and neutrons in the nucleus, due to the
interactions between the quarks and gluons that compose them, as well as for the clustering of the
quarks into hadrons andmesons. Quantum chromodynamics (QCD) is the QFT that describes such
interaction. The theory, whichwas developed byGell-Mann and Fritzsch in the 70’s [13], is built with
the inclusion of a new quantum number, the color, which can take three different values (red, green
and blue) and only quarks and gluons can have it. If qi is the field of a quark with color i, then the
QCD Lagrangian is constructed such that is invariant under the following gauge transformation:

qi → e
i
(

λa
2 θ(x)

)
ijqj , (1.6)

where λa are the so-called Gell-Mann matrices, the generators of the SU(3)C group previously men-
tioned, with a = 1, ..., 8. Due to the non-abelian character of the SU(3)C group, the Gell-Mann
matrices do not commute, i.e, [

λa, λb
]
= ifabcλc , (1.7)

and fabc are the substructure constants of QCD. Like in QED, the symmetry is introduced by includ-
ing the covariant derivative into the Lagrangian, which in this case takes the form

Dμ = ∂μ + igS
λa

2
Aa
μ . (1.8)
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In Eq. (1.8), gS is the coupling constant of the QCD interaction andAa
μ are the eight fields that repre-

sent the gluons. The QCD Lagrangian then looks like

LQCD = q̄i
[
i
(
γμDμ

)
ij −mδij

]
qj −

1
4
FaμνF

μν
a , (1.9)

with Faμν as the gluon strength tensor, analogous to the QED case and defined as

Faμν = ∂μAa
ν − ∂νAa

μ − gSfabcAb
μAc

ν , (1.10)

where the last termrepresents the gluon-gluon interaction, and is a consequenceof thenon-commutative
character of the Gell-Mann matrices, the later caused by the non-abelian nature of the symmetry
group, as mentioned. Gluons coupling themselves are the cause of the the color confinement, pre-
viously mentioned. When separating two quarks from each other, the gluon self-coupling terms in
the Lagrangian would lead to a cloud of virtual gluons carrying color charge around the individual
quark, and increasing the potential between the two quarks as the distance increases. At some point,
the energy will be large enough to create a new quark-anti-quark pair. This is the reason of the quark
confinement.

The coupling constant is usually expressed in terms of the strong coupling constant αS as

αS =
g2S
4π

, (1.11)

similarly as the QED fine structure constant. This quantity also depends on the energy scale of the
interaction such that the coupling strength increases as the scale of energy raises (or, equivalently,
when the distance between quarks decreases). The Renormalization Group Equation (RGE) allows
to determine the running of αS with the scale μ2. At one-loop, the solution of the RGE yields [14]

αS(μ2) =
12π

(11n− 2f) ln
(

μ2
Λ2
QCD

) , (1.12)

where n is the number of colors (3 in the SM), f is the number of quark flavours (6 in the SM) and
ΛQCD is a constant that determines the scale at which the denominator of Eq. (1.12) blows up and αS
diverges. ΛQCD can be interpreted then as a limit for the validity of perturbation theory in αS. This
behaviour of the QCD coupling constant at high energies is called asymptotic freedom and is a major
characteristic of the strong interaction, because it implies that quarks and gluons behave almost as free
particles at very small distances, and therefore they can be described by using perturbative approaches
at very hard regimes. Figure 1.1 shows a recentmeasurement of αS as a function of the transferredmo-
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Figure 1.1: Measurement of the strong coupling constant as a func on of the transferred momentumQ by the ATLAS
experiment at

√
s = 13 TeV and compared with previous observa ons [15].

mentumQby theATLAS experiment, where both the asymptotic freedomand the color confinement
features can be inferred from the behaviour of the coupling constant at high and low scales.

1.1.3 Electroweak interaction and theHiggs mechanism

The first attempt to describe the weak interactions came by the hand of E. Fermi in 1933 [16], when
trying to explain the β-radiation of the nuclei. According to his theory, the neutron decayed into a
protonplus an electron, emitting also an electron anti-neutrino in the process. The strength of Fermi’s
weak interaction was given by the coupling constant GF, actually known as the Fermi constant, and
its predictions were in good agreement with the observations although it was not renormalizable.

The actual formulation of the weak interaction as a QFT was done by Glashow, Weinberg and
Salam later in the 60’s [2, 3, 17] and it came already unified with QED, this is why it is known as the
Electroweak (EW) theory. As mentioned before, the EW theory is built under the symmetry group
SU(2)L ⊗ U(1)Y, where U(1)Y is a one-dimensional symmetry group generated by the weak hyper-
charge Ŷ and refers to the electromagnetic part of the interaction, governed by the photon. The group
SU(2)L, the pure weak part of the interaction, is a three-dimensional group, so it has three generators
given by the weak isospin components Ti = σi/2 (with i = 1, 2, 3), where σi are the Pauli matrices.
The new quantum number for this part of the interaction is then the weak isospin, which is 1/2 for
left-handed particles (right-handed anti-particles) and 0 for right-handed (left-handed anti-particles).
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The left- and right-handed chiralities (denoted by ψL and ψR) are defined as

ψL/R =
1∓ γ5

2
ψ , (1.13)

where γ5 = iγ0γ1γ2γ3. As a consequence of their different weak isospin, left-handed particles will

behave as doublets, ψiL =

(
νiL
ℓiL

)
,

(
uiL
diL

)
, and right-handed particles will do as singlets, i.e. ψiR =

ℓiR , uiR , diR, in a similar way as bosons and fermions behave differently in relation to the spin. As a
consequence, only left-handed fermions will participate in the weak interaction when they transform
under the SU(2)L ⊗ U(1)Y group:

ψL → ei[
1
2 g α(x)·σ+g′ β(x)Y]ψL

ψR → eig
′ β(x)YψR

. (1.14)

In Eq. (1.14), α(x) and β(x) are arbitrary local phases, the vector σ contains the Pauli matrices σi and
g and g′ are the coupling constants of the SU(2)L andU(1)Y groups, respectively.

Again, the invariance of the Lagrangian under Eq. (1.14) is ensured by introducing the covariant
derivative, which in this case is defined as

Dμ = ∂μ − igT ·Wμ − ig′
1
2
Bμ , (1.15)

where the isotriplet field Wμ =
(
W1μ,W2μ,W3μ

)
and the singlet field Bμ are introduced as the

mediators for the SU(2)L and U(1)Y parts of the interaction, respectively. The EW Lagrangian takes
then the form

LEW = ψ̄L
(
iγμDμ

)
ψL + iψ̄Rγ

μ
(
∂μ − ig′

1
2
Bμ
)
ψR − 1

4
Wμν ·Wμν −

1
4
BμνBμν , (1.16)

where the last two terms are the kinetic terms corresponding to the bosons of the two interactions,

Wμν
i = ∂μWν

i − ∂ν
iW

μ
i + gεijkW

μ
j W

ν
k

Bμν = ∂μBν − ∂νBμ
. (1.17)
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The actual observed bosons (γ,W± and Z) are linear combinations ofWiμ and Bμ:(
Aμ

Zμ

)
=

(
cos θW sin θW
− sin θW cos θW

)(
Bμ
W3μ

)
W±

μ =
1√
2
(
W1μ ∓ iW2μ

) (1.18)

The parameter θW added in Eq. (1.18), also known as Weinberg angle, relates the couplings g and
g′ as tan θW = g/g′. The couplings g and g′ can be related to the electromagnetic coupling, e in
Eq. (1.4), via e = g sin θW = g′ cos θW. Recent experimental results [9] indicate values of sin2 θW =

0.23121± 0.00002. On the other hand, the weak coupling g relates to the Fermi constant as

GF =

√
2g2

8m2
W

, (1.19)

where the mass of theW boson,mW, enters in the definition.

In the EWLagrangian given by Eq. (1.16) there are nomass terms for the gauge bosons since that
would violate the gauge invariance, but this is in conflict with the experimental observations which
suggest otherwise (mW = 80.379 ± 0.012 GeV and mZ = 91.1876 ± 0.0021 GeV from recent
measurements [9]). Moreover, the fermionic mass terms are not gauge-invariant either due to the
dependence on the chirality. This controversial is fixed by theHiggs mechanism, explained as follows.

A solution for the inclusion of the mass terms in the Lagrangian was found simultaneously by
several authors [4–6], and it is based on a Spontaneous Symmetry Breaking (SSB) mechanism. In this
scenario, a new doublet of the SU(2)L ⊗ U(1)Y group is introduced,

ϕ ≡

(
ϕ+

ϕ0

)
(1.20)

where the ‘+’ and ‘0′ labels indicate the electric charge of the field. The Lagrangian corresponding to
the field ϕwill take the form

Lϕ = (Dμϕ)†
(
Dμϕ

)
− V(ϕ) , (1.21)

whereV(ϕ) is a potential associated to ϕwhich depends on two parameters, μ and λ:

V(ϕ) = μ2ϕ†ϕ+ λ
(
ϕ†ϕ
)2

. (1.22)
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If the parameters are chosen such as μ2 < 0 and λ > 0, the potentialV(ϕ) has a minimum in

ϕ†ϕ = − μ2

2λ
≡ v2

2
, (1.23)

i.e., this potential would have a minimum on a circle of radius v =
√
−μ2/2λ around ϕ = 0. This

result implies a vacuum expectation value different from zero: ⟨0|ϕ|0⟩ = v/
√
2. According to the

Goldstone theorem [18], a non-zero expectation value of a field implies the appearance of a massless
boson (usually calledGoldstone bosons). Given that the ground state of ϕ is degenerated, a choice of λ
and μ can be made such that only the neutral component of ϕ has a non-zero expectation value‡,

ϕ0 =
1√
2

(
0
v

)
. (1.24)

Applying now a perturbative expansion around the vacuum state,

ϕ(x) = ei
σ·θ(x)

v

(
0

v+H(x)√
2

)
, (1.25)

four independent fields (θ(x) and H(x)) are introduced to parametrize the fluctuations around ϕ0.
The field H(x) is a real scalar field (referred to as the Higgs field) that represents small perturbations
around the vacuum expectation value. The three other fields θi(x) aremassless Goldstone bosons that
will be reabsorbed in the redefinition of the gauge bosons, which will get then get their masses and an
extra polarization. Therefore they can be removed from the Lagrangian and the resulting field can be
simplified as

ϕ(x) =
1√
2

(
0

v+H(x)

)
. (1.26)

SubstitutingEq. (1.24) inEq. (1.21) andwriting thefields in termsofAμ,Zμ andW±
μ viaEq. (1.18),

the boson masses can be expressed as a function of the couplings and the vacuum expectation value:

mW =
1
2
vg

mZ =
1
2
v
√

g2 + g′2
, (1.27)

‡This particular choice is conveniently done as it ensures the invariance under theU(1)Y group, keeping the
photon as a massless boson.
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and the excitation of the fieldH(x) gives the scalar Higgs boson with its mass,

mH =
√
2λv . (1.28)

The vacuum expectation value can be estimated by measuring mW, and it is v ≃ 246 GeV, value
that sets the scale for the EW symmetry breaking. The mass of the Higgs boson, however, can not be
predicted because λ is a free parameter.

Finally, the scalar Higgs field is used to generate the quark and lepton masses. This is achieved by
adding the so-called Yukawa term to the EW Lagrangian,

LY = λijf
(
ψ̄iLϕψ

j
R + ψ̄iRϕψ

j
L

)
, (1.29)

where i, j = 1, 2, 3 and the matrices λf contain the Yukawa couplings between the Higgs doublet
and the corresponding fermion. Substituting the expansion of ϕ given by Eq. (1.25) in Eq. (1.29), the
fermion masses can be determined at leading order as

mf = λf
v
2
. (1.30)

1.2 Hadron collisions

Predictions from the SMmust be cross-checked with empirical observations, and this is usually done
with particle collision experiments. For this reason, it is necessary to understand all the physics in-
volved in such collisions, essentially because the way to compare the SM predictions with the data is
by generating simulated collision events, and it needs to be done accurately. In particular, the analysis
of this thesis is donewith data fromproton–proton (pp) collisions at theLargeHadronCollider. Since
protons are composite particles (formed by three quarks: uud), the physics involved in the collisions
is governed by the interactions between the quarks and gluons that compose them (mainly QCD), so
it is important to discuss first the internal structure of the proton.

1.2.1 Proton structure

In order to study the initial state of the proton collision, protons are described as a combination of
partons, a name coined by Feynman in the 60’s to refer to the inner constituents of the proton when
trying to understand Bjorken’s scaling [19], nowadays identified with quarks and gluons.

In the partonmodel, each parton i carries a fraction x of the protonmomentum P, with a proba-
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Figure 1.2: Feynmann diagram of a generic proton–proton collision, separa ng the hard and so parts of the interac on.
The cross-sec on of the hard process is denoted by σ̂ and the so processes are included in the PDFs f1 and f2.

bility described by the so-called parton distribution function (PDF), fi(x,Q2), whereQ2 is the squared
transferred momentum between the two protons involved in the collision and represents the energy
scale of the process. According to the factorization theorem [20], the interaction can be factorized
into a hard part, which can be describedwith perturbativeQCD and depends on the renormalization
scale μR, and a soft interaction that includes non-perturbative contributions and is separated by a fac-
torization scale μF. This separation is illustrated in the diagram of Figure 1.2. Then, the cross-section
for a typical scattering process between two protons with momenta P1 and P2, at a center-of-mass
energy of s = (P1 + P2)2, is expressed as

σpp→X(x1, x2,Q2,
√
s) =

∑
a,b

∫
dx1
∫

dx2 fa(x1, μ2F) fb(x2, μ
2
F) σ̂ab→X(x1P1, x2P2, μ2F, μ

2
R,Q

2,
√
s) ,

(1.31)
where the sum runs over all partons a and b of the incoming protons. The cross-section σ̂ab→X corre-
sponds to the hard part of the interaction, so it depends on μR and can be calculated perturbatively.
Such calculation is usually known asmatrix element (ME) calculation. On the other hand, the non-
perturbative contributions are parametrized by the DGLAP (Dokshitzer-Gribov-Lipatov-Altarelli-
Paris) equations [21]:

d
dQ2 fi(x,Q2) =

∑
j

αS(Q2)

2π

∫ 1

x

dz
z
Pj→i(z) f(x/z,Q2) , (1.32)

where Pi→j(z) is called the splitting kernel, and represents the probability of a parton i becoming a
parton j carrying a fraction z of its original momentum.

The parameters of the PDF are typicallymeasured at a certainQ2 in deep inelastic scattering (DIS)
experiments, in which lepton-proton collisions are carried out to probe the internal structure of the
proton. Figure 1.3 shows the proton PDFs for values of Q2 (equivalently, μ) of 10 and 6500 GeV, as
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Figure 1.3: Proton PDFs for μ = 10 GeV2 (a) and μ = 6.5 TeV (b), with the NNLO NNPDF3.0 global analysis [22].
Valence u and d quarks are shown together with gluons and the sea quarks s, c, ū and d̄. Produced with TMDplo er [23].

calculated by the NNPDF group [22]. In the figure is shown that the valence quarks u and d are the
ones carrying the largest fractionofmomentum(abouthalf of it), while at low-x regimes virtual gluons
dominate together with the sea quarks, where higher-flavour ones such as s and c also contribute.

1.2.2 Event simulation

Simulated pp collisions are generated starting from the hard process ME calculation as described by
Eq. (1.31). This calculation is performed at a fixed level of accuracy in perturbative QCD. Leading
order (LO) calculations are those for which only tree-level Feynman diagrams are included, next-to-
leading order (NLO) refers to calculations including one-loop diagram, etc. Computationally, this is
addressed withMonte Carlo (MC) techniques, which rely on the use of pseudo-random numbers to
resolve integrals numerically.

Apart from the description of the proton structure with the PDFs, discussed in the previous sec-
tion, the collision itself is a very complex process, as illustrated in Fig. 1.4. In the figure, the hard scat-
tering process is represented by red blobs. Initial- or final-state quarks or gluons can undergo QCD
Bremsstrahlung, developing the so-called parton shower (PS), drawn in pink. Eventually, the showered
particles will collapse forming hadrons, a process known as hadronization indicated in green in the fig-
ure, which can even decay further. Moreover, proton remnants can also interact, which is called the
underlying event, shown in purple. All these steps, discussedwithmore detail as follows, are described
independently with the MC generators.
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Figure 1.4: Schema c view of the physics implemented in standard mul -purpose event generators for pp collisions [24].

Parton shower

PS is included in the MC generation as an approximation for higher-order processes that were not
included in the QCD calculation, in order to emulate a more complete final state. As mentioned, it
consists on the emission of soft initial- or final-state partons, and is the origin of the jets that are later
observed in the experiments.

Processes such as q → qg, g → gg and g → qq̄ are simulated by using the DGLAP equations and
included iteratively until the ΛQCD scale is reached (see Eq. (1.12)), which represents the limit for the
validity of the perturbative calculations. This simulation is approximate since it assumes that parton
emissions are completely independent and they do not interact with each other. The parton emitted
from the hard process can then split into a collimated shower of partons, with a probability given by
the splitting kernels Pj→i of Eq. (1.32). On the other hand, the probability of the parton to evolve
without branching is given by the so-called Sudakov factors [25]. The evolution of the cascade until
the lower cut-off scale is reached can be described by using different variables, such asQ2, the emission
angle of the parton, or its transverse momentum.

The PS implementation can be applied to initial-state partons, known as initial-state radiation
(ISR) and final-state partons as well, referred to analogously as final-state radiation (FSR). In both
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cases the simulation is equivalent, although it is applied backwards in time for the ISR case, i.e. the
parton momentum is increased until it matches that of the value given by the PDF.

Once the PS simulation is done it has to be matched with the ME calculation, performed in the
previous step of the event generation, in order to avoid potential double counting in some regions
of the phase space (which can happen if the ME calculation includes the emission of one or more
additional partons). This combination is not straightforward in general. There are two main ME–
PS matching approaches: the CKKW (Catani-Krauss-Kuhn-Webber) procedure [26] and the MLM
(Michelangelo L. Mangano) algorithm [27].

TheCKKWalgorithm relies on the jet resolution as defined in the jet kt algorithm§, which decides
whether to cluster two objects together depending on a distance parameter that depends on the energy
of the objects. If the resolution is larger than a certain threshold, the cross-sections and distributions
are givenby theMEandweightedby the Sudakov factors; otherwise, they are determinedbyPS,which
provides a better description of the internal jet structure. The MLM procedure, on the other hand,
starts by separating the events in exclusive sampleswith a fixednumber of partons in the final state, and
then the PS is performed. After that, the parton configuration is processed with a cone jet-clustering
algorithm and, if the number of reconstructed jets is equal to the number of partons from the ME
calculation, the event is accepted and otherwise is rejected.

Hadronization

The hadronization is the next step in the generation and concerns the collapsing of the outcoming
showers of gluons and quarks into hadrons and mesons due to the QCD color confinement effect.
Two different theoretical approaches are commonly adopted to describe this process:

• The string fragmentationmodel [28] is based on the assumption of a linear confinement. This
means that the confinement potential is seen as a string between quarks, whose tension raises as
the separationdistance increases until the energy of the string reaches themass of a qq̄pair, then
the string breaks into smaller strings along its length and a color singlet pair is created. In this
model, gluon emissions represent kinks on the strings. The string fragmentation is repeated
until all the energy is converted into quark pairs.

• The cluster fragmentation model [29] forces the gluons from the PS to branch into qq̄ pairs,
and clusters are formed with the neighbouring pairs. The clusters decay eventually into pairs
of baryons depending on the available energy.

§Jet clustering algorithms will be discussed in Chapter 4.
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The produced hadrons, which may decay further, are finally combined into jets, reproducing
approximately the kinematics of the original partons.

Underlying event

The underlying event (UE) refers to the interaction between the residual proton remnants, as men-
tioned. These kind of processes can not be calculated inQCD, so data-based phenomenological mod-
els [30, 31] are used instead,whichmust be tuned later tomatchwith real observed events. In addition,
it might happen that a residual but non-negligible contribution from hard interactions is present in
the UE. This is referred to as multiple parton interactions (MPI), and are typically described with a
combination of perturbative calculations, also tuned with experimental data.

1.3 Beyond the StandardModel

The SM provides a very successful description of all the known phenomena in high energy physics.
However, there is a number of open questions emerging from the theory, together with a wide range
of empirical observations that are suggesting that a more general theoretical framework could be nec-
essary.

First of all, the SM does not explain the gravitational interaction, as pointed out at the beginning
of the chapter. So far, gravity has been well described by Einstein’s General Relativity [32], includ-
ing successful predictions such as the Gravitational Waves (GW), finally observed by the LIGO and
Virgo collaborations [33] one hundred years after predicted. Quantum gravitational effects would be
expected at the Planck scale (MP ∼ (8πG)−1/2 = 2.4 · 1018 GeV), and therefore a newmodel would
be needed at such regimes, but the description of gravity as a renormalizable QFT is a mathematical
problem that theorist have no been able to solve yet.

The so-called hierarchy problem arises from the huge difference between the Planck and EW scales
(MEW ∼ 102 GeV), which makes the Higgs boson sensitive to big corrections to its mass via loop
contributions from any particle up to 17 orders of magnitude more massive that couples to it. This
happens because there is no symmetry protecting the mass of the Higgs, unlike fermions and gauge
bosons. Although this does not make the theory inconsistent, it is an uncomfortable feature as it
requires a fine tuning, which is not considered natural. In fact, the masses of all particles in the SM
can not be predicted since the model has many free parameters (19), so they have to be measured
experimentally, and there is no explanation for the origin of the generations of fermions and gauge
symmetries.
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The existence of dark matter (DM) has been proved empirically by astronomical observations,
such as the measurement of rotational velocities of galaxies [34, 35], gravitational lensing, or the mul-
tipolar analysis of the fluctuations in the temperature of the cosmic microwave background (CMB),
provided by theWMAP and Planckmissions (the later shown in Fig. 1.5). However, the SMdoes not
provide any explanation for this kind ofmatter. In fact, the latest cosmologicalmeasurements [36, 37]
reveal that ordinarymatter, the one described by the SM, represents only less than 5% of the universe,
while DM makes up about 27% of it. The 68% left is the so-called dark energy (DE), predicted by
the StandardModel of Cosmology (usually referred to as the ΛCDMmodel) as the cause behind the
accelerated expansion of the universe, observed in 1998 by looking at in high-redshift¶ supernovae of
type Ia [38, 39].

Neutrino flavour oscillations have been extensively observed [40], but this enters in contradiction
with the SM since it would require neutrinos to have non-zero mass, as Pontecorvo pointed out first
in 1957 [41, 42]. Therefore, the SMwould need to be extended in order to account for this. However,
this is rather an open question in the SM than an indication of new physics, as it is related to whether
neutrinos are Dirac or Majorana particles.

The asymmetry between matter and anti-matter that is observed in the universe can not be ex-
plained with the SM. It includes CP violation but it is not enough to account for such level of im-
balance, especially because QCD seems to preserve this symmetry for no particular reason. This is
known as the strong CP problem. Experiments like Belle and LHCb have being reporting results com-
patible with CP violation beyond the SM predictions in the last years, hence there is an effort to look
for additional sources of CP-violation, but not successfully yet.

Additionally, two different experiments have released recently very exciting results: first, LHCb
reported evidences of lepton universality violation [43] (shown in Fig. 1.5), and theMuon g–2 exper-
iment published a new measurement of the anomalous momentum of the muon, which combined
with previous results turns out to differ from the SM predicted value by more than 4σ [44]. In both
cases, evidence of new physics was claimed, although they are still under discussion as theorists say
such discrepancies are caused by the lack of higher-order corrections in the theoretical predictions.

Altogether, there is a fairly decent amount of arguments pointing towards the necessity of new
models that can complete the SM and explain all these observations that SM can not. All these scenar-
ios are usually called Beyond StandardModel (BSM) theories. In the analysis of this thesis, a number
of BSMmodels are tested with data from pp collisions. Such models are briefly described below.

¶Redshift refers to the shift between the emitted wavelength of an object, λe, and the one measured by the
observer, λo, caused by the Doppler effect. It is defined as 1+ z ≡ λ0/λe.
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Figure 1.5: (a) Power spectrum of from the CMB temperature fluctua ons measured by the Planck mission (ESA) [36]. (b)
Lepton universality conserva on viola on as measured by LHCb compared with previous measurements [43].

1.3.1 Large Extra Dimensions

In 1919, a description of both electromagnetism and gravitation (the two known interactions at that
time) was proposed by T. Kaluza [45], based on the inclusion of an extra spacial dimension. In his
theory, General Relativity works in a 5-dimensional spacetime,R5, parametrized by the metric tensor

g̃ab =

(
gμν + ϕ2AμAν ϕ2Aν

ϕ2Aν ϕ2

)
, (1.33)

where gμν is the usual 4-dimensional metric, ϕ an scalar field and Aμ a vector field identified with the
electromagnetic potential. Everyday world is then just a four-dimensional part of R5, conveniently
constrained by the so-called cylindrical conditions, i.e. the derivatives of all physical observables with
respect to the new parameter vanish (∂g̃ab/∂x5 = 0), or at least they are considered to be small as they
are of higher order. This explains the weakness of gravity in relation to electromagnetism and solves
the hierarchy problem as well.

A quantum interpretation of Kaluza’s theory was given by O. Klein in 1926 [46, 47], who con-
sidered the fifth dimension as compactified within a circle of radius R. Being that dimension closed,
a massless scalar fieldΦ(xμ, x5)will satisfy the periodic conditionΦ(xμ, x5) = Φ(xμ, x5 + 2πR), and
the Fourier expansion of the field will yield

Φ(xμ, x5) =
+∞∑

n=−∞
Φn(xμ)einx

5/R . (1.34)

Then, an electric charge moving in the 5-th dimension can be described as a combination of stand-
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ing waves, one for each mode of Eq. (1.34), and therefore its momentum’s 5-th component will be
quantized as P5 = n/R. This implies that for any field one would find infinite wave functions, the
so-calledKaluza-Klein towers, which applies not only for scalar fields but also for fields with non-zero
spin like the graviton (spin J = 2). Using a ‘de Broglie’ relation of the type P5 = h/R, Klein obtained
the following expression for the 0-th mode of such waves:

R =
hc
√
2G
q

≃ 0.8 · 10−30 cm , (1.35)

where h and G are the Planck and Newton constants, respectively, c is the speed of light and q is the
electron charge. The small value of the radius obtained is taken as a support of the cylindrical condi-
tions in Kaluza’s theory.

In1998, an extra-dimensionsmodelwasproposedbyArkani-Hamed,Dimopoulos andDvali [48].
The so-calledADDmodel, named after the name of its authors, is an effective field theory (EFT)‖ in
which the cut-off is set at the EW scale, and therefore yields to measurable effects at TeV energies.
In this framework, n extra dimensions are proposed, all of them confined within a circle of radius R.
A higher-dimensional space named as bulk where the gravitational interaction can propagate via its
mediator, the graviton, while all the SM fermions and bosons are bound to the known 4 dimensions,
denoted as branes.

In this context, the gravitational potential between two massesm1 andm2 takes the form

V(r) ∼ m1m2

Mn+2
D

×

1/rn+1 (r < R)

1/(Rnr) (r ≫ R)
, (1.36)

hence the effect of the additional dimensions is only noticeablewhen the distances between themasses
are small enough in comparison with R, while the potential recovers the usual ∼ 1/r behaviour at
distances larger thanR. InEq. (1.36),MD represents the effective Planck scale in the 4+ndimensional
space, related to the 4D Planck scale as

M2
P ∼ Mn+2

D Rn . (1.37)

The ADDmodel becomes especially interesting whenR is small enough such thatMD is close to
MEW, since it would solve naturally the hierarchy problem and also provides predictions that can be

‖An EFT is a tool to describe physics related to a more complete theory at energy regimes much lower than
a certain cut-off scale.
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tested in particle collider experiments. At these regimes, the typical radius can be estimated as

R ∼ 1030/n−17 ×
(
1 TeV
mEW

)1+2/n
cm . (1.38)

The n = 1 case is automatically excluded as it would imply a radius of about 1013 cm, with conse-
quences in the gravitational potential at solar system scales, which would have been observed already.
This is why the name large extra dimensions (LED), is usually utilized in the context of the ADD
scenarios, as only models with n ≥ 2 extra dimensions are typically considered.

In this framework, the weakness of gravity is explained in terms of a Kaluza-Klein graviton prop-
agating through n extra dimensions. The interaction term in Lagrangian of the graviton field, Gμν, is
determined by Einstein’s equations in 4+ n dimensions, and the interaction term takes the form

Lgrav = −
√
8π

MP
GμνTμν , (1.39)

whereTμν is the energy-momentum tensor. The decay rate of the graviton is then suppressed by a fac-
tor∼ M2

P, which points to a stable –or, at least, long-lived– particle. Therefore, a graviton produced
in a proton–proton collision would escape through the detector without interacting with it, leaving
a signature ofmissing transverse momentum. Scenarios where the graviton is produced in association
with ISR or FSR jets are highly compatible with the typical signature of the monojet analysis (dis-
cussed later in Chapter 6), and therefore it can be used to set exclusion limits on the parameter space
of the ADD model. In previous versions of this analysis [49], values ofMD up to 7.7 and 4.8 TeV
have been excluded for n = 2 and n = 6 extra dimensions by the ATLAS collaboration.

1.3.2 DarkMatter production

As mentioned, there is a non-baryonic type of matter about five times more prevalent than ordinary
matter in the universe, as confirmed by different astronomical and cosmological observations over the
last century. There are only a few known things about the nature of dark matter [50]:

• DM does not interact via electromagnetism or QCD. Hence the name ‘dark’.

• It interacts gravitationally. It must be at most weakly interacting with SM particles.

• It has to be stable, or at least long-lived in cosmological time scales, since it has survived from the
freeze-out era (i.e. themomentwhendarkmatter decoupled fromthe thermal bath). Otherwise
it would exhibit a smaller abundance today.

21



• It must have the right mass and abundance in order to match with the measured relic density,
as estimated by Planck [36]:

Ωch2 = 0.1198± 0.0012 (1.40)

The only DM candidate SM can provide is the neutrino, as it actually has very similar character-
istics. However it has been ruled out since its abundance in the universe is not large enough. Many
different candidates have been proposed in different BSM theories, such as sterile neutrinos, axions,
light gravitinos, primordial black holes, etc [51], but the most popular ones are the so-called Weakly
Interacting Massive Particles (WIMPs).

WIMPshavemassesmχ allowed in the range between 10MeVand 1TeVand interactwith SMpar-
ticles with cross-sections similar to that of weak processes. There is an interesting feature of WIMPs,
usually referred to as theWIMP miracle, which is that if a WIMP exists and is stable, it is naturally
produced with a relic density consistent with that required of DM. This also implies that WIMPs
must annihilate to other particles. Assuming these are SM particles, there are three ways to detect
DM experimentally:

• Direct detection experiments, based on the idea ofmeasuring the nuclear recoil that follows an
elastic scattering between aWIMP and the nuclei that compose the active material of a certain
detector. Recoil energies depend on the mass of theWIMP and typically range between 1 and
100 keV. Depending on the kind of coupling with the nuclei, two types of interactions are
studied: spin-independent, with scalar or vector coupling; and spin-dependent, with pseudo-
scalar or axial-vector coupling, sensitive to the spin of the corresponding nucleon. There are
many DM direct detection experiments, such as XENON [52], CDMS [53], LUX [54] and
CRESST [55].

• Indirect detection experiments, looking for decay products fromWIMP-pair annihilation pro-
cesses. The assumption is that WIMPs can be captured gravitationally by heavy objects like
the Sun or the galactic center, where the high local density canmake possible the annihilation.
Most of the products are immediately absorbed except for the neutrinos, which can be later
detected by neutrino telescopes such asMAGIC [56] and Fermi-LAT [57], working on space,
or Earth-based ones like IceCube [58], Super-Kamiokande [59] and ANTARES [60].

• Pair-production in colliders. Finally, pairs ofWIMP could be created in particle collisions with
sufficient center-of-mass energy. If the rate of collisions is high enough, rare processeswith very
low cross-sections can be produced with enough statistics to be discriminated against other
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Figure 1.6: Diagram of a DM-pair produc on in associa on with one jet, assuming an axial-vector mediator exchange in
the s-channel within a simplified model.

processes more usual. In the case of a DM-pair creation, they would escape through the detec-
tor leaving a signature in the form of missing momentum, just like neutrinos.

The later is the method studied in the analysis of this thesis. The idea is to exploit the similarity of the
monojet signature with respect to events where a pair of WIMPs is produced in association with an
ISR/FSR jet. In fact, themonojet analysis is known as the golden channel for DM searches in colliders
due to its high sensitivity to these kind of processes.

In the analysis, theWIMP-pair production is modelled by using simplifiedmodels, which rely on
the introduction of a new mediator particle to be exchanged between the WIMPs and the SM par-
ticles [61, 62]. The considered models assume mediators with minimal decay width, as described in
Ref. [63], so only decays into SM particles or WIMPs are allowed. Only Dirac DM particles are con-
sidered, since the choice of bothMajorana fermions or scalarswould produce changes in the kinematic
distributions of the visible particle. Themodels depend then on the following parameters: the masses
the DM particles,mχ, and the mediator,Mmed, the coupling between the mediator and the partons,
gg and the coupling between the mediator and the dark sector, gχ. Moreover, the simplified models
considered for the DM pair production are the s–channel processes, in which the propagator can be
written in the Breit-Wigner form

1
Q2 −M2

med + iMmedΓ
, (1.41)

whereQ is the transferredmomentumandΓ is thewidth of themediator. A typical choice is to assume
a Z′-like mediator, i.e. a heavier relative of the EW Z boson. This boson arises from an additional
U(1) gauge symmetry that is introduced, and its nature (in particular, the spin) affects directly to the
kinematic distributions of the final states. Therefore, two different scenarios are considered in the
analysis: an axial-vector mediator model and a pseudo-scalar mediator model.
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Figure 1.7: One-loop diagrams of a DM-pair produc on in associa on with one jet, assuming a pseudo-scalar mediator
exchange via s-channel in a simplified model.

The axial-vector mediator simplified model (in the following, theDMAmodel) assumes a spin-1
mediator ZA exchanged in the production of a DM-pair, as illustrated in Figure 1.6. The Lagrangian
for this kind of process takes the form

LA = gq
∑
q

Zμ
A q̄γμγ5q+ gχ Z

μ
A χ̄γμγ5χ (1.42)

where the sum runs over all quark flavours (q = u, d, s, c, t, b) andmZA is the mass of the correspond-
ing mediator (Mmed ≡ mZA). The coupling gq is assumed to be universal, i.e. the same for all quarks.
As mentioned, the width of the mediator is assumed to be the minimal one, taking the form

ΓAmin =
g2χmZA

12π
β3χ Θ

(
mZA − 2mχ

)
+
∑
q

3g2qmZA

12π
β3q Θ

(
mZA − 2mχ

)
, (1.43)

where Θ(x) is the Heaviside step function and βf =
√

1− 4m2
f /m2

zA is the velocity of the fermion f
withmassmf in the rest frame relative to themediatorZA. If there are no additional visible or invisible
decays contributing to the width of the mediator, the minimal width is fixed by the choices of gq and
gχ. A scan over the couplings was performed at the beginning of Run 2with simulatedDMA samples
generated at NLO [61], and it was found that the choice gq = 0.25 and gχ = 1 is optimal to cover a
wide range of themχ–mZA plane, since the kinematic distributions do not change significantly with
the coupling values for fixed masses and setting g = 0.25 helps suppressing constrains from di-jets
events.

Similarly, a model with a pseudo-scalar spin-0 mediator is also considered (the DMP model).
Assuming minimal flavour violation (MFV), such particle would behave in a similar manner as the
Higgs boson, and therefore one could include mixing terms with the Higgs sector. But this would
lead to a much more complex phenomenology with respect to what concerns to the analysis of this
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thesis. Then, for simplicity the SM extension to include the mediator will not consider any mixing
with the Higgs, and therefore the processes that derive from the pp collisions are loop-suppressed as
illustrated in the diagrams of Figure 1.7. In this case, the Lagrangian looks like

LP =
igq√
2
ZP
∑
i

(
λui ūiγ5ui + λdi d̄iγ5di + λℓi ℓ̄iγ5ℓi

)
+ igχ ZP χ̄γ5χ , (1.44)

where i runs over fermion generations, ZP is the pseudo-scalar mediator and the Yukawa couplings
λfi (being f the fermion) are normalized to the Higgs vacuum expectation value, i.e. λfi =

√
2mf

i/v.
Again, universality is assumed for the coupling with the fermions gq. The minimal mediator width,
neglecting the small contributions from other quarks than t, is expressed as

ΓPmin =
∑
f

NC
y2f g

2
qmZP

12π

(
1−

4m2
f

m2
ZP

)1/2

+
g2χmZP

8π

(
1−

4m2
f

m2
ZP

)1/2

+
α2Sy2t g2qm3

ZP

32π3v2

∣∣∣∣∣ fP
(
4m2

t
m2

ZP

)∣∣∣∣∣
2

, (1.45)

where the loop integral, with fP as a complex function, is defined as

fP(x) = x arctan2
(

1√
x− 1

)
, (1.46)

being x ≡ 4m2
t /m2

ZP
. A similar parameter scan as done for the axial-vectormodel was performedwith

DMP simulated samples, revealing the optimal choice of gq = gχ = 1 in this case.

1.3.3 Supersymmetric quark-pair production

Supersymmetry (SUSY) [64–67] is a concept born in the 70’s which essentially proposes a new sym-
metry between fermions and bosons. A supersymmetric theory is one that is invariant under such
symmetry, and the SM is not. Therefore SUSY models predict the existence of new particles com-
plementing the SM in such a way that this symmetry is conserved. These kind of theories not only
provide an elegant solution to the hierarchy problem, but also provide dark matter candidates and
even allow for the inclusion of the missing gravitational interaction. For these reasons, Supersym-
metry has become quite popular over the years and many experiments have been dedicated to probe
predictions frommany different SUSYmodels. However, no evidence of SUSY has been found up to
the date.
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The generator of the proposed symmetry, Q̂, is an anti-commuting spinor with spin-1/2 that
transforms fermions intobosons andvice-versa like Q̂ |fermion⟩ ∝ |boson⟩ and Q̂ |boson⟩ ∝ |fermion⟩.
The operator Q̂ commuteswith all the generators of the SMgauge symmetries, which implies that, for
each SM particle, the corresponding super-partner (sparticle) will have the same quantum numbers
under the SU(2)L ⊗ U(1)Y ⊗ SU(3)C group.

The complete set of particles and sparticles of a SUSY theory can be grouped into supermultiplets
as follows. Chiral supermultiplets are formed by a complex scalar field, composed by two scalars, and
a Weyl fermion** with two helicity states. SM fermions plus their scalar super-partners enter in this
kind of groups. The gauge supermultiplets are formed by a massless vector field with two chirality
states and a Weyl fermion with two helicity states (‘gauginos’). These groups include the SM gauge
bosons and their fermionic super-partners. Finally, a gravitational supermultiplet can be defined as
well, composed by the spin-2 graviton and the spin-3/2 gravitino. This later group is only included
in some SUSYmodels.

The simplest extension of the SM to make it a SUSY theory is usually called Minimal Supersym-
metric StandardModel (MSSM). The number of extra particles introduced then is just theminimum
necessary, with no additional interactions. Table 1.2 summarizes the particle content of the MSSM.
Usually, the super-partners of the SM fermions are named by adding an ‘s-’ prefix at the beginning
of the name of the corresponding SM particle (e.g. top→ stop). On the other hand, super-partners
of the SM gauge bosons are named by their SM name plus an ‘-ino’ suffix at the end (e.g. gluon→
gluino). In the table, the Weyl notation has been chosen, this is why conjugates like ũ∗R appear. As
mentioned, the quantum numbers corresponding to the SM gauge symmetry are preserved under
supersymmetric transformations, and therefore the super-partners of SM right-handed fermions also
behave as singlets under the SU(2)L group. The Higgs sector is extended inMSSMmodels, with two
complex scalarHiggs fields to generate themasses of u- and d-type fermions, respectively. This is done
because is it not possible to conjugate the Higgs field in order to generate down-fermion masses as in
the SM. This leads to a total of fourHiggs bosons, two of them charged, and four higgsinos. The SM-
like Higgs is recovered by combiningH0

u andH0
d. As in the SM, the neutral-charged fields W̃0 and B̃0

can be mixed to form the so-called photino and zino. In a similar way, higgsinos, wino and bino mix
with each other resulting in six mass eigenstates: two charginos, χ̃±1,2, and four neutralinos, χ̃

0
1,2,3,4.

In principle, the new symmetry introduced when building theMSSM implies that each new par-
ticle would have the same mass as their respective counterpart. But it is clear from the experimental
evidence that this is not the case. In order to resolve this, an spontaneous symmetry breaking mecha-
nism is introduced in a similarway as EW, only that, instead of adding a new scalar field, a soft breaking

**Weyl fermion refers to the solution of a two-dimensional version of the Dirac equation for massless fields,
usually known as the Weyl equation.
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Names J = 0 J = 1/2 J = 1

Chiral supermultiplets

Quarks & squarks Qi (ũL, d̃L)i (uL, dL)i –

(i = 1, 2, 3) ūi (ũ∗R)i (ũ†R)i –

d̄i (d̃∗R)i (d̃†R)i –

Leptons & sleptons Li (ν̃L, ẽL)i (νL, eL)i –

(i = 1, 2, 3) ēi (̃e∗R)i (̃e†R)i –

Higgs & higgsinos Hu (H+
u ,H0

u) (H̃+
u , H̃0

u) –

Hd (H+
d ,H0

d) (H̃+
d , H̃0

d) –

Gauge supermultiplets

Gluon & gluino – g̃ g

W-bosons & winos – W̃±, W̃0 W±,W0

B-boson & bino – B̃0 B0

Table 1.2: Elementary par cles composing the chiral and gauge supermul plets in a generic MSSM theory.

term is simply added to the Lagrangian,

L = LSUSY + Lsoft , (1.47)

where the last term solves the mass degeneracy between SM and SUSY particles by making the later
heavier. The breaking of the symmetry is then regarded as a perturbation of the SUSY Lagrangian
without introducing unwanted quadratic divergences. As mentioned previously, the hierarchy prob-
lem originates from the fact that corrections to the mass of the Higgs could extend up to very high
values as there is a huge gap until reaching the Planck scale. The addition of the new set of parti-
cles makes the contributions from the fermionic sector to cancel with the contributions from their
bosonic super-partners, and same applies for the SM bosons. The remaining contributions arising
from the soft term are assumed to be not larger than the TeV scale. Therefore, at higher energies new
particles be produced and thus MSSMmodels can be probed in collider experiments.

In the construction of the Lagrangian, all possible interaction terms that satisfy the SM symme-
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tries are in principle included, but some of these terms can lead to violations of the baryon and lepton
numbers conservation, which is forbidden in the SM and supported empirically by evidences such as
the proton decay. In order to avoid this, a new symmetry called R-parity is introduced, whose con-
served quantity is defined as

R = (−1)3(B−L)+2S , (1.48)

where B and L are the baryon and lepton numbers, respectively, and S denotes the spin of the particle.
Eq. (1.48) implies that R = 1 for SM particles and R = −1 for sparticles. The conservation of R
preserves the conservation of the baryon and lepton quantum numbers, as required, and has major
consequences in SUSY phenomenology:

• sparticles must be produced in pairs,

• no mixing is allowed between SM and SUSY particles,

• the lightest supersymmetric particle (LSP) can not decay,

• all the other sparticles decay into final states with an odd number of LSPs.

The conservation ofR-parity is not always required depending on the SUSY model. In those models
in which it is conserved, as is the case to what respect to the analysis of this thesis, the LSP is usually
identified with the lightest neutralino (χ̃01 ) and is considered a candidate for dark matter.

SUSYmodels can be tested in particle collider experiments. In particular this analysis searches for
events where a squark-pair is produced from a pp collision. The production of sparticles is typically
dominated by QCD, with processes like pp → g̃g̃, pp → g̃q̃ or pp → q̃q̃, depending on the masses
of the squark and the gluino. The squark-pair would then decay into final states with SM quarks and
light neutralinos. The later would escape undetected as it is assumed to be stable, therefore leaving a
signature in form ofmissing transverse momentum that the monojet analysis is sensitive to. In partic-
ular, the analysis focuses in those scenarios in which the difference between the masses of the squark
and the neutralino, Δm = mq̃ − mχ̃01

, is small (the so-called compressed scenarios), of the order of a
few GeV, since in such cases the SM decay products will be low-energetic and might not be recon-
structed by the detector, so these kind of events can only be identified if an ISR jet recoils against the
squark system. In this way, the monojet analysis provides a unique access to this particular region of
the parameter space.

Four different scenarios are considered for the squark-pair production, all of them conserving
R-parity as mentioned. Figure 1.8 shows typical diagrams for each of the models considered. The
production of pairs of light squarks which decay directly into their respective SM quarks is treated in-
dividually. This is the case known as the SS model, the process q̃ → qχ̃01 with q = u, d, s, c. The pro-
duction of heavier-flavour squarks is studied separately. First, a sbottom-pair decaying into b-quarks
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Figure 1.8: Squark-pair produc on diagrams in associa on with a jet plus their subsequent decays according to the four
compressed SUSY models considered in the analysis, namely (a) SS, (b) BB, (c) TT and (d) T4body.

plus neutralinos: b̃ → bχ̃01 (the BB model), a similar scenario to the SS model. Then, two different
cases are considered for the stop production: a stop decaying into a c-quark and a neutralino, t̃ → cχ̃01
(the TT model), which happens only if Δm < mb +mW so decaying into a b-quark is not allowed;
and the so-called stop four-body decay, t̃ → bff′χ̃01 (named as the T4body model). In all cases, the
branching fraction of the process is assumed to be of 100% and the parameter space is explored up to
themost compressed scenarios, with the exception of theΔm < 5GeV region for the third generation
cases, as the phase space would not allow for b-quark production. Since in themonojet analysis events
are tagged by the presence of a jet, which is often initiated by a gluon, the flavour of the produced
squarks is not really important.
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Figure 1.9: Diagrams of invisible-decaying Higgs for different produc on channels, namely (a) ggF, (b) VH, (c) VBF and (d)
H

1.3.4 Invisible-decayingHiggs

The Higgs boson is unique within the SM framework, as it is the only scalar boson, and provides a
critical element in the theory which is the generation of fermions and gauge bosons masses via spon-
taneous EW symmetry breaking (described in Section 1.1.3). Studying its properties is fundamental
to get a better understanding of the dynamics related to the SM particles.

But the Higgs can be also studied as a portal to hidden sectors where BSM physics might lie [68].
In particular, some WIMP models predict a relation between the SM and the dark sector through
Higgs, for example viaYukawa couplings to fermionicDMcandidates. This canbe explored inparticle
collision experiments by searching for whenever a Higgs boson is produced and decays into a pair of
WIMPs. These kind of events would lead to signatures of missing transverse momentum, since the
DM-pair is stable and does not interact with the detector, so the processH → χχ can be expressed as
H → invisible. There is actually a process of this type allowed in the SM, which is a Higgs decaying
into two Z-bosons, which decay subsequently into neutrinos,H → ZZ∗ → νννν, with a branching
ratio (BR) of ΓH→inv. ≃ 1.12 · 10−3 [69]. The addition ofH → χχwould increase the total BR above
the SMpredicted value, thereforemeasuring ΓH→inv. is a powerful way to search for evidences of BSM
physics.
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In pp collisions, a Higgs boson can be produced via different processes, as shown in the dia-
grams of Fig. 1.9. The dominant production channel is the so-called gluon–gluon fusion (ggF)mech-
anism, with gg → H and gg → ZH, followed by the vector boson fusion (VBF) process, with
ZZ/W+W− → H. Another processes are the Higgs production in association with a W/Z bo-
son (called VH process), or with a t̄t (ttH) in the final state.

Previous searches for invisible Higgs decays using the monojet signature have been performed
by the ATLAS and CMS experiments, setting upper limits on the BR of 0.26 [70] and 0.19 [71],
respectively.

1.3.5 Other models

In addition to the mentioned models above, another two signatures of BSM have been explored, al-
though they will not be discussed in detail in this thesis.

• A Dark Energy inspired model, based on the inclusion of a new scalar field and implemented
as an EFT [72]. In this context, the new scalar particle is stable and produced in pairs, there-
fore escaping through the detector and leaving a monojet-like signature, when produced in
association with a gluon.

• Anmodel includingAxion-Like Particles (ALPs), which arise from the breaking of a newU(1)
symmetry that is introduce as an attempt to solve the lack of CP-violation in QCD. These
kind of particles are also seen as solid DM candidates. An EFT implementation of the ALP
model, with an effective scale fa, is then considered in which ALPs are produced in association
with a gluon, a process governed by the ALP-gluon coupling, cG̃. Again, the produced ALP is
considered stable and escapes without interaction with the detector material, therefore leaving
a signature that can be studied via the monojet channel.
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2
MC Simulation

In order to test the theoretical predictions against the data, simulated samples are generated withMC
techniques for both SMprocesses that can lead to final states similar to the selected events, and for each
of the signal models considered. In this chapter, the preparation of such set of samples is detailed.

2.1 Simulation Software

Different algorithms are used for the different stages in the generation of events, as well as the simula-
tion of the interactions with the detector.

2.1.1 MC generators

A number of software options are available for the different stages of the event generation.

• Sherpa [73] is a general-purpose MC event generator widely used by LHC experiments for
Run1 and 2 analyses. It is specialized on simulating 2 → nprocesses in inclusive samples. Pro-
vides ME calculations up to NLO or NNLO in pQCD precision, depending on the process,
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and up toNLOaccuracy in EW, and provides also generic interface to external generators. The
PS ismodelled by usingQ2 to order the cascade evolution, with typical inter-parton separation
scales down to 1 GeV2. The UE is also modelled within Sherpa. The cluster fragmentation
model is used for the hadronization, and the CKKW algorithm for the ME–PS matching.

• Pythia [74–76] is general purpose event generator, mostly focused on 2 → 1 and 2 → 2
processes, with some 2 → 3 processes available in the latest releases. The ME is calculated at
LO. The PS modelling is based on the dipole-style p⊥-ordered evolution. Underlying events
and minimum bias events can be simulated with Pythia as well. The string fragmentation
model is used for the hadronization modelling.

• Herwig++ [77] is also a multi-purpose generator. It calculates the ME at NLO accuracy.
Herwig++ simulates the PS by the angular ordering of successive emissions and uses the clus-
ter fragmentationmodel for the hadronization. TheUE is simulated using an eikonalmultiple
parton-parton scattering model.

• Powheg-Box [78–80] is a generator that provides ME calculations at NLO in QCD. It is
often interfaced with other frameworks for the PS and UE simulations.

• MadGraph [81–83] is an event generator specialized on 2 → n processes, with ME cal-
culations at up to NLO in QCD. MadGraph is usually interfaced with Pythia8 for the PS,
hadronization and UE simulation.

• EvtGen [84] is framework widely used in B−physics experiments because it provides pre-
cise predictions for B−meson decays, although it also includes other resonances. It uses decay
amplitudes instead of probabilities for the simulation of decays.

2.1.2 Detector simulation

Once the event is generated at truth level, the interactionwith thedifferent components of thedetector
has to be simulated as well, including effects such as Bremsstrahlung radiation, multiple scattering,
pair creation, etc. In this way, the event can be reconstructed and processed with the same code chain
as done for the data. Such simulation of the detector is carried out with the software Geant4 [85],
widely used in nuclear and particle physics for emulating radiation-material interaction processes.

This is the step that consumesmost of the computing time and resources of thewhole sample gen-
eration chain. For this reason, a balance must be found between an accurate modelling and a realistic
CPU time. For this reason, and depending on the necessities for the specific samples, two different
configurations are provided for the detector simulation in ATLAS: full simulation [86] and a fast
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simulation option, provided by the ATLFAST package [87]. Both options include a detailed mod-
elling of the geometry of the ATLAS detector components and the interactions of the particles with
the material, the main difference is the simplified parametrization of the calorimeter energy deposits
implemented in the fast simulation, as this is the most CPU consuming part.

2.2 Simulated Samples for theMonojet Analysis

TheMC samples production is split into three campaigns in order to account for the different pile-up
conditions in the description of the corresponding data collected in 2015 and 2016, 2017 and 2018.

2.2.1 Background samples

There are several SM processes that contribute in a non-negligible way to the monojet signature and
for which dedicated samples are produced, listed below. The full detector simulation is used for all
the background samples.

• V+jets. Samples for W+jets and Z+jets processes are simulated using Sherpa 2.2.1 inter-
faced with Comix [88] and OpenLoops [89] for the ME calculation for up to 2 partons at
NLOand4partons atLO, andmergedwith the SherpaPS, following theME+PS@NLOpre-
scriptions detailed inRef. [90]. TheNNLOPDF setNNPDF3.0 [22] is used. The total cross-
sections are computed at NNLO. In the case of dilepton processes, a cut onm(ℓ+ℓ−) > 40
GeV is applied, thus an additional set of samples with 10 GeV < m(ℓ+ℓ−) < 40 GeV is
also generated. These samples have a special pT(V)-based reweighting as it is described in Sec-
tion 2.3.
In addition, a set of samples where theZ/W boson comes fromVBF are generated usingHer-
wig 7.1.3. These samples are produced at NLO in pQCD using VBFNLO v3.0.0 [91]. The
NNPDF3.0 PDF set was used together with the default set of tuned parameters for the PS,
hadronization and UE. For these samples the muon channels are regenerated in Herwig 7.2
due to a displaced vertex issue. The samples are produced requiring a t-channel colour singlet
exchange to avoid overlap with the semi-leptonic diboson topologies, as it has been done in
other Run2 analyses (e.g. ATLAS VBF+MET [92]).

• In the generation of samples of t̄t events, the ME are calculated using the POWHEG-Box v2
generator with theNNPDF3.0NLOPDF set. The generator uses the 5-flavour scheme for the
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NLO ME calculations. The top-quarks are made to decay using MadSpin [93] to preserve
all spin correlations, while the PS, fragmentation, and the UE were simulated using Pythia
(version 8.2.30) with the NNPDF2.3LO PDF set and the ATLAS A14 tune [94].

• single-t. Samples with single top-quark events produced in the Wt and s–channel are gen-
erated with POWHEG-Box (v2) and the ME are calculated using the CT10 PDF sets. EW
t–channel single–t events are generated using POWHEG-Box (v1). This generator uses the 4-
flavour scheme for theNLOMEcalculations togetherwith thefixed4-flavourPDF setCT10f4.
Like for t̄t, spin correlations are preserved (for t–channel, top-quarks are decayed using Mad-
Spin). ThePS, fragmentation, and theUEare simulatedusingPythia6.428with theCTEQ6L1
PDF sets and the Perugia 2012 tune (P2012) [95]. The topmass is set to 172.5GeV. The Evt-
Gen v1.2.0 program is used for properties of the bottom and charm hadron decays.

• Diboson samples (WW, WZ and ZZ production) with the VV system decaying into 4ℓ ,
3ℓ+ ν or 2ℓ+ 2ν are simulated with Sherpa (versions 2.2.1 and 2.2.2). Likewise theV+jets
case, theME are calculated for up to 1 partons atNLOandup to 3 partons at LOusingComix
andOpenLoops, andmergedwith the SherpaPS, according to theME+PS@NLOprescrip-
tion. The NNPDF3.0NNLO PDF set is used together with the default PS tuning. The event
generator cross-sections are calculated at NLO.

2.2.2 Signal samples

There are several signal models considered in the analysis of this thesis, for which dedicated samples
are produced. With the exception of the invisible Higgs decay model (for which full simulation is
used), the signal samples are produced with detector fast simulation. In addition to the samples listed
below, events are also generated by following similar procedures for an ALPs EFT model and a Dark
Energy inspired model as well.

• ADD LED samples are generated using Pythia 8.205 with the NNPDF2.3 PDF set [96] and
using the ATLAS14 tune for the PS. The cross-section is computed at NLO in αS. The renor-

malization scale is set to
√(

p2T,G +m2
G

)(
p2T,p +m2

p

)
, where pT,G andmG are the transverse

momentum and the mass of the KK graviton, and pT,p andmp are the pT and the mass of the
parton. The factorization scale is set to the smallest of the transverse masses of the graviton
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and the parton,
√
p2T +m2. The samples are generated for n = 2 − 6 extra dimensions and

setting the fundamental scaleMD to values close to exclusion limits set in Run 1 [97], for fair
comparison.

• H → inv. Samples with a Higgs boson produced with a mass of 125 GeV are generated with
POWHEG-Box (version 2), with NLO accuracy. Particularities in the simulation of the dif-
ferent production channels are listed below.

– ggF: the generation of events is interfacedwith Pythia 8.212 for PS, hadronization and
UE, using the AZNLO tune [98] and the NNPDF3.0+CTEQ6L1 PDF set [22]. The
total cross-section is calculated at NNNLO order in QCD and NLO EW corrections
are applied for the gg → H sample, while the gg → H sample is normalized to a cross-
section calculated at NLO in QCD.

– VH: like the gluon–gluon fusion samples, the generation is interfaced with Pythia
8.212 for PS, hadronization and UE using the AZNLO tune. The CT10 PDF set is
used instead, and the MiNLO (Multiscale Improved NLO) procedure [99] is applied.
The cross-sections for these samples are calculated with NNLO accuracy in QCDwith
NLO EW corrections.

– VBF: these samples are also generated interfacing POWHEG-Box with Pythia 8.212
for the PS, hadronization andUE, using theAZNLO tune, but theNNPDF3.0 PDF set
is used in this case. The samples are normalized to cross-sections calculated at NNLO
in QCDwith NLO EW corrections.

– ttH: samples are generated at NLO accuracy in QCD using the POWHEG-Box gener-
ator alone, with the PDF4LHC15 [100] set of PDFs. The cross-sections are determined
at NLO in QCD, with NLO EW corrections.

In all processes the Higgs boson is forced to decay into two Z bosons, which decay into neu-
trinos (H → Z∗Z → 4ν), because such final state is consistent with those from models with
invisibly decaying Higgs bosons.

• DM s-channel samples of the type χχ̄+jet are generated atNLOprecisionwith thePOWHEG-
Box framework, considering two simplified models:

– The DMAmodel with spin-1 axial-vector mediator exchange at NLO.

– The DMPmodel used for spin-0 pseudo-scalar mediator exchange with the full quark-
loop calculation at LO.
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Renormalization and factorization scales are set toHT/2, whereHT =
√
m2

χχ + p2T,j1 + pT,j1
is defined by the invariant mass of the WIMP pair (mχχ). A Breit-Wigner expression is chosen
for the mediator propagator. The generation of samples is interfaced with Pythia 8.205 with
theATLAS14 tune for the PS, hadronization andUE simulation, and theNNPDF3.0 PDF set
is used. Asmentioned, the couplings of themediator toDMparticles and SMquarks are set to
gχ=1 and gq=1/4 for the DMAmodel, while for the DMPmodel both are set to gχ=gq=1. A
set of samples is produced forDMmasses ranging between 1−1000GeV andmediatormasses
varying within 10− 10000 GeV.

• SUSY. As explained in the previous chapter, four squark-pair production scenarios are con-
sidered in the analysis of this thesis, namely SS, BB, TT and T4body. All signal samples are
generated withMadGraph5_aMC@NLO v2.2.3, interfaced with Pythia 8.186 with the AT-
LAS 14 tune for modeling of the squark decay, PS, hadronization, and the UE. The PDF set
NNPDF2.3LO is used. TheME calculation is performed at LO, and includes the emission of
up to two additional partons. TheME–PSmatching is done using theCKKW-L prescription,
with a matching scale set to 1/4 of the pair-produced superpartner mass. The renormalization
and factorization scales are set to μ =

∑
i

√
m2

i + p2T,i, where the sum runs over all final-state
particles from the hard-scatter process. The samples are normalized to cross sections calculated
to approximate NNLO in αS, adding the resummation of soft gluon emission at next-to-next-
to-leading-logarithm accuracy (approximate NNLO+NNLL) [101–104]. In all models, the
compressed scenario is considered. A grid of samples is then produced with values ofmq̃ vary-
ing from 250 GeV to 1.2 TeV and differences in mass, Δm = mq̃ −mχ̃01

, between 5–50 GeV.

2.2.3 MC correctionweights

Every event generated is corrected by a set of weights which are specific of the algorithm used for the
simulation and the performance in the identification and reconstruction of the physical objects. The
final weight is defined by the product of all the individual contributions, listed below.

• MCweights: event-by-event generator weights, specific of the simulation algorithm.

• Pile-up weights: correction factors accounting for differences between simulations and data in
pile-up. These weights are extracted by overlaying the MC sample with simulated minimum-
bias events, which are generated with Pythia 8.186 using the A3 set of parameters [105] and
the NNPDF2.3LO PDF set, and are distributed according to the data frequency.
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• Lepton efficiency scale factors (SFs): quantities derived from the ratio of efficiencies measured
in data and simulated events, εdata/εMC, accounting formismodeling of the detector efficiency
in the reconstruction, identification, isolation or triggering of leptons and photons. The SFs
act as event-level weights to be used when the presence of such object is requested.

• Anti scale factors (anti-SFs): similarly to the SFs, the anti-SFs correct for detector inefficiencies
when vetoing objects. The calculationmethod is detailed in the Appendix B. The anti-SFs are
applied every time the absence of an specific object is requested in the event.

Finally, the MC samples are normalized to be compared to the data, taking into account the pro-
cess cross-section and the luminosity of the corresponding data-taking period and also accounting for
generator-level cuts applied at the time of the generation of the samples.

2.3 V+jets reweighting

In order to achieve a better description of theW/Z+ jets backgrounds, which are largely dominant
in the monojet analysis, higher-order perturbative corrections in QCD and EW processes are applied
to the V+jets MC samples*. The reweighting method is based on Ref. [106], which includes QCD
corrections atNNLO [107–110] and EWcorrections atNLO [111–114], supplemented by Sudakov
logarithms at two loops [115–118]. The correction described below is one of the major improve-
ments with respect to the previous iteration of the analysis [49], where the calculation provided was
performed only at NLO inQCD (version−1 of [106]). Uncertainties related to these corrections and
their correlations across processes are described in Section 7.3.

Eq. (2.1) describes the procedure for the one-dimensional reweighting of theV+jetsMC samples
in a generic variable x (the momentum of the boson in this case, x = pT(V)), expressed in terms of
the cross-section as computed fromMC simulation (σ(V)MC) and from the theory calculation (σ(V)TH),

d
dx

d
dy

σ(V) (εMC, εTH) =
d
dx

d
dy

σ(V)MC (εMC)

[
d
dxσ

(V)
TH(εTH)

d
dxσ

(V)
MC(εMC)

]
, (2.1)

where y refers to the remaining kinematic variables included in the simulation, εMC represents the set
of experimental andmodelling uncertainties from independent sources on the variable x, and εTH de-
notes the set of theoretical uncertainties associatedwith the corrections. The term in brackets depends
only on the variable x and represents the reweighting factor applied to the differential cross-section,

*This procedure is prescribed only forV+jets events not initiated by VBF.
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therefore this procedure is inclusive in all observables except of x. The same event selection curs must
be used for the numerator and the denominator of such term in brackets. One of the advantages of
this method is that the three terms on the right hand side of Eq. (2.1) do not need to be computed
with the same numerical setup, as long as the definition and the binning of x is the same. On the other
hand, the two terms of the ratio given by

RMC (x, y) =
d
dx

d
dy σ

(V)
MC

d
dxσ

(V)
MC

(2.2)

has to be fully consistent in terms of PDFs, scale choices and input parameters. While the numera-
tor in Eq. (2.2) is the nominal yield given by the MC sample, the denominator needs to be adapted
in order to meet the aforementioned condition. In addition, in order to make and optimal use of
the reweighting procedure two conditions should be passed: the theoretical predictions should be at
least equal or more precise than the MC ones; and the correlations across x and the other variables
y should be at least as precise (or more) in the MC predictions than in the theory calculations. For
these reasons, although pT(V) is a natural choice given itsminimal sensitivity tomultiple jet emissions,
the reweighting procedure is only valid for inclusive samples and the region pT(V) ≪ mV must be
excluded from it, since in that regime the analysis becomes sensitive to soft QCD interactions. More-
over, any non-perturbative aspect of the MC simulation (hadronization, UE, hadron decays) should
be excluded from the definition of x, and therefore uncertainties related to those features will remain
the same after the reweighting.

The theoretical corrections provided can be split into several components as

d
dx

σ(V)TH =
d
dx

σ(V)QCD +
d
dx

Δσ(V)EW +
d
dx

σ(V)mix +
d
dx

σ(V)γ−ind , (2.3)

where the labels refer to the higher-orderQCDandEWcorrections,mixedQCDandEWcalculations
and photon-induced contributions. Each term of Eq. (2.3) will be discussed in the following.

• QCD predictions are provided at NNLO (i.e. O(αα3S)). The higher-order corrections are ap-
plied as normalization factorsK(V)

NNLO (x,μ) to the LO prediction as

d
dx

σ(V)NNLOQCD (μ) = K(V)
NNLO (x,μ)

d
dx

σ(V)LOQCD
(
μ0
)
, (2.4)

where the dependence on the renormalization and factorization scales, μ =
(
μR, μF

)
is ab-

sorbed by K(V)
NNLO (x,μ). The LO predicted differential cross-section in Eq. (2.4) is taken at

the central scale, which is adopted by convention as μR,0 = μF,0 = Ĥ′
T/2 with Ĥ

′
T being the
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scalar sum of the transverse energy of all the parton-level objects in the final state.

• For the EW corrections, the following notation is used:

d
dx

σ(V)NLO EW =
d
dx

σ(V)LOQCD +
d
dx

Δσ(V)NLO EW

d
dx

σ(V)nNLO EW =
d
dx

σ(V)NLO EW +
d
dx

Δσ(V)NNLO Sud

, (2.5)

where Δσ(V)NLO EW denotes exactO(α2αS) contributions and ‘NNLO Sud’ stands forO(α3αS)
EW Sudakov logarithms in NLL approximation. Their combination is labeled nNLO EW as
it accounts for the dominant EW effects at NNLO. Similarly as done for QCD, nNLO EW
corrections are expressed as correction factors, κ(V)nNLO EW (x, μ⃗), applied to the LO QCD pre-
dictions as

d
dx

σ(V)nNLO EW (μ) =
[
1+ κ(V)nNLO EW (x,μ)

] d
dx

σ(V)LOQCD (μ) , (2.6)

where κ(V)nNLO EW(x) is split into a pure EW component, evaluated at NLO, and NNLO Su-
dakov contributions:

κ(V)nNLO EW(x) = κ(V)NLO EW(x) + κ(V)NNLO Sud(x) . (2.7)

The former includes virtual EWcorrections to qq̄ → Vg, photon Bremsstrahlung corrections,
virtual QCD corrections to qq̄ → Vγ (needed to cancel soft-gluon singularities from photon
Bremsstrahlung) and qq̄ → Vq′q̄′ Bremsstrahlung corrections as well. The later accounts
for the inclusion of higher-order Sudakov logarithms that need to be implemented at high
momentum transfer regimes, where all energy scales are way abovemV [25], and are evaluated
at next-to-leading-logarithm (NLL) level of accuracy. The LO QCD cross-section is taken at
the same scale as the EW correction, since it has no dependency on the scale.

• Mixed QCD–EW corrections are yet not known. However, in order to include partially such
effects, higher-order QCD and EW corrections are factorized as

K(V)
TH = K(V)

NNLO (x,μ)
[
1+ κ(V)nNLO EW (x,μ)

]
. (2.8)

This approach allows to include mixed correction terms of the orderO(ααS).

• Photon-induced contributions arise from γq → Vq′ processes, where the photon comes from
the photon PDF inside the proton. The impact onW+jets processes is evaluated by compar-
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ing different sets of PDFs (namely, LUXqed [119] andCT14qed__inc [120]). The impact on
Z+jets is, on the other hand, negligible.

The final correction has then the form

d
dx

σ(V)TH = K(V)
TH

d
dx

σ(V)QCD +
d
dx

σ(V)γ−ind , (2.9)

Figure 2.1 shows the size of the QCD and EW corrections when applied to differentV+jets pro-
cesses as a function of the boson pT, as well as their individual uncertainties. NNLOQCDcorrections
seem to have amostly 7% flat effect onZ → ℓℓ+jets processeswhile raise from5% to 15%with pT(V)
forW → ℓν+jets, scaling up the number of events in both cases. nNLOEWcorrections, on the other
hand, appear to have a more relevant impact, with a similar reduction of events growing with pT(V)
from less than 2% up to 30 − 45%. In the analysis, the V+jets corrections combined translate into
an increasing reduction of the number of events as a function of Emiss

T , ranging between ∼ 2% and
∼ 20% depending on the process and the specific selection region of the analysis. For more details
about the size of theV+jets corrections on the samples of the analysis, see Appendix G.
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(a) (b)

Figure 2.1: (a) NNLO QCDK-factors and (b) nNLO EW κ–factors for differentV+jets processes at 13 TeV with their
individual uncertain es. Figures taken from Ref. 2.1.
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3
The ATLAS Experiment at the LHC

In this chapter the main aspects of the ATLAS (A Toroidal LHC ApparatuS) Experiment are in-
troduced, starting from a brief description of the Large Hadron Collider at CERN, followed by an
overview of the multiple components of the ATLAS detector and the mechanisms that are used for
the data acquisition.

3.1 The LargeHadron Collider

The Large Hadron Collider (LHC) [121] is the most ambitious physics experiment up to date. It
consists of a∼ 27 km-long underground ring located about 100 m below the border between France
and Switzerland, inside of which two beams of charged particles (mainly protons, but also Pb and Xe
ions have been used) travel in opposite directions in separate pipes kept at ultra-high vacuum, and are
made to collide in four interaction points placed along the ring, where the four main LHC experi-
ments (namely, ATLAS, CMS, LHCb and ALICE) operate, measuring and analyzing the outcome
of the collisions. ATLAS [122] and CMS [123] are multipurpose experiments, LHCb [124] studies
heavy-hadron physics and ALICE [125] focuses on heavy ion collisions.
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Figure 3.1: Schema c view of the CERN accelera on complex. Source: CERN.

Originally, the LHC was designed to collide protons at
√
s = 14 TeV. During the first period of

operations, known as the Run 1 (years 2010–2012), the proton–proton collisions were produced at
√
s = 7 and 8 TeV. After the Run 1 the collider went off for three years, a period known as the Long

Shutdown 1 where many upgrades were implemented in both collider and detectors. Between 2015
and 2018 (Run 2), the LHC was working at

√
s = 13.7 TeV, after of which the Long Shutdown 2

started.

The collider chain, as shown in figure 3.1, is governed by LHCmagnets operations and initiates
such that protons are obtained from a single bottle of hydrogen gas, replaced twice per year. Once the
hydrogen atoms are stripped off their electrons by using an electric field, the protons start being accel-
erated up to 50MeVwith a linear accelerator (LINAC 2), followed by a circular accelerator (Booster)
where an energy of 1.4GeV is reached. Then, the protons pass consecutively through the Proton Syn-
chrotron (PS) and the Super Proton Synchrotron (SPS), raising their energies up to 25 and 450 GeV,
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Figure 3.2: Schema c view of the ATLAS detector [122].

respectively. Finally, bunches of∼ 1.1× 1011 protons are injected into the LHC (each beam contains
a total of 2808 bunches, separated from each other by 25 ns), where the acceleration keeps up to final
energies of 7–8 TeV.

3.2 The ATLAS Detector

The ATLAS detector is a cylindrical-shaped particle detector that covers a very wide range of physical
phenomena studies, although it was originally optimized for the search of the Higgs boson. It is the
largest LHC detector, measuring 46 m long× 25 m diameter.

The detector is designed to identify and reconstruct the main products of the pp collisions, i.e.
leptons (electrons, muons and taus), photons, jets andmissing transverse energy. For this purpose the
apparatus is composed of several concentric layers around the beam pipe, as shown in Figure 3.2, each
one divided in multiple sub-detectors that are specialized in the detection of different types of parti-
cles. They can be grouped in three major parts, from inside out: the Inner Detector (ID), designed
for the tracking of charged particles; the Calorimeters system, which contains and measures the ener-
gies of electrons, photons and jets; and the Muon Spectrometers (MS), optimized for measuring the
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(a) (b)

Figure 3.3: Schema c view of (a) the Inner Detector [122] and (b) its mul ple layers in the barrel [126].

muon properties. In addition, a solenoidmagnet is built around the ID to bend the trajectories of the
charged particles, and a toroidal magnetic field surrounds the MS.

Before giving a more detailed description of the several sub-detectors, it is convenient to define
the system of coordinates that will be used in the following. Setting the origin at the interaction point
and the z-axis along the beam direction, a Cartesian right-handed system is chosen such that the x-axis
points towards the center of the LHC ring and the y-axis points upwards. From there, two quantities
are derived to define the trajectories of the particles: the azimuthal angle φ = arctan (y/x) and the
pseudo-rapidity η = − ln [tan (θ/2)], being θ the polar angle measured from the z-axis. The trans-
verse momentum (pT) and the missing transverse energy (Emiss

T ) are defined in the x-y plane.

3.2.1 Inner Detector

The ID is themost internal component of ATLAS. It measures 6.2m long× 2.1m diameter, and has
a coverage |η| < 2.5. Immersed in a solenoidal magnetic field of 2 T, the ID provides information for
reconstructing the tracks of the charged particles and the interaction vertices with very high precision.
It is composed of three different (sub)sub-detectors, as shown in figure 3.3, detailed below.

• ThePixel Detector is composed of silicon sensors (pixels) and has about 80.4million readout
channels, being the instrument with the highest granularity in the ATLAS detector. Provides
a resolution of 10 (115) μm in theR-φ plane (in z), whichmakes of it an essential instrument in
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Item Radial Extension [mm] Length [mm] Staves/sectors Modules Pixels (×106)

IBL ⟨R⟩ = 25.7 |Z| < 332 14 224 6.02
B-layer ⟨R⟩ = 50.5 |Z| < 400.5 22 286 13.2
Layer 1 ⟨R⟩ = 88.5 |Z| < 400.5 38 494 22.8
Layer 2 ⟨R⟩ = 122.5 |Z| < 400.5 52 676 31.2
Disk 1 88.8 < R < 149.6 = 88.5 ⟨Z⟩ = 495 8× 2 48× 2 4.4
Disk 2 88.8 < R < 149.6 = 88.5 ⟨Z⟩ = 580 8× 2 48× 2 4.4
Disk 3 88.8 < R < 149.6 = 88.5 ⟨Z⟩ = 650 8× 2 48× 2 4.4

Pixel Total 80.4

Table 3.1: Main parameters of the Pixel Detector system [126].

the reconstruction of the primary vertex. The Pixel Detector is structured in three barrel layers
plus the Insertable B-Layer (IBL), which was assembled in 2016 during the Long Shutdown
1 [126], and three disks in each endcap. The main technical aspects of each component are
listed in Table 3.1. Most of the pixel sensors are of the type known as ’planar’, with a size of
50× 400 μm2 , except for a few ones, called ’3D’, that are much smaller (50× 250 μm2), and
are installed only at the two extremes of the IBL (more details about the 3D pixel sensors are
given in Appendix A).

• The Semi-Conductor Tracker (SCT) is a silicon microstrip detector composed of four con-
centric layers of stereo strips (barrel, see figure 3.2) and nine disks at the endcaps. The strips
are glued in pairs back-to-back with an angle of 40mrad to provide as much points as possible
for the reconstruction of the position of a crossing charged particle. Making use of 6.3million
readout channels, the SCT gives a resolution of 17 μm in the R-φ plane and 580 μm in z (R)
in the barrel (endcap).

• TheTransition Radiation Tracker (TRT). The outermost part of the ID,made out of 4mm
diameter straw tubes supplied with Xe gas and a 30 μm-diameter gold-plated tungsten sense
wire inserted in the center. The tubes are 144 cm long in the barrel, where they sit parallel
to the beam pipe, and 37 cm long at the endcaps, where they are radially arranged. A plastic
transition radiation material (polyethylene) is filling the space between the tubes. With about
351000 readout channels, the TRT has a resolution of 130 μm, only in theR-φ plane.

In combination, the three ID sub-components give a total resolution in pT of

σpT
pT

= 0.05%pT ⊕ 1% (3.1)
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Figure 3.4: Schema c view of the ATLAS calorimeters system [122].

3.2.2 Calorimeters

The calorimeters are mounted around the ID, with a coverage of |η| < 4.9 and a radial extension
of 4.25 m. They are divided into the electromagnetic calorimeter (EMCal), designed for the recon-
struction of electrons and photons, and the hadronic calorimeter (HCal), devoted to the precise mea-
surement of the energy of jets and taus. In total, the calorimeters system has 187648 cells and about
375000 readout channels. A view of the calorimeters is shown in Fig. 3.4 and their main technical
parameters are listed in Table 3.2.

• The EMCal is a Pb–LAr (liquid Argon) detector with accordion-shaped electrodes and Pb
absorberplates. It extends along the sameη range as the IDand is divided into abarrel part, with
three layers, and two wheel sections at the endcaps. The accordion geometry provides full φ-
coveragewithout azimuthal cracks. When charged particles cross the activematerial (LAr), ion
and electron pairs are created and drifted in opposite directions by an electric field, and finally
collected by kapton electrodes. In the central region, a presampler detector is used to correct
for the energy lost by electrons and photons in the dead parts upstream of the calorimeter. A
sketch of a LAr module is shown in Fig. 3.5. The EMCal provides a resolution in energy of

σE
E

=
10%√
E

⊕ 0.7% (3.2)
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Figure 3.5: Schema c view of (a) an EMCal LAr and (b) a TileCal modules [122].

• TheHCal comprises three independent sections: theTile calorimeter (TileCal), theLArhadronic
endcap calorimeter (HEC) and the LAr forward calorimeter (FCal).

– TheTileCal, placed right over the EMCal, consists of a barrel and two extended barrels.
It is composed by tiles of scintillating plastic (active material) and low-carbon steel (ab-
sorber). The tiles emit light when a charged particle crosses, and this light is collected
and converted in pulses by photomultipliers. A sketch of a TileCal module is shown on
the right-side of figure 3.5.

– The HEC consists of two independent wheels made of LAr (active medium) and Cu
plates (absorber), placed after the EM calorimeter ones at the endcaps.

– The FCal is formed by three modules located 1.2 m away from the EMCal at the end-
caps. All of them use LAr as active material, but the first one has copper as absorber
and is optimized for electromagnetic measurements, while the other two have tungsten
instead and take care of the hadronic interactions.

The HCal has a resolution of

σE
E

=
50%√

E
⊕ 3% (TileCal and HEC) (3.3)

σE
E

=
100%√

E
⊕ 10% (FCal). (3.4)
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Barrel Endcap

EM calorimeter

Number of layers and |η| coverage

Presampler 1 |η| < 1.52 1 1.5 < |η| < 1.8
Calorimeter 3 |η| < 1.35 2 1.375 < |η| < 1.5

2 1.35 < |η| < 1.475 3 1.5 < |η| < 2.5
2 2.5 < |η| < 3.2

Granularity Δη× Δφ versus |η|

Presampler 0.025× 0.1 |η| < 1.52 0.025× 0.1 1.5 < |η| < 1.8
Calorimeter 1st layer 0.025/8× 0.1 |η| < 1.40 0.050× 0.1 1.375 < |η| < 1.425

0.025× 0.025 1.40 < |η| < 1.475 0.025× 0.1 1.425 < |η| < 1.5
0.025/8× 0.1 1.5 < |η| < 1.8
0.025/6× 0.1 1.8 < |η| < 2.0
0.025/4× 0.1 2.0 < |η| < 2.4
0.025× 0.1 2.4 < |η| < 2.5
0.1× 0.1 2.5 < |η| < 3.2

Calorimeter 2nd layer 0.025× 0.025 |η| < 1.40 0.050× 0.025 1.375 < |η| < 1.425
0.075× 0.025 1.40 < |η| < 1.475 0.025× 0.025 1.425 < |η| < 2.5

0.1× 0.1 2.5 < |η| < 3.2
Calorimeter 3rd layer 0.050× 0.025 |η| < 1.35 0.050× 0.025 1.5 < |η| < 2.5

Number of readout channels

Presampler 7808 1536 (both sides)
Calorimeter 101760 62208 (both sides)

LAr hadronic endcap

|η| coverage 1.5 < |η| < 3.2
Granularity Δη× Δφ 0.1× 0.1 1.5 < |η| < 2.5

0.2× 0.2 2.5 < |η| < 3.2
Readout channels 5632 (both sides)

LAr forward calorimeter

|η| coverage 3.1 < |η| < 4.9
Granularity Δx× Δy (cm) FCal1: 3.0× 2.6 3.15 < |η| < 4.30

FCal1: ∼ four times finer 3.10 < |η| < 3.15,
4.30 < |η| < 4.83

FCal2: 3.3× 4.2 3.24 < |η| < 4.50
FCal2: ∼ four times finer 3.20 < |η| < 3.24,

4.50 < |η| < 4.81
FCal3: 5.4× 4.7 3.32 < |η| < 4.60
FCal3: ∼ four times finer 3.29 < |η| < 3.32,

4.60 < |η| < 4.75
Readout channels 3524 (both sides)

Tile calorimeter

Barrel Extended barrel

|η| coverage |η| < 1.0 0.8 < |η| < 1.7
Granularity Δη× Δφ 0.1× 0.1 0.1× 0.1
Last layer 0.2× 0.1 0.2× 0.1
Readout channels 5760 4092 (both sides)

Table 3.2: Main parameters of the ATLAS calorimeters system [122].
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Figure 3.6: Schema c view of the ATLAS muon spectrometers and the toroidal magnets [122].

3.2.3 Muon Spectrometers

The MS are the most external part of the ATLAS detector and have the role of identifying and mea-
suring high-pT muons. A global view is shown in Figure 3.6, where its several components can be
identified: the Monitored Drift Tubes (MDT), the Cathode Strip Chambers (CSC), the Resistive
Plate Chambers (RPC) and the Thin Gap Chambers (TGC), all detailed belowwith their main tech-
nical aspects listed in Table 3.3. Moreover, the MS is immersed in a toroidal magnetic field which
deflects the trajectories of the muons. The magnetic system is divided into three toroids: one in the
central part (|η| < 1.4), providing a 0.5 T field and another two in both sides of the barrel that create
a field of 1 T.

• TheMDT are aluminiumtubesfilledwith amixture ofAr (93%) andCO2 (7%) and a tungsten-
rhenium wire inserted in the center. The passing muons ionize the gas, producing electrons
that are collected by the wire. The MDT provide precision coordinate measurement in the
bending direction of the toroidal magnet, therefore providing the muon momentum mea-
surement in the central region (see Table 3.3).

• TheCSC are multi-wire proportional chambers with two cathodes segmented into strips and
filled with the same gas mixture as the MDT. They are located in the closest layer to the beam
pipe at the endcaps, and given the more demanding conditions of the region they are designed
to provide high resolution and fast time response.
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MDT CSC RPC TGC

Function Precision tracking Precision tracking Trigger Trigger

|η| coverage < 2.7 2.0–2.7 < 1.05 1.05–2.7(< 2.0 innermost layer)
Resolution (z/R) 35 μm (z) 40 μm (R) 10 mm (z) 2.6 m (R)
Resolution (φ) − 5 mm 10 mm 3–7 mm
Resolution (time) − 7 ns 1.5 ns 4 ns

Table 3.3: Technical parameters of the ATLAS Muon Spectrometers [122]

• TheRPC and theTGC are trigger chambers located in the barrel and the endcaps, respectively.
They are used for the trigger and provide measurement of the muon φ coordinate, as well as
bunch-crossing identification and well defined pT thresholds.

3.2.4 Trigger system

The ratio of the pp collisions produced at the LHC is of the order of bunches of∼ 1.5× 1011 protons
crossing each other every 25 ns. This means that ATLAS has to handle up to∼ 1.7 billion collisions
per second, translating into more than 60 Mb/s. This rate needs to be reduced, firstly because the
storage of such amount of data is not manageable, and secondly because most of the processes that
occur in the collisions are rather not interesting for physics analyses. TheTrigger andDataAcquisition
(TDAQ) systems help to reduce the flow of data by deciding whether or not to save a collision event
from a given bunch-crossing (BC) interaction. The event that meets any of the multiple conditions
considered (trigger menu) will pass the trigger and be stored for later study. The trigger system has
two levels: the L1, fully hardware based, and the High Level Trigger (HLT), a software-based system
that uses similar algorithms to the ones used for the offline reconstruction.

• TheL1 triggeruses informationprovidedbyRPCandTGCcomponents of theMS (L1Muon),
the calorimeters system (L1Calo) and topological clusters (L1Topo), from where it identifies
Regions of Interest (RoI’s). Thefinal decision ismadeby theCentralTrigger Processor (CTP),
which is also responsible for limiting the minimum time between two consecutive L1 accepts.
The CTP provides 512 possible trigger selections, each one with a prescale of n ≥ 1d such
that 1/n random events passing the selection are accepted by the CTP. Most of the analyses
are interested in events with very high-pT objects in the final state andmake use of unprescaled
triggers, hence using all the events selected by the trigger (n = 1). If the event passes the filter,
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Figure 3.7: Scheme of the ATLAS TDAQ systems in Run 2 [127].

the L1 will buffer the RoIs in the Readout System (ROS). Globally, the L1 reduces the event
rate from 30MHz to 100 kHz, within a decision time of 2.5 μs.

• TheHLT is a large farm of CPU’s that takes the RoI’s from L1 as input. Using fully recon-
structed data, the HLT applies a chain of selection steps (the trigger menu). If the event passes
the selection it will be stored on disk at the CERNTier-0 centre. The HLT reduces the event
rate up to 1 kHz within approximately 200 ms.
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3.2.5 Luminosity definition and Good Run List

The luminosityL is defined as the ability of a particle collider to produce a required number of inter-
actions of a given physical process, and it is the proportionality factor that relates the observed event
rate dN/dt and the cross-section σ for such process,

dN
dt

= σL . (3.5)

A precise measurement of the luminosity is instrumental for any experiment in particle physics, espe-
cially in cross-sectionmeasurements but also innewphysics searches, where an accurate determination
of the luminosity is necessary in order to provide a good description of the background predictions
and the sensitivity to new phenomena signatures.

The instantaneous luminosity, defined by Eq. (3.5), is expressed in cm−2s−1 and reflects the per-
formance of the collider. It depends on the number of collisions, so it will decrease over time for each
fill due to fewer protons from one BC to another*. The integrated luminosity,

∫
Ldt, concerns the

instantaneous luminosity accumulated over a certain period of time and is usually quoted in units of
inverse barns (inverse picobarns pb−1, femtobarns fb−1, etc). A distinction must be made between
absolute and relative luminosity: the first one is expressed on a given absolute scale through a calibra-
tion procedure, while the later refers to the monitoring of the relative variations of the instantaneous
luminosity over time.

At the LHC, the beams are squeezed by a system of quadrupole magnets near to the collision
points, increasing the proton density with respect to the collisional cross-section, β∗, and thus the
probability of collision. The peak luminosity at the start of the fills (Lpeak) raised significantly during
the Run 2 as the beam conditions were evolving, increasing the number of bunches, nb, and reducing
the spatial sizes of the beams, as shown in Table 3.4. In ATLAS, the luminosity calibration relies on
multiple and redundant sub-detectors and algorithms [128], being the Van der Meer (vdM) method
the main approach that is used. First, the instantaneous luminosity is given in terms of the beam
parameters as

L =
nbfrn1n2
2πΣxΣy

, (3.6)

*In ATLAS, a run is defined as the period of data-taking before a new fill. Runs are typically divided into
time intervals where the instantaneous luminosity is about constant, called lumiblocks
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2015 2016 2017 2018 Comb.

nb 2232 2208 2544 2544 –
β∗ [m] 0.8 0.4 0.3 0.3− 0.25 –
Lpeak [1033 cm−2s−1] 5 13 16 19 –

Total delivered luminosity
∫
Ldt [fb−1] 4.0 38.5 50.2 63.4 139.0

Total uncertainty δL/L [%] 2.1 2.4 2.0 1.7

Table 3.4: Selected LHC parameters, total integrated luminosity and total uncertain es in Run 2 [128].

where fr is the LHC revolution frequency and n1 (n2) the number of protons in the bunch 1 (2).
Σx and Σy are the convolutedwidths of the beam in the horizontal and vertical directions, respectively,
which can be determined by vdM scans [129], using dedicated low-intensity runs where the beams are
moved in controlled steps. Secondly, Eq. (3.5) can be re-written taking the inelastic pp cross-section
σinel as reference†, so the luminosity can be computed in a beam-independentway, after applying some
event selection, as

L =
(dN/dt)inel

σinel
=

⟨μ⟩ nbfr
σinel

=
⟨μ⟩vis nbfr

σvis
, (3.7)

where (dN/dt)inel is the rate of inelastic collisions and ⟨μ⟩ the mean number of inelastic interac-
tions per BC, averaged over all colliding bunch-pairs (μ is known also as the pile–up parameter). If ε is
the efficiency for one inelastic collision to pass the selection criteria, ⟨μ⟩vis = ε ⟨μ⟩ is the visible num-
ber of interactions per BC and σvis = εσinel is the visible cross-section, which can be obtained by com-
bining Eqs. (3.6) and (3.7). The visible cross-section σvis is the absolute calibration constant specific
for every sub-detector and algorithm, and is determined using vdM scans once a year. The luminosity
can be characterized as a function of the pile-up via Eq. (3.7), being this themethod ofmonitoring the
luminosity bunch-by-bunch in ATLAS. Figure 3.8 shows the relative luminosity recorded byATLAS
as a function of μ in Run 2.

The final integrated luminosity used in physics analyses is determined taking only into account
what is called ‘good data’, so the status of the detector is permanently monitored and recorded by

†The luminosity depends on the total cross-section, which is not accessible since the elastic cross-section
σel is not measurable at t=0, and so the diffractive term. Hence the luminosity calibration depends mostly on
the efficiency of the detector to measure σinel. There is an alternative approach, used in ATLAS as a comple-
mentary measurement, using the Roman Pots [130] to measure the proton distribution at the forward region,
determining σel at very small angles so the total cross-section can be estimated via the Optical Theorem.
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(a) (b)

Figure 3.8: (a) Luminosity-weighted distribu on of the mean number of interac ons per BC for the 2015–2018 pp
collision data at

√
s = 13 TeV. (b) Cumula ve luminosity versus me delivered to ATLAS (green), recorded by ATLAS

(yellow), and cer fied as good-quality data (blue) during stable beams for pp collisions at
√
s = 13 TeV in 2015–2018.

detector experts, that provide feedback on the quality of the data by delivering the so-called Good
Run List (GRL), containing the recommended runs for analysis use. The total integrated luminosity
recorded by ATLAS in Run 2 is shown in Fig. 3.8 and Table 3.4, with a result of 139 fb−1 of good
data and a total uncertainty of 1.7%.
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4
Event Reconstruction

The collision events recorded by ATLAS are reconstructed using the information provided by the
different sub-detectors, in order to be available for further analysis. This Chapter is focused on the
reconstruction and identification of the physical objects that are most relevant for the analysis of this
thesis, i.e. electrons, muons, taus, photons, jets, b-jets and Emiss

T . However, it is convenient to discuss
first the tracks and vertices, since they are essential in the reconstruction of all the rest of the objects.

4.1 Tracks and Primary Vertex

4.1.1 Track reconstruction

A track is defined as the trajectory of an electrically charged particle through the detector. Assuming
no multiple scattering and negligible Bremsstrahlung looses, such trajectory of a charged particle in a
solenoidal magnetic field can be described as a helix. Therefore the track can be parametrized by a set
of 5 parameters P = P (d0, z0, φ, θ, q/p), where d0 and z0 are the transverse and longitudinal impact
parameters (minimum distance between the track and the centre of the detector), respectively, φ and
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θ the corresponding longitudinal and azimuthal angles and q/p is the ratio between the electric charge
and the momentum of the particle. By convention, all these quantities are measured at the distance
of closest approach to the z-axis (known as the track perigee).

The reconstruction of the tracks relies on the use of hits (i.e., local ionized signals released by the
particle in the detector on its way through) left in the ID, and it is performed by several algorithms
[131, 132], being the most common the ones so-called inside–out and outside–in finding methods.
First, the hits in the Pixel Detector and the SCT are clustered into space-points (defined as three-
dimensional representations of individual particle–detector interactions). Groups of three space-
points are used to set the seed for the inside–out finding algorithm, which estimates a preliminary
trajectory P by extrapolating from the IBL towards the outermost layers of the ID, adding hits and
recomputing the goodness χ2 of the track fit. Hits with large χ2 will be tagged as outliers and removed
from the track candidate. Once the inside–out sequence has finished, the complementary outside–in
method is ran, starting from hits in the TRT that were not assigned to any track candidate during the
previous stage, and extrapolating all the way down to the centre of the ID to find associated hits that
were not matched to inside–out tracks. Space-points can not be constructed in the TRT due to its
inability to provide coordinate information, so TRT segments are used to seed tracks instead.

This whole process results in a list of track candidates that will be sorted according to a track score,
based on the energy of the track, the number of shared hits with other tracks and the total number of
hits and holes (sensors where a hit is expected given the trajectory extrapolated, but none is found).
Finally, candidates with the lowest scores are removed and further requirements are applied in order
to keep only the best quality tracks.

4.1.2 Vertex reconstruction

Vertices are points where a physical interaction occurs. In particular, the point where the pp interac-
tion took place in a collision event is called Primary Vertex (PV). The number of PVs gives an estima-
tion of the pile-up, which is essential for the analysis.

Once the tracks reconstruction step is completed, the vertices are reconstructed as follows [133].
First, the seed for the vertex finding algorithm is set such that its transverse position is taken as the
center of the beam spot (defined as the spatial region around where the beam profiles overlap), and
the z–coordinate is chosen as the global maximum in the z–coordinate distribution among all tracks.
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Tracks within 7σ of the seed, pT > 400 MeV, 9 SCT hits with no holes and |d0| < 4 mm are con-
sidered as candidates for inclusion in the reconstructed vertex. Then, the Adaptive Vertex Fitting
algorithm [134], runs over the ID track candidates an iterative fit in order to estimate the vertex posi-
tion. As the fit progresses, tracks more compatible with the seed position are assigned higher weights,
and vice-versa. Once no significant change is noted, the iterative procedure stops and the PV position
is defined, while tracks that are not compatible are removed and used in the determination of another
vertex. This method is repeated until all tracks in the event are assigned to a PV.

The vertexwith the largest sumof the squaredmomenta of the associated tracks,
∑

p2T, is defined
as the main vertex, the source of the event, while the rest are considered as pile-up vertices. Once all
PVs are defined, the impact parameters of their associated tracks are re-calculated with respect to the
position of the vertex. Finally, vertices originated in secondary interactions, such as particle decays,
are called Secondary Vertices and can be reconstructed by looking at the displacement of tracks with
respect to the PV. The identification of the SV is of especial importance in analysis and searches B-
physics related, but in the analysis of this thesis they are only used in the identification of b-hadron
initiated jets.

4.2 Electrons

4.2.1 Electron Reconstruction

Electrons are reconstructedbyusing combined information fromenergy depositswithin the calorime-
ter system and tracks in the ID. The reconstruction process works as follows.
First, topo-clusters are formed by collecting groups of cells in the EMCal and HCal according to the
cell energy and certain noise thresholds criteria [135]. Topo-clusters with an EM energy (defined as
the sum of energies only from EMCal cells) higher than 400 MeV and a fraction of EM energy over
the total cluster energy larger than 0.5 are selected. The process continues by re-fitting and extrapo-
lating tracks from the ID up to the second layer of the EMCal, since it is where most of the energy
of the electrons is deposited, given the small depth of the first layer and because low-energy electrons
will not have enough energy left for outer layers. The tracks are matched to topo-clusters such that
they must be at most Δη = 0.05 away and satisfy−0.1 < qΔφ < 0.05, where q is the reconstructed
charge of the track. In the case of multiple tracks compatible with the matching criteria, those with
hits in the Pixel Detector are preferred, and the one with the smallest ΔR is chosen.

After the track-matching stage is completed, EM topo-clusters with a transverse energyET higher
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than 1 GeV and matched to a track with at least four SCT hits are targeted as seed clusters. Clusters
within a Δη × Δφ = 0.075 × 0.125 rectangle around the seed are considered as satellite clusters .
The seed clusterswith their associated satellites are called ‘superclusters’. After applying initial position
corrections, the energy is initially estimated by the cells in the first three layers of the EMCal associated
to the supercluster. Then, the track-matching procedure is repeated, this time using the superclusters
instead. Since superclusters are built independently, a given seed can produce both an electron or a
photon supercluster (photons reconstruction will be discussed in the next section). In cases where
the object can be easily identified as an electron (good-quality track, no conversion vertex) or a pho-
ton (no good track associated), only an electron or a photon will be created for analysis, but in those
cases where the ambiguity is especially explicit both will be saved, allowing the final classification for
each analysis.

Finally, once all electron candidates are defined, their energies are calibrated via multivariate tech-
niques based the properties of the shower development in the EMCal [136]. SimulatedZ → ee events
are used to adjust the absolute energy scale, validatedwith J/Ψ → ee simulated samples. The efficiency
of the electron reconstruction is estimated with a tag-and-probe method using MC Z → ee samples,
and provided in bins of ET and η. Figure 4.1 illustrates the efficiency of the electron reconstruction
at the different stages as a function of ET, showing how the total efficiency is dominated by the effect
of the cluster reconstruction, which starts being efficient only for electrons with ET > 5 GeV.

4.2.2 Electron Identification

Not all reconstructed electrons are prompt electrons, i.e., not all of them come from themain pp inter-
action or from the decay of heavy resonances such as Higgs orW/Z bosons. Some might come from
light-flavour jets, photon conversions, or from semi-leptonic decays fromheavy-flavour hadrons. Elec-
tron identification algorithms are employed to select such signal electrons among the full set of candi-
dates. This method uses a likelihood function which takes inputs from the tracking and calorimeter
systems, but also quantities that combine both tracking and calorimeter information [135]. The like-
lihood function is composed with the signal and background pdfs, which are constructed based on
Z → ee (for ET > 15 GeV) and J/Ψ → ee (ET < 15 GeV) events of data recorded in 2015 and 2016,
via a tag-and-probe method described in Ref. [137].
Amultivariate analysis is then performed, and several identification criteria are defined, which are usu-
ally known asworking points (WPs). TheWPs are provided for analysis use and are named, in increas-
ing order of threshold for the likelihood discriminant (and therefore decreasing efficiency), Loose,
Medium andTight. TheLooseWP is optimized for light-flavour jets and photon conversion rejec-
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Figure 4.1: (a) Cluster, track, cluster and track, and electron reconstruc on efficiencies as a func on of the generated
electron ET. (b) Electron iden fica on efficiency in Z → ee events in data as a func on of ET for the Loose, Medium
and Tight WPs. The efficiencies are obtained by applying data-to-simula on efficiency ra os measured in J/Ψ → ee
and Z → ee events to Z → ee simula ons. (c) Efficiency of the different isola on WPs for electrons from inclusive

Z → ee events as a func on of the electron ET. The electrons are required to fulfil the Medium iden fica on selec on.
For the later two plots, the bo om panel shows the Data/MC ra os [135].

tion, while Medium and Tight include additional variables for better suppression of heavy-flavour
jets. The efficiency of the electron identification is calculated in bins of ET and η via a tag-and-probe
method using Z → ee and J/ΨMC samples [138]. As shown in Fig. 4.1, the efficiencies for identify-
ing a prompt electron for the Loose, Medium and TightWPs with ET are, on average, 93%, 88%
and 80%, respectively, and gradually increase with ET.

4.2.3 Electron Isolation

Even electrons that pass the identification can still be contaminated by background processes such
as the ones mentioned in the previous subsection. Such signals leave a characteristic signature repre-
sented by some small activity in the surrounding area of the candidate, in both calorimeter and inner
detector systems. Isolation variables are constructed to quantify this amount of activity, in order to
further purify the electron sample:

• Calorimeter-based isolation: the variable EconeΔRT is used, defined as the sum of the transverse
energy of topo-clusters within a cone of a typical size ΔR = 0.2 around the supercluster
barycentre. The core energy is subtracted by removing cells in the central rectangle Δη×Δφ =

5×7 (inEMCalmiddle layer units). Additional fine-tune techniques are employed to suppress
pile-up and underlying event contributions (more details can be found in Ref. [139]), as well
as core leakage corrections.
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• Track-based isolation: similarly, the variable pconeΔRT is defined as the sum of the pT of a subset
of tracks inside a cone around the electron. Tracks with pT > 1 GeV, |η| < 2.5, and fulfilling
basic good-quality track criteria are used. An additional requirement on |z0| sin θ < 3 mm is
applied to minimize contributions from pile-up. The track-pT contribution of the candidate
electron is subtracted from the cone.

Like at the identification stage, several isolation WPs are established, allowing to an analysis-specific
implementation. The WPs are defined either targeting a fixed value of efficiency, or with fixed cuts
on the isolation variables. The Gradient WP is defined to give an efficiency of 90% and 99% at
ET = 25 and 60GeV, respectively, uniform in η. TheHighPtCaloOnly, Loose andTightWPs
are designed with fixed requirements on the track and/or calorimeter isolation variables. The electron
isolation efficiency is evaluated by using simulated samples enriched inZ → ee events, complemented
with a J/Ψ simulated sample for the ET < 15 GeV regime, and provided in bins of electron ET and
η for analysis use. Figure 4.1 shows the isolation efficiency provided by different isolation WPs, for
electrons satisfying the Medium identification selection, as a function of ET.

4.3 Photons

Two types of photons are distinguished at reconstruction level: converted and unconverted. The dif-
ference is simply that converted photons are those that decay into a e+e− pair when interacting with
the material in the EMCal.

4.3.1 Photon Reconstruction

Photons are reconstructed following an almost identical procedure as electrons, with small differences.
The topo-clusters selection and track-matching steps are the same as described in previous section.

After that, the reconstruction of the conversion vertex is carried out. Converted photons would
have two tracks pointing to clusters in the calorimeter, but often it might happen that the e+e− pair
created is asymmetric and one of the tracks has very low pT, so only the other one is reconstructed.
These tracks usually do not have hits in the ID, hencematched tracks with hits in the SCTor theTRT
are used as input for the reconstruction of the conversion vertex. Double-track vertices are recon-
structed from two opposite-charge tracks converging into a vertex consistent with that of a massless
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particle, while single-track vertices are basically tracks without hits in the innermost layers. Further re-
quirements and cross-checks are implemented in order to reduce the fraction of unconverted photons
mistakenly reconstructed as converted photons, due to tracks wrongly assigned to the photon cluster
(more details can be found in Ref. [135]). Once reconstructed, the conversion vertices are matched
to the topo-clusters. In case of multiple vertices matching, double-track conversions with SCT tracks
are preferred, and the vertex with the smallest radius is chosen.

Clusters with ET > 1.5 GeV are selected to set the seed for photon superclusters, with no re-
quirements on tracks or conversion vertexmatching. The superclusters are built then by adding satel-
lite clusters around the seed, as described for electrons. Initial position corrections are applied to the
photon supercluster, and its energy is estimated from cells in the EMCal. Then, the vertex-matching
procedure is repeated, this time with the supercluster. As mentioned in the previous section, at this
stage the reconstruction algorithm decides whether to save the reconstructed object as a photon or an
electron, or even both, since the superclusters reconstruction is ran independently.

The energy of the reconstructed photons is calibrated following the same procedure prescribed
for electrons [136], and validated by using Z → ℓℓγ events. The reconstruction efficiency is evalu-
ated using a clean photon sample of Z → μμγ selected events. Figure 4.2 shows the reconstruction
efficiency for converted photons as a function of the ET, where the combined effect of the recon-
struction of the several types of tracks results in total reconstruction efficiency values of about 70%
for converted photons with ET > 25 GeV.

4.3.2 Photon Identification

Photon fake signatures might come from neutral hadron jets decay, or QCD jets depositing a large
fraction of energy in the EMCal. Typically, prompt photons would leave narrower energy deposits
in the EMCal and have smaller leakage to the HCal. The discrimination between prompt and not-
prompt photons is therefore addressed via a ‘cut-based selection’, which uses a number of shower shape
and energy variables described inRef. [135]. Variables using the first EMCal layer are of special impor-
tance in rejecting the π0 → γγ backgroundprocess. ThreeWPs are defined, namely Loose,Medium
andTight, in increasing order of background rejection. The Loose andMediumoperation points,
less restrictive, are used for trigger algorithms and are the same for converted andunconvertedphotons,
since the ATLAS trigger system does not make such distinction. The Tight identificationWP is op-
timized using a series of simulated samples, and performed separately for converted an unconverted
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Figure 4.2: (a) Converted photon reconstruc on efficiency and contribu ons of the different conversion types as a
func on of EtrueT . Efficiency of Tight photon iden fica on for unconverted (b) and converted (c) photons as a func on of

photon ET. The signal events are taken from a Z → ℓℓγ sample with ET < 25 GeV, and from inclusive-photon
produc on simulated evens with ET > 25 GeV. In each case, the ET–independent and ET–dependent selec ons are
compared and the bo om panels show the ra os between the ET–dependent and independent efficiencies [135].

photons. The cut-based selection criteria for the three operation points are optimized separately in
bins of |η|. Figure 4.2 shows the unconverted and converted photon identification efficiencies for the
TightWP as a function of ET, as calculated withZ → ℓℓγ simulated events for 10 < ET < 25GeV
and an inclusive-photon MC sample for ET > 25 GeV. In the figure, the selection is also optimized
in bins of ET, and compared with a reference selection that does not change with ET.

4.4 Muons

Muon candidates are reconstructed and identified using mainly track information from the ID and
the MS, and energy deposits in the calorimeter up to a lesser extent.

4.4.1 Muon Reconstruction

First, the muon tracks are reconstructed independently in the ID and the MS. ID tracks are recon-
structed as described in Section 4.1. The reconstruction in the MS starts by looking for a hit pattern
in themuon chambers in order to form segments [140]. Hits in theMDTare fitted to a straight line to
create such segments. The segments in the CSC are formed by fitting hits in both η and φ planes. The
RPC and TGC hits are used to measure the orthogonal coordinate to the bending plane. Then, the
MS muon tracks are built by fitting segments from different layers altogether. The seed for the track

66



reconstruction is set in segments generated in the middle layers, where more trigger hits are available,
and extending the search to the inner and outer layers.

Secondly, with the track information provided by the ID and the MS, four muon types are con-
sidered in the reconstruction process:

• Combined (CB) muons: a track is formed by a global fit combining hits from the ID and
the MS. The fit follows an outside-in pattern, extrapolating from MS hits towards the ID.
MS hits may be added or removed during the process in order to improve the fit quality. A
complementary inside-out sequence is ran afterwards.

• Segment-tagged (ST) muons: a tack from the ID is extrapolated up to the MS and matched
to at least one segment in theMDT or the CSC. STmuons are used for low-pT muons or just
muons simply falling in MS regions with reduced acceptance.

• Calorimeter-tagged (CT) muons: ID extrapolated tracks are matched to an energy deposit in
the calorimeters system if it is compatiblewith aminimum-ionizing particle. This is the lowest-
purity type of muon but is useful for regions where the MS is only partially instrumented.

• Extrapolated (ME) muons: only tracks from the MS are used for the reconstruction. Loose
requirements on compatibility with the PV are applied. This type ofmuons are used to extend
the acceptance range in η up to the 2.5 < |η| < 2.7 region, which is out of the ID coverage.

Overlaps between the different types of muons are resolved such that the CBmuons type has the
highest priority, followed by STmuons, CTmuons and, finally,MEmuons. Once the corresponding
sets of reconstructed muons are defined, CB muons are used to set the calibration of the muon mo-
mentum. The calibration procedure, described in detail in Ref. [140], uses Z → μμ and J/ψ → μμ
MC samples to identify corrections in the pT distribution. Figure 4.3 shows the di-muon transverse
mass distribution for a selection ofZ → μμ events, comparing the data to theMC predictions before
(dashed grey line) and after (solid red line) themuon-pT corrections are applied. The figure shows how
the agreement between data and simulations becomes almost perfect except for small fluctuations at
the tails of the distribution, far away from the mass of the Z.
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Figure 4.3: (a) Di-muon invariant mass distribu on of Z → μμ candidate events reconstructed with CB muons. The
upper panel shows the distribu on for data (black points) and for the signal simula on plus the background es mate.
The con nuous (dashed) line denotes the simula on with (without) the MC pT correc ons applied. The lower panels
show the data to MC ra os. (b) Reconstruc on efficiency for the Medium muon iden fica on WP as a func on of the
muon pT, in the region 0.1 < |η| < 2.5 as obtained with Z → μμ and J/Ψ → μμ events. The panel at the bo om

shows the ra o of the measured to predicted efficiencies, with sta s cal and systema c uncertain es [140].

4.4.2 Muon Identification

Prompt muons are identified mostly against pion and kaon decays backgrounds. Several discrimina-
tion variables are derived fromMC t̄t events. Muons fromW decays are considered as signal muons
while those from light-hadron decays would be tagged as background. Such backgroundmuons nor-
mally leave a characteristic signature of a poorly fitted combined track, hence variables based on the
number of hits and differences between ID andMS reconstructed tracks are employed for the discrim-
ination. Four identificationWPs are defined, provided for specific analysis use: Loose (optimized for
Higgs four-lepton decay reconstruction, uses all types of muons), Medium (default selection in AT-
LAS, uses only CM and ME muons), Tight (designed to maximize the purity of the reconstructed
sample sacrificing some efficiency, only a subset of CB muons passing the Medium criteria is used)
andHigh-pT (aiming to maximize the momentum resolution for pT > 100 GeV, CBmuons passing
the Medium selection and with at least three MS hits are used).

The muon reconstruction efficiency is measured via a tag-and-probe method [140] using simu-
lated samples of Z → μμ and J/ψ → μμ events. Efficiencies above 98% are obtained for the Loose
andMediummuons, as shown inFigure 4.3, where the reconstruction efficiency forMediummuons

68



is drawn as a function of the muon pT. Typical efficiencies between 90–98% are obtained for the
TightWP.

4.5 Jets

Jets are flows of particles fired from the fragmentation of a high-energetic quark or a gluon via strong
interaction. They are the most common objects produced in pp collisions and one of the major com-
ponents of themonojet final state. Typical jets signatures in the detector are collimated showers in the
calorimeters with associated tracks in the ID.

4.5.1 Jet Reconstruction

Jets considered in the analysis of this thesis are reconstructedusing theanti-kt jet finding algorithm[141],
as implemented in the FastJet software tool [142]. The algorithm takes inputs in the form of four-
vector objects called ‘PseudoJets’, which are constructed from energy deposits in the calorimeter.

Cells in the calorimeter are grouped into topo-clusters using a nearest-neighbour algorithm de-
scribed in Ref. [143], selecting cells according to their signal-over-noise ratio around a seed cell with
a highly significant signal value over the expected noise. Contributions from pile-up and electronic
noise are taken into account when defining the expected noise thresholds. The energy of the topo-
cluster is given by the sum of the cell energies and its position, initially given by the cells, is corrected
to be consistent with a jet originated at the PV. Only topo-clusters with positive energy are used as
PseudoJets.

The anti-kt recombination sequence runs over the full list of PseudoJets and decides whether to
cluster the elements i and j of the list into a jet based on two parameters: the distance dij between the
elements i and j and the distance diB between the i-th element and the beam, defined both as

dij = min
(
k−2
ti , k−2

tj

)Δ2
ij

R2
(4.1)

and

diB = k−2
ti , (4.2)
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where kTi (kTj) is the transverse momentum of the element i (j), Δ2
ij = (ηi − ηj)

2 + (φi − φj)
2 is

the squared distance between the elements i and j in the η–φ plane andR is the parameter that approx-
imates the size of the jet. In the analysis of this thesis, jets are reconstructed with this parameter tuned
to a value of R = 0.4. For a given element i, the algorithm computes the two quantities defined by
Eqs. (4.1) and (4.2)with respect to all the rest of elements in the list, and identifies the smallest number
obtained. If the minimum is dij (for any j), the elements i and j are recombined, while otherwise the
i-th element is called a jet and removed from the list. The distances are recalculated and the procedure
is repeated until the list is empty.

Only jets identified by the anti-kt algorithm that pass a pT threshold of 7 GeV are reconstructed.
Finally, good-quality tracks with pT > 400 GeV and associated to the PV are matched to the recon-
structed jets via ghost association, a procedure described in Ref. [144].

4.5.2 Jet Calibration

The energy of the reconstructed jets is initially estimated at the EM scale. A calibration procedure is
carried out in order to restore the energy of the jets to that of jets reconstructed in theMC simulations
(usually referred to as particle, or truth, level) [145]. Simulation-based calibrations are first applied to
correct for pile-up effects and set the absolute energy scale, followed by ‘in-situ’ corrections to account
for differences between simulation and data. Figure 4.4 illustrates the full chain of corrections applied.
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Pile-up corrections

The measured energy of the reconstructed jets may be affected by contributions that are not coming
from the collision event of interest but from additional pp collisions. These contributions is what is
usually called as pile-up, and they can be of two types: in-time pile-up (extra collisionswithin the same
bunch crossing) or out-of-time pile-up (interactions from surrounding bunch-crossings). Since pile-
up can alter the measurements in different ways, corrections are applied in two steps.

First, a jet area-basedmethod [139] is employed to subtract pile-up contributions per event to the
pT of the jets. A number of simulated ghost particles are added homogeneously before jet reconstruc-
tion, which is performed with the kt algorithm [146] with R = 0.4 * , and the area of a jet is then
estimated from the relative number of particles associated to the jet after clustering. The jet area A is
a measure of the susceptibility of the jet to pile-up. The pile-up contribution is then calculated from
the median of the pT density in the y–φ plane,

ρ = median
{pT
A

}
, (4.3)

The ratio of the jet pT with ρ subtracted, as defined in Eq. (4.3), to the uncorrected jet pT provides
an offset correction for pile-up. This correction is applied as a global scale factor to the jet energy and
does not affect to the y and φ coordinates.

The estimation of ρ given by Eq. (4.3) is derived from central jets (|η| < 2), which gives a rather
meaningful measure of the pile-up activity than when using the entire η range, but it does not fully
describe the pile-up conditions in the forward region, where a residual contribution still remains left.
Consequently, a residual pile-up correction is derived. There is an observed dependency of the pT
of the jets after the area-based correction on the number of PVs, NPV, and μ, the average number of
interactions per bunch-crossing defined by Eq. (3.7). The correction is derived from the difference in
pT between the reconstructed jet and the jet at truth level. Such correction is estimated as a function
of NPV and μ, with a linear dependence observed for both variables, independent from each other.
The corrected jet pT after both area-based and residual pile-up corrections is then given by

pcorrT = precoT − Aρ− α (NPV − 1)− βμ, (4.4)

where precoT denotes the pT of the jets before any pile-up correction and α and β represent the residual

*Here the kt algorithm is used because it typically reconstructs jets including an uniform soft back-
ground [141].
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Figure 4.5: Dependence of jet pT on in- me (a) and out-of- me (b) pile-up, as a func on of |η| for ptruthT = 25 GeV [145].

pT dependences withNPV and μ, respectively, which are calculated from linear fits in simulations. Fig-
ure 4.5 shows the dependence of the corrections applied onNPV and μ as a function of η for simulated
jets with pT = 25 GeV, separately for in-time and out-of-time jeta, where the offset effect of the jet
area-based correction is clearly visible, and also how the residual corrections become relevant only for
|η| values above 1.5, translating into an overall flat η distribution after both corrections.

Energy scale calibration

The energy of the reconstructed jets is corrected to the scale of truth jets, andmismeasurements in the
η distribution caused by inhomogeneities in the calorimeter are fixed as well. This is again addressed
with simulations. R = 0.4 anti-kt truth jets fromMC di-jet generated samples, and with the pile-up
corrections applied, are used. Reconstructed jets are geometrically matched to the truth jets within
ΔR = 0.3, selecting only isolated ones [147].

The average jet energy response,R, is estimated as the mean of a Gaussian fit to the Ereco/Etruth

distribution, in bins of Etruth and jet η. The corrections are parametrized as a function of Ereco using a
numerical inversionmethod, described inRef [148]. Suchmethodworks in two steps: first, computes
the jet energy response as a function of Etruth likeR

(
Etruth

)
= Ereco/Etruth; then, estimatesR (Ereco)

by using Ereco = R
(
Etruth

)
× Etruth. The resulting corrections range between 10 and about 50%,

being larger for lower values of Ereco and depending of the η range of the jet, as shown in Figure 4.6a.

After correcting the jet energy scale, a remaining bias in the η distribution is observed, as shown
in Figure 4.6b. This is caused by changes in the calorimeter geometry or technology (e.g. the barrel–
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Figure 4.6: (a) Average energy response as a func on of reconstructed jet pT. (b) Signed difference between the
reconstructed and truth jet η, denoted by ηreco and ηtrue [145].

endcap and the endcap–forward transition regions at |η| ∼ 1.4 and |η| ∼ 3.1, respectively), altering
the reconstructed four-momentum of the jet. A second correction is then derived as the difference be-
tween the η distributions of reconstructed and truth jets, binned in Etruth and η. The aforementioned
numerical inversion method is employed to parametrize such corrections in terms of Ereco. This later
calibration affects the jet pT and η distributions (corrections of about 1–4% in η), but not the full
four-momentum.

Global sequential calibration

After the previous calibrations are applied, the response can vary from jet to jet depending on their
composition and fluctuations of the jet development in the calorimeter. For instance, jets initiated by
quarks often include high-pT hadrons that reach deeper into the calorimeter, while gluon-initiated jets
usually include more soft-pT particles, since gluons typically emit more particles with lower energies.
The global sequential calibration procedure (GSC in the following) is a series of multiplicative cor-
rections applied to reduce the effect from such fluctuations and to improve the jet resolution without
affecting the average jet energy response [149]. A sequence of correction factors is derived as a func-
tion of different shower shape variables [145]:

1. fTile0, the fraction of the jet energy measured in the first TileCal layer (|η| < 1.7);

2. fLAr3, the fraction of jet energy measured in the third EMCal layer (|η| < 3.5);

3. ntrk, the number of tracks with pT > 1 GeV associated to the jet (|η| < 2.5);
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4. wtrk (called track width), the average pT-weighted transverse distance in the η–φ plane between
the jet axis and all tracks of pT > 1 GeV associated to the jet (|η| < 2.5);

5. nsegments, the number of muon track segments associated with the jet (|η| < 2.7).

All corrections are derived as a function of the jet pT, except for the nsegments correction, which is
derived as a function of the jet energy. For each of the variables described above, an independent
correction is derived in a similar way as proceeded for the energy scale calibration: jets are matched
to simulated truth jets, a response function is derived in bins of ptruthT and the numerical inversion
method is used to extract the correction in terms of precoT .

In-situ calibrations

A final calibration is needed to account for differences between the jet response in the simulation and
data. Such differences are caused by a non optimal modelation of detector response, hard scatter in-
teraction and underlying event, jet formation, pile-up and interactions with the detector. The in-situ
calibrationmeasures these differences by balancing the jet pT against another well calibrated reference
object, like another jet, a photon, a Z boson or a multi-jet system. The responseRin situ is defined as
the average of a Gaussian fit of ratio in pT of the jet to the reference object, in bins of the reference
object pT [145]. The double ratio of the jet response in data andMC is then defined as

c =
Rdata

in situ
RMC

in situ
. (4.5)

The double ratio defined by Eq. (4.5) is parametrized as a function of the jet pT via numerical
inversion. The final in-situ corrections are derived sequentially in three stages:

• First, the η inter-calibration analysis calibrates the forward jets (0.8 ≤ |η| < 4.5) to the energy
scale of those in the central region (|η| < 0.8) by using the pT balance in di-jet events.

• Second, the jet recoil against the pT of a Z boson or a photon is balanced by the Z+jet and
γ+jet analyses, using the full hadronic recoil instead of a jet to reduce effects of pile-up and jet
reconstruction threshold that would compromise low-pT measurements [150].

• Finally, the multi-jet balance analysis uses a well calibrated low-pT jets system to calibrate a
single high-pT jet [151]. This is done in order to access very high-pT jets.
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Figure 4.7 shows the final in-situ corrections as a function of the jet pT for anti-kt R = 0.4 recon-
structed jets, decreasing from 4 to 2% as the jet pT increases.

4.5.3 Jet identification

Reconstructed hard-scatter jets are discriminated against jets coming from pile-up interactions. A
combination of track-based variables is used to construct the so-called jet vertex tagger (JVT) [152].
The JVT is developed such that the resulting jet efficiency is stable as a function ofNPV, and it is based
on the use of two variables named corrJVF andRpT .

InRun1, a cut on the jet vertex fraction (JVF)was employed to suppress pile-up jets. Such variable
is defined as the fraction of tracks associated to a jet that come from the main PV. The performance
of the JVF cut was noted to be dependent onNPV. The variable corrJVF is a similar quantity to JVF,
but corrected for such dependence. It is defined as

corrJVF =

∑
k p

trkk
T (PV0)∑

l p
trkl
T (PV0) +

∑
n≥1
∑

l p
trkl
T (PVn)/

(
k− nPUtrk

) (4.6)

where
∑

k p
trkk
T (PV0) is the scalar sum in pT over tracks associated with the jet and originated from

the hard-scatter vertex. The term pPUT =
∑

n≥1
∑

l p
trkl
T (PVn) is the corresponding scalar pT sum
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of PVs of the pile-up jet fake rate when imposing cuts on JVT (blue) and JVF (violet) such that the inclusive hard-sca er

jet efficiency is 90% [152].

of tracks from pile-up interactions. The factor
(
k− nPUtrk

)
is added to correct for the dependence on

NPV, where nPU is the number of pile-up tracks per event and k is a scaling factor, taken as the slope of〈
pPUT
〉
(resulting k = 0.01). The variableRpT is defined as the scalar sum in pT over all tracks assigned

to the jet and originated in the main interaction vertex, divided by the pT of the jet after calibrations
and pile-up corrections:

RpT =

∑
k p

trkk
T (PV0)

pjetT
. (4.7)

The variable corrJVF gives a measure of how likely the jet is a hard-scatter one. RpT , on the other
hand, peaks at 0 and falls steeply for pile-up jets. Both variables are used to construct the 2-dimensional
likelihood discriminant JVT. The discriminant is derived by using MC samples where the pile-up is
emulated with minimum bias events overlaid. Figure 4.8 shows the resulting JVT values for hard-
scatter and pile-up jets with 20 < pT < 30 GeV. Using JVT, efficiency values of 80%, 90% and 95%
are obtained for pile-up fake rates of 0.4%, 1% and 3%, respectively. The dependence onNPV present
in the formerly used JVF method is almost negligible for JVT, as shown on the right side of Fig. 4.8.
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4.5.4 Jet cleaning

Even after pile-up rejection, reconstructed jets must be still distinguished from misidentified jets of
non-collisionorigin [153]. Themainbackgrounds of non-collision jets are beam-inducedbackground
(BIB), cosmic muons and calorimeter noise. The first two sources are usually referred to as non-
collision background (NCB), whose contribution to the monojet final state is discussed in detail in
AppendixC.A jet cleaning selection criteria is applied to the candidates sample to reject jets from such
background processes (fake jets in the following) while keeping those initiated in pp collisions (good
jets) with the highest efficiency.

A number of variables, based on signal pulse shapes in the calorimeters, energy ratios and track
information, are built in order to discriminate good and fake jets. A detailed description of these
variables can be found in Ref. [153]. Two levels of jet cleaning selection are then provided, called
the BadLoose and BadTight jet selections. A set of loose conditions is defined to identify jets
originated either from sporadic noise bursts in the hadronic endcap calorimeter, from large coherent
noise or isolated pathological cells in the EMCal, from hardware issues, or fromNCB interactions. A
jet is then tagged as a BadLoose jet if it meets any of such loose criteria. The BadTight selection
gives a much higher fake jets rejection, with a very small inefficiency for good jets. Jets are identified as
BadTight jets if they are alrady tagged as BadLoose or they pass a single additional requirement:

fch
fmax

< 0.1 and |η| < 2.4, (4.8)

where

• fch =
∑

ptrackT /pjetT is the fraction of the momentum of the jet associated to tracks recon-
structed in the ID;

• fmax is the maximum fraction of jet energy deposited in any layer of the calorimeter.

Such ratio in Eq. (4.8) gives a very high efficiency at discriminating fake jets (with typical fch values
close to 0 and fmax close to 1) and good jets, usually with fch > 0 and fmax < 1. This particular
criteria was initially implemented in ATLAS by the monojet analysis, since it needs a high restrictive
jet selection due to the similar topologies between NCB signatures and the monojet final state. For
analysis use, the Loose andTight selections for jet cleaning are provided, such that a jet is identified
as Loose if is not identified as a BadLoose jet and, correspondingly, a Tight jet is that which is
not tagged as BadTight. In Figure 4.9 some kinematic distributions are shown for a fake jets en-
riched sample. The Tight selection provides a much higher level of fake jets suppression, especially
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Figure 4.9: Jet pT (a), η (b) and φ (c) distribu ons for fake jets enriched samples before and a er the Loose and Tight jet
cleaning selec ons [153].

at highpT. The peaks at φ = 0 and π, characteristic BIB signatures [154], are rejected by the Tight
selection while they are not with the Loose criteria.

4.5.5 b–tagging

The identification of jets initiated by b hadrons (known as b-jets) is an important tool for many anal-
yses in ATLAS, since allows to select events enriched in certain processes. For instance, top-quarks
decay into b-quarks plus aW boson in most of the cases, hence having a way to select b-jets allows to
construct a region enriched in top production processes.

Different algorithms have been developed in ATLAS to identify b-jets. Some of then by exploit-
ing the long lifetime of the b-hadrons via looking for displaced secondary vertices, others are based on
the impact parameters information from tracks associated to the jet, or try to exploit the topological
structure of the b-hadron decay chain inside the jet [155]. The most discriminating observables from
these algorithms are combined to train a Boosted Decisions Tree (BDT) algorithm [156], using the
ROOT Toolkit for Multivariate Data Analysis (TMVA) tool [157]. This results in the multivariate
MV2 algorithm [158].

The training of the MV2 classifier is carried out with t̄t MC samples with b-jets considered as
signal, while c-hadron initiated jets (c-jets) and light-flavour jets are considered as background. De-
pending on the needs of the different analyses, several MV2 variants are provided, where the fraction
of the c-jets background is varied in the training. In the analysis of this thesis, the MV2c10 variant is
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used. The c-jet fraction of the training forMV2c10 is set at 7% of the total background composition,
being the 93% left light-flavour jets. Figure 4.10 shows the output of the MV2c10 BDT for the sig-
nal and background components. Operation points are defined by applying a single cut on the MV2
output, such that they provide specific efficiency values on b-jets identification. In the analysis of this
thesis a BDT cut value of 0.9349 is chosen, resulting into a b-tagging efficiency of 60%.

4.6 Taus

Tau-leptons have a mean life of∼ 290× 1015s, which translates into a decay length of∼ 87 μm [9],
much smaller than the detector resolution. For this reason, no secondary vertex can be reconstructed,
and therefore they can only be identified by their reconstructed decay products. Taus can decay either
leptonically, with τ → ℓνℓντ (ℓ = e, μ), or hadronically, like τ → hadrons + ντ. In the analysis of
this thesis, only hadronically-decaying taus (τhad in the following) are considered. The visible decay
products of τhad are referred to as τhad–vis.

4.6.1 Tau Reconstruction

The seed for the τhad–vis reconstruction process is set by using energy deposits in the calorimeter [160].
Such deposits must have been reconstructed as jets with the anti-kt algorithm with R = 0.4 [141].
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Jets with pT > 10 GeV and |η| < 2.5 are selected for the seed.

In order to reduce pile-up effects, the tau-lepton production vertex (TV) is identified among the
set of PVs previously reconstructed (the reconstruction of the primary vertex is described in Sec. 4.1).
Using good-quality tracks with pT > 1 GeV within ΔR < 0.2 around the seed, the TV is defined as
the PV to which the largest fraction of the pT sum over these tracks is matched to.

The momentum of the τhad–vis candidate is determined by the sum of the four-momenta of all
topo-clusters in the core region (i.e. ΔR < 0.2 around the barycentre), which are calibrated at the
local hadronic scale [161] and recalculated in the TV coordinate-system. The mass of the τhad–vis is
defined as zero. Then, tracks are assigned to the candidate if they meet the following criteria: be in
the ΔR < 0.2 region around the τhad–vis direction, have pT > 1 GeV, at least two Pixel hits and at
least seven hits in the Pixel + SCT detectors; in addition, they are required to have |d0| < 1 mm and
|z0 sin θ| < 1.5 mm.

Finally, the energy of the tau candidate is re-calibrated to the tau-lepton energy scale with a re-
sponse curve correction method using Z → ττ,Wτν and Z′ → ττMC samples [162].

4.6.2 Tau Identification

Reconstructed τhad–vis are discriminated against the jet background, which is composed of jets in
which a quark or a gluon is the dominated particle, called quark-like and gluon-like jets, respectively.
In general, gluon-like jets are easier to reject than quark-like jets since the later are typically more col-
limated and have fewer tracks.

A number of discriminating variables is constructed by using information from tracks within the
so-called isolation region, i.e. tracks in the region 0.2 < ΔR < 0.4 around the τhad–vis direction,
and shower shape information provided by the associated topo-clusters in both core and isolation re-
gions. The full list of variables employed is described in detail in Ref. [163]. Then, separate BDT
algorithms [156] are trained for one-track and one-track τhad–vis decays usingZ → ττ and di-jets sim-
ulated samples.

Three working points, corresponding to different tau identification efficiencies, are provided:
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Loose, Medium and Tight. For each WP, requirements on the BDT score are determined as a
function of the τhad–vis pT, in order to ensure constant efficiency values for the reconstruction and
the identification. Figure 4.11 shows the ratio of the τhad–vis identification efficiencies measured for
data over simulations usingZ → ττ events for the different identificationWPs. This number is called
scale-factor and is used in the analysis as a weight for the MC events in order to bring the tau identifi-
cation efficiency in simulations to the level observed in the data.

In addition, a further discrimination between one-track τhad–vis and electrons is carried out. This
is done by using the Likelihood function described in Section 4.2. Reconstructed τhad–vis candidates
are matched to electrons with pT > 5 GeV within a distance of ΔR < 0.4, and rejected if the asso-
ciated electron passes the VeryLoose electron identification criteria. This cut is tuned to return a
95% efficiency for hadronically decaying taus [162].

4.7 Missing Transverse Energy

Momentum conservation requires the total sum of the transverse momenta of all the collision prod-
ucts to be at least close to zero (detector imperfections can lead to small imbalances in the total trans-
verse momentum measurement). When this does not happen, is because an undetected particle has
been produced in the collision event. In the Standard Model, the only particles that would escape
without leaving any signal in the detector are neutrinos. Moreover, many Beyond the StandardModel
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theories predict the existence of different types of particle thatwould escape undetected aswell. There-
fore, the precise measurement of this imbalance is very important for physics analysis, but more espe-
cially for new physics searches. Such imbalance is measured in the transverse plane and called missing
transverse momentum, pmiss

T , and its magnitude is the so-called missing transverse energy, Emiss
T . The

Emiss
T is the most important component of the monojet final state.

4.7.1 Emiss
T reconstruction

Since in ATLAS the reconstruction of each kind of particle is carried out independently, it is possible
that some ambiguities can emerge between objects, e.g. the same calorimeter energy deposit assigned
to reconstruct and electron might be used as well to reconstruct a jet. For this reason, it is important
to resolve explicitly any potential signal ambiguity prior addressing the Emiss

T calculation, in order to
avoid double-counting effects. Regarding the analysis of this thesis, the solution adopted for this issue
is called overlap removal, and is discussed in Chapter 6.

Once all the physics objects are reconstructed and properly identified and selected, pmiss
T is calcu-

lated as the negative vectorial sum of momenta of all the objects in the event:

pmiss
T = −

∑
electrons

pTe −
∑

photons

pTγ −
∑
muons

pTμ −
∑
taus

pTτhad −
∑
jets

pTjet︸ ︷︷ ︸
hard term

−

soft term︷ ︸︸ ︷∑
unused
tracks

pTtrack . (4.9)

Unused tracks in Eq. (4.9) refers to tracks associated with the hard-scatter vertex but not with
any hard object [164]. Such contributions are taken into account via the so-called soft term. On the
contrary, terms relative to the contributions from reconstructed objects are grouped and denoted as
the hard term. The particular choice of using only tracks for the soft term helps to suppress pile-up
contributions, improving the Emiss

T resolution as well. Only high-quality tracks passing certain signal-
overlap conditions are included in the soft term calculation [164].

The performance of theEmiss
T reconstruction and resolution is studied by comparing the distribu-

tions in data andMC simulations for some well known SM processes, such as Z → ℓℓ andW → ℓν.
Figure 4.12 shows the reconstructedEmiss

T distributions forZ → μμ andW → eν, where good level of
agreement between simulations anddata is observed. TheZ → μμprocess, under a certain event selec-
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(a) (b)

Figure 4.12: Distribu ons of EmissT for inclusive samples of Z → μμ (a) andW → eν (b) events extracted from data and
compared to MC simula ons including all relevant backgrounds. The shaded areas indicate the total uncertainty for MC
simula ons, including the overall sta s cal uncertainty combined with systema c uncertain es. The respec ve ra os

between data and MC simula ons are shown below the distribu ons, with the shaded areas showing the total
uncertain es for MC simula ons [164].

tion around theZ boson peak, provides a very high purity sample where no genuine Emiss
T is expected.

TheW → eν process, on the other hand, provide a source of genuine Emiss
T due to the neutrino.

The Emiss
T resolution is studied comparing the measurements in data with MC simulations using

Z → μμ and W → eν samples. The resolution is measured in bins of
∑

ET, a variable used to
measure activity of the event and defined as the scalar sum of all transverse momenta from the objects
contributing to the Emiss

T ,∑
ET =

∑
electrons

peT +
∑

photons

pγT +
∑
muons

pμT +
∑
taus

pτhadT +
∑
jets

pjetT +
∑
unused
tracks

ptrackT . (4.10)

In each bin, the Emiss
T resolution is calculated as the root mean squared (RMS) of the combinedX and

Y Emiss
T components. The measured resolution as a function of

∑
ET is shown in Figure 4.13, where

good agreement is noted between data and predictions, and the measured resolution scales quickly
from 4 to 20 GeV within the range 50 <

∑
ET < 250 GeV, and then slowly up to 25 GeV for∑

ET = 700 GeV.
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(a) (b)

Figure 4.13: (a) the RMS width of the Emissx(y) distribu ons in bins of
∑

ET in an inclusive sample of Z → μμ events. (b)
The average projec on of pmissT onto the direc onAZ of the Z boson’s transverse momentum vector pTZ as a func on
of pZT = |pZT | in inclusive Z → μμ events. Predic ons from MC simula ons are overlaid on the data points, and the
ra os are shown below the respec ve plot. The shaded bands indicate the combined sta s cal and systema c

uncertain es of the resolu on measurements. [164].

TheEmiss
T scale is determined inZ → μμ events, and is defined as the average of theEmiss

T projection
in the direction of the Z boson pT,

〈
AZ · pmiss

T
〉
, where AZ is the unity vector in the direction of the

Z boson,

AZ =
pμ

+

T + pμ
−

T∣∣∣pμ+T + pμ
−

T

∣∣∣ . (4.11)

Figure 4.13 shows theEmiss
T scale as a function of the pT of theZboson. The predictions exhibit overall

agreement with the data within uncertainties, and the estimated Emiss
T scale starts from−2 in the ideal

case of pT(Z) = 0, when perfect balance between the hard objects and the hadronic recoil would be
reached, drops down to−8 as pT(Z) grows up to∼ 25 GeV, and then starts raising smoothly as the
momentum of the Z increases, and so do the associated uncertainties.
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5
The Statistical Model

The work presented in this thesis relies in a series of statistical tools, whose theoretical bases are intro-
ducedbriefly in this chapter togetherwith the definitions of the different techniques that are employed
to analyze the data.

5.1 Introduction

A system is said to be random if the outcome of a measurement over that system varies unpredictably
when repeating the experiment. Such randomness, which can be caused by the measuring device or
by the intrinsic unpredictable nature of the system (e.g. a system governed by quantum mechanics),
is quantified by the concept of probability [165]. There are two main “schools” on how to define the
probability: the Bayesian approach, widely used in astrophysics, which sees the probability as a degree
of belief in a certain event based on aprior knowledge about the event; and the frequentist (also known
as classical) one, most commonly adopted in particle physics, which interprets the probability as the
relative frequency of an event in nmeasurements when n → ∞.

In a given experiment, the probability to measure the variable X within the infinitesimal interval
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[x, x+ dx] is given by the probability density function (PDF), f(X), as

P (X ∈ [x, x+ dx]) = f(x)dx. (5.1)

The PDF is defined such that is normalized to the unity. IfX is a random variable, the expectation
value E[X] (or called simply mean) represents the value whereX is most likely to bemeasured, and the
varianceV[X] gives a measure of howX spreads around its mean. Depending on the characteristics of
the variable and the type of measurement, the associated PDF can be very different. For instance, if X
is a discrete variable and the number of repetitions of the experiment, n, is large, the PDF will follow
a Poisson distribution,

P(n|λ) = λn

n!
e−λ, (5.2)

where λ is a real positive number that is equal to the expected value of X and its variance, E[X] =

V[X] = λ. Poisson distributions are typically used in decay measurements of radioactive materials
(usually introducing λ = t/τ, where t is the time and τ is the mean lifetime of the material), and in
particle collider experiments, where the mean number of events of a certain process is given by the
product of its cross-section, the efficiency of the detector and the luminosity of the collider, λ = σεL.

On the other hand, random variables with continuous real values will exhibit PDFs in the form
of a Gaussian distribution,

G(x|μ, σ) = 1√
2πσ

e−
1
2

(
x−μ
σ

)2

, (5.3)

where μ = E[X] is the mean value of the distribution and σ is the standard deviation, given by the
square root of V[X]. If μ = 0 and σ = 1, the PDF given by Eq. (5.3) is called a normal distribution.
Gaussian distributions play an important role in physics experiments thanks to theCentral LimitThe-
orem [165], which holds that the sum of independent random variables becomes a Gaussian random
variable, regardless of the form of the individual PDFs. This justifies treating systematic uncertainties
as Gaussian variables, as the total error is the sum of a large number of small contributions.

5.2 Statistical test

A data analysis is usually formulated in terms of a hypothesis test. The idea is to give a quantitative
measure of the level of agreement between the sample of data collected by the experiment and a cer-
tain prediction, which will be called null hypothesis (H0), against an alternative hypothesis (H1). In
new physics searches, as the analysis of this thesis, H0 usually represents the case when the data can
be described only by SMprocesses (background-only), whileH1 corresponds to the scenario in which
the background plus signal predictionmatches with the observations. Quantitatively, this can be sim-
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plified by introducing a signal strength parameter (μ), which scales the predicted signal cross-section
such that μ = 0 is equivalent toH0 and consequently μ = 1 corresponds toH1*.

Mathematically, this is addressed by constructing a new variable as a function of μ called test-
statistic, qμ, for which each of the hypotheses will imply a different PDF: f(qμ|H0) and f(qμ|H1). The
point is to define qμ with the same or less degrees of freedom than the measured variable, to reduce
the amount of data without loosing the ability to discriminate between hypotheses.

5.2.1 Statistical significance

Once a test-statistic is defined and evaluated with the data, the obtained value qobs allows to calculate
the so-called p-value. This quantity is given by the upper-tail area under the curve f

(
qμ|H0

)
from qobs,

p =
∫ ∞

qobs
f
(
qμ|H0

)
dμ , (5.4)

and represents the probability, assuming the hypothesisH0 is true, of obtaining a result as compatible
or less with theH0 than actually observed. Figure 5.1 illustrates the concept of the p−values as com-
puted by using Gaussian distributions for simplicity. In the figure, the obtained values p0 and p1 are,
respectively, 0.09366 and 0.02385, meaning that there is a probability of 9.3% (2.4%) of measuring
a result incompatible withH0 (H1) by accident.

In order to decide whether to accept or rejectH0, a certain threshold qcut is set prior the measure-
ment (so the experiment is not biased). This threshold is chosen such as the probability of measuring
qμ beyond qcut, under the assumption of H0, is some value α, known as the significance level of the
test, α =

∫∞
qcut f

(
qμ|H0

)
. If the obtained p−value is lower than α (or, equivalently, |qobs| > |qcut|),

the hypothesisH0 is accepted, and otherwise is rejected.

Usually, the p−values are translated into an equivalent significance, Z, defined such that a Gaus-
sian distributed variable found Z standard deviations above its mean has an upper-tail probability
equal to p [166],

z = Φ−1 (1− p) , (5.5)

where Φ−1 is the inverse of the cumulative normal distribution. Typically,Z = 5 is required to claim
a ‘discovery’ (corresponding to p = 2.9 · 10−7), and ‘evidence’ of new physics is reported with Z = 3
(p = 1.3 · 10−3). For the purpose of excluding a signal hypothesis, a threshold of α = 0.05 is often

*It is important to remark that this is the approach that is typically adopted in searches targeting a discovery
(e.g. the Higgs boson discovery in 2012 [7, 8]), while in analyses where the goal is to set exclusion limits into
signal models the roles ofH0 andH1 are usually inverted.
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used, i.e. models are excluded at 95% confidence level (CL).

5.2.2 The CLs method

In analyses where the number of events registered does not exceed significantly the background pre-
dictions, the goal is no longer to discover a new particle but rather to put limits to the validity of some
signal models. As mentioned before, in these cases the signal plus background hypothesis (s+ b) is set
asH0, being the alternative hypothesis the one considering background only (b). For this kind of anal-
yses the use of the p−values can lead to nonphysical conclusions in cases where the sensitivity of the
experiment to the signal model is low, since the associated PDFs to the test-statistic would look very
similar under the two hypotheses and the effect of a statistical fluctuation could lead to the exclusion
of both s+ b and b hypotheses. In order to avoid this issue, the CLs method [167] is introduced. This
method relies on the use of the confidence levels CLs determined for the two hypotheses,

CLs+b = ps+b

CLb = 1− pb
, (5.6)

where ps+b and pb are the p−values computed for the s+b and bhypotheses, respectively. Thequantity
CLs is then defined as the ratio of the CLs defined by Eq. (5.6):

CLs =
CLs+b
CLb

. (5.7)
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Finally, the CLs defined by Eq. (5.7) is used to determine whether a model is excluded or not. In the
analysis of this thesis, models for which the computedCLs is lower than 0.05 are excluded. Therefore
the exclusion limits will be reported at 95%CL.

5.3 TheMaximum Likelihood method

In ATLAS, a procedure widely used in search analyses is based on a frequentist significance test using
a profile likelihood ratio as a test-statistic [166]. In addition to parameters of interest such as the signal
strength, the signal and background models will contain in general nuisance parameters (NPs). The
MaximumLikelihood (ML)method [168] is a technique for estimating such parameters from a given
sample of data.

5.3.1 The Likelihood function

The likelihood function is constructed as follows. Consider an experiment that measures a given vari-
able X collecting events in a histogram ofN bins. The expected number of events in the i-th bin can
be expressed as

E[ni] = μsi + bi , (5.8)

where si and bi denote the expected number of signal and background events in the bin i, respectively,
and are given by the expectation value within the boundaries of the bin of their corresponding PDFs,
fs (X; θ) and fb (X; θ), whose shape is determined by a set of NPs denoted by θ.

Assuming that the data follows a Poisson distribution (see Eq. (5.2)), the probability ofmeasuring
nobs events in the data is then given by the likelihood function L(μ, θ), defined as the product of the
Poisson probabilities in each bin:

L(μ, θ) =
N∏
i
P
(
nobsi |μsi + bi

)
(5.9)

Inmany cases, a set of parameters κ is introduced to account for the normalization of the number
of background events. These factors are usually estimated from a fit to the data in R control regions
enriched in background events. In these cases, the likelihood function is the total product of the
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likelihoods in each region r,

L(μ, κ, θ) =
R∏
r

N∏
i
P
(
nobsir |μsir + bir(κ)

)
, (5.10)

In addition, some complementary measurements are often performed in order to help to con-
strain the nuisance parameters. The variations are parametrized as normal distributions G(θp|0, 1),
where θp represents the relative size of theNP p in units of RMS. A constraining function is then con-
structed as the product of the Gaussian distributions of each parameter: fconstr(θ) =

∏
p G(θp|0, 1).

The complete likelihood function is then

L(μ, κ, θ) =
R∏
r

N∏
i
P
(
nobsir |μsir + bir(κ)

)
fconstr(θ) , (5.11)

Finally, the likelihood function given by Eq. (5.11) is maximized to extract the optimal values for
the parameters†. This is actually done by taking the negative logarithm of the likelihood function
(NLL), and finding the minimum of this function instead.

5.3.2 The Profile Likelihood Ratio

In order to perform the hypothesis test, the profile likelihood ratio is defined as

λ(μ) =
L(μ, ˆ̂θ)
L(μ̂, θ̂)

, (5.12)

where the dependence of the likelihood function on κ given by Eq. (5.11) is omitted for simplicity.
In Eq. (5.12), the numerator is what is called the profile likelihood, where ˆ̂θ is the value of θ that max-
imizes L for a given μ, i.e. is the conditional ML estimator of θ, and therefore a function of μ. The
denominator is themaximized (unconditional) likelihood function, i.e. μ̂ and θ̂ are the values of μ and
θ that maximize L. Based on Eq. (5.12), the test-statistic qμ is then defined as

qμ = −2 ln λ (μ) (5.13)

†Note that thedependence of si and bi on thenuisanceparameters θ is omitted inEqs. (5.9), (5.10) and (5.11)
for simplicity.
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From the definition of λ(μ), it can be inferred that values of λ close to 1 imply good agreement be-
tween the data and the hypothesized value of μ. Therefore, higher values of qμ will correspond to
increasing incompatibility between the data and μ.

From qμ the p−value be computed for a given μ′ by using Eq. (5.4). However, the estimation
associated PDF, f(qμ|μ′) is not straightforward. In general, this is solved by generating a large number
of random pseudo-experiments (MC toys), but these methods are computationally heavy, so what is
done in some cases is to use the asymptotic approximation [166], which holds that, assuming the data
are distributed according to μ′, the function given by Eq. (5.13) can be approximated by

qμ = −2 ln λ (μ) ≃ (μ− μ̂)2

σ2
+O(1/

√
N ) , (5.14)

where μ̂ follows a Gaussian distribution with mean μ′ and standard deviation σ, and N denotes the
size of the data sample. In the large sample limit the asymptotic approximation becomes exact and the
termO(1/

√
N ) in Eq. (5.14) can be neglected. In this case, the associated PDF takes the form of a χ2

distribution and can be then expressed as

f(qμ|μ′) =
1

2√qμ
1√
2π

e− 1
2

(
√qμ+ μ−μ′

σ

)2

+ e
− 1

2

(
√qμ− μ−μ′

σ

)2
 . (5.15)

5.4 Fit configurations

In the analysis of this thesis, a number of requirements is applied to the data in order to select a region
that gives an optimal sensitivity to the signal models that are considered. This region is called signal
region. Together with this region, a number of control regions is also defined similarly in order to con-
strain the expected number of background events. The definitions of the signal and control regions
are detailed in Chapter 6. Three different configurations of the fit are used for different purposes,
detailed below, and are performed using the HistFitter software [169].

• Background-only fit. Only the control regions are considered to constrain the parameters of
the fit. Potential contributions from signal processes are neglected in all regions. This config-
uration is used to estimate the background contributions to the signal region.

• Model-independent fit. Both signal and control regions are included in the fit. Any signal
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contribution in the control regions is neglected. This configuration is used to obtain 95%CL
limits on the visible cross-section of any potential signal process.

• Model-dependent fit. Again, signal and control regions are used and signal contributions
in the control regions are neglected. Signal predictions for specific models are injected in the
signal region. This configuration is used to exclude signal models when the computed CLs is
lower than 0.05.
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6
TheMonojet Analysis

This chapter describes the monojet analysis of the full Run 2 dataset of pp collisions collected by AT-
LAS at

√
s = 13 TeV. The monojet signature is known for being a very sensitive channel for a wide

variety of BSM searches, especially for DMproductionmodels, but also for extra dimensions or com-
pressed SUSY scenarios, among many others. Such processes will predominantly leave signatures in
the detector similar to that of theATLAS event display in Figure 6.1: one energetic jet recoiling against
a large amount of Emiss

T . The monojet analysis strategy is designed to maximize the sensitivity to new
phenomena, providing a precise estimation of SM backgrounds. Compared to previous versions of
this analysis, a superior precision is achieved by an extended Emiss

T range, a revision of the lepton defi-
nitions and an enhanced treatment of theW/Z+jets SM predictions.

The chapter is organized as follows. The data sample used in the analysis is described in Sec-
tion 6.1. The object definitions and the event selection applied are detailed in Section 6.2. The back-
ground estimation procedure is discussed in Section 6.3. Finally, some distributions are shown in
Section 6.4.
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Figure 6.1: ATLAS event display of a monojet event recorded in 2017 with
√
s= 13 TeV. One jet is measured with

pT = 1.9 TeV, indicated by the green and yellow bars corresponding to the energy deposi on in the calorimeters, and a
missing transverse momentum of EmissT = 1.9 TeV is measured in the opposite φ–direc on (red dashed line).

6.1 Data sample

The dataset used in this analysis was recorded by ATLAS between 2015 and 2018 at a center-of-mass
energy of 13 TeV, corresponding to a total integrated luminosity of 139 fb−1. The events are accumu-
lated after applying data-quality requirements such as tracking detectors, calorimeters, muon cham-
bers and magnets were fully functional during the data-taking operations, i.e. satisfying the GRL cri-
teria. Both real and simulated events are reconstructed and analyzedwith the same analysis code chain.

6.1.1 Trigger

Different trigger strategies are implemented to analyze data from the 2015, 2016, 2017 and 2018 data-
taking periods, in order to reflect the different trigger menus. Also, different triggers are employed
depending on different event selection choices.

The triggers used in most of the selections are calorimeter-based Emiss
T triggers, for which muons
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Data period Trigger

2015 All runs HLT_xe70_mht

2016
296939 ≤ run ≤ 302872 HLT_xe90_mht_L1XE50
302919 ≤ run ≤ 303892 HLT_xe100_mht_L1XE50
303943 ≤ run ≤ 311481 HLT_xe110_mht_L1XE50

2017 325713 ≤ run ≤ 331975 HLT_xe110_pufit_L1XE55
332303 ≤ run ≤ 341649 HLT_xe110_pufit_L1XE50

2018 348197 ≤ run ≤ 350066 HLT_xe110_pufit_xe70_L1XE50
350067 ≤ run ≤ 363400 HLT_xe110_pufit_xe65_L1XE50

Table 6.1: Lowest unprescaled EmissT triggers in the 2015–2018 data periods. The names indicate the calorimeter energy
thresholds in GeV at HLT level, followed by the EmissT calcula on algorithm used and by the ini al L1 trigger threshold.

are considered as invisible particles in the evaluation of the Emiss
T at trigger level. In these regions, the

lowest unprescaled Emiss
T triggers are used. As Table 6.1 shows, in these regions the lowest unprescaled

Emiss
T trigger thresholds change during the data-taking periods due to increasing instantaneous lumi-

nosity conditions. Single-electron triggers are used in selections that do not include muons but elec-
trons are selected. In such regions, the lowest unprescaled single-electron triggers are used combined
in an OR logical (see Table 6.2).

6.2 Event selection

In this section, the list of requirements that are used in the definition of the Signal Region (SR) and
theControl Regions (CRs) are detailed.

6.2.1 Object definitions andOverlap Removal

Once reconstructed as discussed in Chapter 4, electrons, muons, photons, taus and jets are required a
fewmore conditions before being used in the analysis. In particular, two categories of increasing level
of requirements are defined for electrons and muons: baseline objects, which are used in the overlap
removal and for vetoes; and signal objects, used for actual event selection.
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Data period Trigger

2015
HLT_e24_lhmedium_L1EM20VH

or HLT_e60_lhmedium
or HLT_e120_lhloose

2016,2017 and 2018
HLT_e26_lhtight_nod0_ivarloose

or HLT_e60_lhmedium_nod0
or HLT_e140_lhloose_nod0

or HLT_e300_etcut

Table 6.2: Lowest unprescaled single-electron triggers in 2015–2018 data, combined in a logical OR. The names indicate
the offline electron transverse energy threshold in GeV at the HLT level, followed by an electron ID and (possible)

isola on requirements applied, and by the ini al L1 threshold.

• Baseline electrons are electronswith pT > 7GeV and |η| < 2.47. The baseline electronmust
satisfy the Loose electron identification criteria. A requirement on the longitudinal impact
parameter, |z0| sin θ < 0.5 mm, is also applied. Signal electrons are baseline electrons that
pass the Tight electron likelihood criteria. Their pT threshold is raised up to 30 GeV and a
cut on the transverse longitudinal parameter of the electron track, d0/σ0 < 5, is applied.

• Baseline muons are muons selected with pT above 7 GeV and |η| < 2.5. They also have to
meet the Medium identification criteria. Signal muons are a subset of baseline muons with
pT > 10 GeV and passing additional cuts on the track impact parameters: |z0| sin θ < 0.5
mm and d0/σ0 < 3.

• Photons are required to satisfy the Tight identification requirement and to have pT > 10
GeV and |η| < 2.37. Photons are used at pre-selection level, only for vetoes.

• Hadronically-decaying tau-leptons are selected with pT > 20 GeV, |η| < 2.5 (excluding the
crack region 1.37 < |η| < 1.52 between the EMCal barrel and the endcap calorimeters). The
reconstructed taus are required to pass the Loose identification criteria. As photons, taus are
only used in the veto selection.

• All jets are required to have pT > 30GeV and |η| < 2.8. The jetmustmeet theMedium JVT
working point. In this way, jets with pT > 120 GeV and |η| < 2.4 must satisfy JVT > 0.59,
while for jets with 2.4 < |η| < 2.5 the requirement lowered to JVT > 0.11. In addition,
the Loose jet cleaning criteria is required to all jets in the event, to remove anomalous energy
depositions due to coherent noise and electronic noise bursts in the calorimeter.
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• b-jets. The subset of jets with |η| < 2.5 which are identified by theMV2c10 b-tagger discrim-
inant described in the previous chapter are treated as independent objects.

In order resolve ambiguities between the different physical objects defined above (caused by the
fact that their reconstructions are developed independently), an overlap removal technique is em-
ployed. The goal is not only to remove duplicated objects but also to wipe out close-by objects which
can bias each other’s position or energy reconstruction. A number of discrimination rules, extensively
used within the ATLAS collaboration, is applied to baseline electrons, baseline muons, taus and jets,
as defined above, in the following order:

1. If an electron and a muon are sharing the same track, the muon is prioritized as the electron is
mainly coming from a converted photon radiated by the muon.

2. If a b-jet is foundwithin a distance of ΔR =
√

(Δφ)2 + (Δη)2 = 0.4 fromabaseline electron
or muon, the lepton is removed since it is most likely originated from a semi-leptonic b decay.

3. Jets closer than ΔR = 0.2 from a well identified electron are typically electrons misrecon-
structed as jets, therefore they are removed from the event. However, the area right outside
such duplication region (0.2 < ΔR < 0.4) is typically populated by real hadronic jets with a
fraction of shared clusters with the electron, biasing its reconstruction, hence in this case the
jet is kept and the electron removed.

4. Jets and muons in a region of ΔR < 0.4 are resolved in the following way:

- if ΔR < 0.2, the decision to keep the muon or the jet is based on the number of tracks
associated to the jet. If they are 3 ormore, themuon ismost likely coming from ahadron
decay, so the jet is kept. Otherwise the jet is likely amisreconstructed photon emitted by
a promptmuon, or simply a low-pT muon reconstructed as a jet, thus the muon is kept;

- if ΔR > 0.2 the jet is always kept.

5. Photons overlapping with electrons, muons and jets are resolved (in that order) within a cone
of ΔR < 0.4 simply by prioritizing leptons over photons, and the later over jets.

6. Similarly, overlaps between tau-leptons and electrons,muons or jets are resolved in aΔR < 0.2
cone by keeping the electron/muon in the leptonic case and removing the jet otherwise. The
overlap between taus and jets is a tau identification step rather than an actual overlap removal.

Finally, once the ambiguities are resolved, themissing transversemomentum,Emiss
T , is calculated

as discussed in the previous chapter, i.e. as the negative vectorial sum of the pT associated to baseline
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electrons andmuons, taus, photons and jets, as well as the track-based soft term. In addition, the vari-
able precoilT is constructed by adding the transverse momentum of the leptons in the event to the Emiss

T ,
thus acting as a proxy for the transverse momentum of the system recoiling against the jets.

6.2.2 Pre-selection

Once the physical objects are properly defined, a preliminary set of cuts is applied in all regions. The
full pre-selection criteria is listed in Table 6.3.
Events accepted by the trigger and fulfilling the GRL requirements are first required to have at least
one primary vertex with at least two associated tracks with pT > 500MeV.
At least one jet with |η| < 2.4 and pT > 150GeV is required, and up to 3more jets are allowed. Non-
collision background (NCB) contributions, such as energy deposits in the calorimeter from cosmic
muons or beam-induced interactions, are suppressed by requiring the leading jet (the one with the
largest pT) to pass the Tight jet cleaning criteria.
QCD multi-jet events, mainly coming from jet energy mismeasurements, are rejected by requiring a
minimum separation on the azimuthal angle between the jets and precoilT :min[Δφ(jets, precoilT )] > 0.6

(
precoilT ≤ 250 GeV

)
min[Δφ(jets, precoilT )] > 0.4

(
precoilT > 250 GeV

) . (6.1)

Note that the requirement in Eq. (6.1) is tightened for the low-precoilT region, since in this regime the
multi-jet background becomes more relevant.
Finally, no photons and no τ-leptons are allowed in the final state. The inclusion of the tau veto is one
of the most important improvements with respect to the previous versions of the monojet analysis,
allowing to reduce the total background in the SR by∼ 10%.

6.2.3 Signal Region definition

In addition to the pre-selection requirements, the following cuts define the SR:

• Emiss
T > 200 GeV. All Emiss

T triggers are fully efficient at this regime.

• Lepton veto. No baseline electrons or muons are allowed in the final state.

98



Category Selection Criteria

Trigger Logic defined for the specific region
GRL PHYS_StandardGRL_all_Good_25ns

Vertex Nvrtx ≥ 1 (withNtrk ≥ 2 and pT > 500MeV)

Leading jet
|η| < 2.4

pT > 150 GeV
fch/fmax > 0.1 (NCB rejection)

Jet multiplicity 0 < Njets ≤ 4
Multijet suppression min[Δφ(jets, precoilT )] > (0.6)0.4
Photon veto Nγ = 0
Tau veto Nτ = 0

Table 6.3: List of pre-selec on cuts.

Note that the quantities Emiss
T and precoilT become equivalent after the lepton veto. For this reason, they

will be treated indistinguishably in the following.

In comparison to the previous iteration of this analysis, theEmiss
T threshold has been lowered from

250GeV to 200GeV as a way to enhance the sensitivity to some signal models that exhibit a softEmiss
T

spectrum, in particular to the invisible-decaying Higgs scenario. The pT thresholds in the definition
of baseline electrons, baseline muons and photons have been lowered as well, resulting in an increased
rejection of background events in the SR when vetoing such objects.

6.2.4 Control Regions definitions

Five CRs are used to constrain the most important background contributions in the analysis. They
are defined to be orthogonal to the SR and to each other, i.e. there is no overlap of events between
regions. Events in the CRs are required to pass the pre-selection cuts. In addition, a common cut on
precoilT > 200 GeV is applied. The description of every CR is glossed below and the specific cuts are
outlined in Table 6.4.

• Themuon control region,W → μν, is enriched in the backgroundprocessW(μν)+jets. This
is achievedby requiring exactly one signalmuon in the event, nobaseline electrons andno b-jets
in the event (to ensure orthogonality with respect to the Top CR). In addition, a requirement
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W → μν Z → μμ W → eν Z → ee Top

1 signal μ 2 signal μ No baseline μ No baseline μ

Same asW → μν
or

same asW → eν

No baseline e No baseline e
1 signal e,

2 signal e|ηe| ̸⊂ (1.37, 1.52),
Tight isolation

30 < mT < 100 66 < mμμ < 116 30 < mT < 100 66 < mee < 116

– – Emiss
T > 70 GeV, –Emiss

T /
√
HT > 5 GeV1/2

No b-jets – No b-jets – ≥ 1b-jet

Table 6.4: Control region specific cuts. The masses are expressed in GeV.

on the transverse mass of the muon–neutrino system is applied: 30 GeV < mT < 100 GeV,

wheremT =

√
2 pTμ pTν

[
1− cos

(
φμ − φν

)]
.

• The 2-muon CR, Z → μμ, is enriched in the Z(μμ) + jets background process. Events are
selected if there are not baseline electrons and exactly two signal muons are found. Also, a
very high purity is reached by applying a cut on the invariant mass of the muon–muon system
around the mass of the Z, 66 GeV < mμμ < 116 GeV.

• The electron control region,W → eν, is defined such that is dominated by the background
processW(eν) + jets. One signal electron is required and no baseline muons are allowed. In
order to ensure high purity of the sample, electrons reconstructed within the crack region be-
tween the EM and endcap calorimeters are rejected (via a cut in the electron pseudo-rapidity
as shown in Table 6.4), and selected electrons must pass the Tight isolation criteria. Like-
wise theW → μν CR, b-jets are vetoed and cut on the transverse mass is applied, 30 GeV <

mT < 100 GeV, where this timemT =
√

2 pTe pTν
[
1− cos

(
φe − φν

)]
. In addition, cuts

on Emiss
T > 70 GeV and Emiss

T /
√
HT > 5 GeV1/2 are applied to further suppress contami-

nation from the multi-jet background, whereHT is defined as the sum of all jets momentum.
This is also the reason for requiring isolation on the electron.

• The 2-electron region, Z → ee, is enriched in the Z(ee) + jets process. This region is con-
structed by inverting the roles ofmuons and electrons in theZ → μμ selection. Therefore, two
signal electrons are required, baseline muons are vetoed and the invariant mass is constrained
aroundmZ, 66 GeV < mee < 116 GeV.

• The Top CR is dominated by single–t and t̄t processes. It is defined by events that pass the

100



(a)

200 400 600 800 1000 1200

 [GeV]miss
TE

6−10

5−10

4−10

3−10

2−10

1−10

N
or

m
al

iz
ed

ATLAS
 = 13 TeV, SRs , -11 fb

oz PhD Thesisn~JL. Mu

)+jetsνν→Z(

)=(550,543) GeV
0χ∼,t~, m(

1

0χ∼c→1t
~

)=(1,2000) GeV
A

, ZχDM m(

(b)

Figure 6.2: (a) Scheme of the background composi on of the monojet SR. (b) EmissT shape comparison of the dominant

background Z(νν) + jets with respect to three benchmark signals, namely TT withm(̃t, χ̃01 ) = (550, 543) GeV and
DMA withm(χ,ZA) = (1, 2000) GeV.

selection of theW → μν or theW → eν but reverting the b-jet veto.

6.3 Background estimation

After applying the SR selection described in Section 6.2, the monojet signature is compatible with
a wide variety of SM processes. Figure 6.2a shows a scheme of the full background composition of
the SR. The most relevant background sources are given by EW processes, where a vector bosonW
or Z is produced in association with jets, decaying into leptons and/or neutrinos. In particular, the
Z(νν) + jets process dominates largely (∼ 58%) the scene, being also an irreducible background, i.e.
there is no possible selection of events that can help to discriminate this kind of background against
potential signal phenomena. There are also significant contributions fromW(ℓν)+ jets processes (∼
35%), followedby small contributions from top-production (t̄t and single–t), diboson (WW,ZZ and
WZ), vector-boson-fusion (VBF) Z/W production processes, and finally some minor contributions
from di-lepton (Z(→ ℓℓ)), multi-jet and NCB processes.

6.3.1 Analysis strategy

The idea of the analysis is to exploit the differences in the shape of theEmiss
T distribution todiscriminate

background versus signal events. This is illustrated in Figure 6.2b, where two of the signalmodels con-
sidered in the analysis exhibit an enhanced tail in Emiss

T , while the background spectrum (represented
by Z(νν) + jets) falls faster. For this reason, the SR is divided into 13 bins of Emiss

T , listed in Table6.5,
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Exclusive bins Inclusive bins

Name Emiss
T [GeV] Name Emiss

T [GeV]

EM0 (200, 250] IM0 (200,+∞)
EM1 (250, 300] IM1 (250,+∞)
EM2 (300, 350] IM2 (300,+∞)
EM3 (350, 400] IM3 (350,+∞)
EM4 (400, 500] IM4 (400,+∞)
EM5 (500, 600] IM5 (500,+∞)
EM6 (600, 700] IM6 (600,+∞)
EM7 (700, 800] IM7 (700,+∞)
EM8 (800, 900] IM8 (800,+∞)
EM9 (900, 1000] IM9 (900,+∞)
EM10 (1000, 1100] IM10 (1000,+∞)
EM11 (1100, 1200] IM11 (1100,+∞)
EM12 (1200,+∞) IM12 (1200,+∞)

Table 6.5: Bins of EmissT used in the analysis.

which are optimized for giving good resolution on the Emiss
T shape without loosing statistical power.

Inclusive and exclusive bins are defined for different purposes. Regarding the previous version of the
analysis, 3 more bins have been included, one for the lowered Emiss

T threshold (250 → 200 GeV) as
mentioned, and adding twomore bins between 1.0 and 1.3 TeV to profit from the increased statistics.

In order to optimize such discrimination, it is crucial to measure the total background contribu-
tions with the highest level of precision as possible. The contributions from the different background
processes are estimated via a number of different methods that are summarized in Table 6.6, and ex-
plained as follows.

MC samples of simulated events are generated for most of the background processes described
above, with the exception of themulti-jet and non-collision backgrounds which need a different treat-
ment based on data-driven techniques (described in Sub-ses. 6.3.4 and 6.3.3, respectively). The gener-
ation of theMC samples is fully described in Chapter 2. These samples provide already a preliminary
estimation of the background yields, once the events are properly normalized to the luminosity of the
data sample. Diboson and VBFW/Z+jets contributions are directly estimated from such MC pre-
dictions.

102



Process Strategy

Z(νν) + jets MC shape + theory corrections + CR fit
W(μν) + jets MC shape + theory corrections + CR fit
W(eν) + jets MC shape + theory corrections + CR fit
W(τν) + jets MC shape + theory corrections + CR fit
Z(μμ) + jets MC shape + theory corrections + CR fit
Z(ττ) + jets MC shape + theory corrections + CR fit
Z(ee) + jets MC shape + theory corrections + CR fit
single–t MC shape + CR fit
t̄t MC shape + CR fit
diboson FromMC
VBFW(ℓν)+jets FromMC
VBF Z(ℓℓ/νν)+jets FromMC
Multi-jet Jet Smearing
NCB Tagger

Table 6.6: Background es ma on methods used for the different processes contribu ng to the SR.

An additional higher-order pT(V)-based reweighting is performed on theV+jets samples, achiev-
ing a much preciser description of the data for these processes, which are especially relevant in the
analysis given their large contributions in the SR. Such corrections not only give a better precision,
but also provide a way to constrain the Z(νν) + jets background. This is because the correlations of
the theoretical uncertainties across the different W/Z+jets processes are taken into account in the
corrections, therefore the residual differences bin-by-bin are covered by the resulting systematic un-
certainties. Taking advantage of this feature, the strategy then is to perform a simultaneous fit to the
data in the CRs, and use such statistical power to extract a unique normalization factor for all the
V+jets processes. Similarly, another two floating normalization factors are used for the single–t and
t̄t processes in the same fit. The CRs fit is discussed in detail in the next section.

6.3.2 Control Regions fit

A simultaneous, binned likelihood fit is carried out using the precoilT distribution in the five CRs de-
fined in Sub-section 6.2.4. Every region is split into exclusive bins of precoilT as listed in Table 6.5, which
are fitted simultaneously so the precoilT -shape information is used to extract the normalization for the
V+jets, single–t and t̄t processes.

The number of events in each bin is treated as a random variable with a Poisson distribution
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function P . The expectation value is given by the sum of the background predictions in the bin,
corrected by a global κ–factor, which is specific for different background processes and is treated as a
free parameter in the fit. The normalization factors assigned toV+jets, single–t and t̄t are named κV,
κt and κt̄t, respectively*. The likelihood function is then defined as

L(μ, κ, θ) =
∏
i

∏
j
P
(
Nobs

ij | μNsig
ij (θ) +Nbkg

ij (κ, θ)
)
fconstr(θ), (6.2)

where the indexes i and j run over precoilT bins and regions, respectively, and NX
ij denotes the number

of observed (X =obs), signal (X =sig) or background (X =bkg) events in the i-th bin and region
j. The number of signal events is weighted by the signal strength, μ, and is expressed as a function
of the nuisance parameters, represented by the vector θ. The final background prediction, whose
dependence on the κ–factors is denoted by κ = (κV, κt, κt̄t), is expressed in terms of the individual
background contributions as

Nbkg
ij (κ, θ) = κV

[
NZ(νν)+jets

ij +NZ(ℓℓ)+jets
ij +NW(ℓν)+jets

ij

]
+ κtNsingle–t

ij + κt̄tNt̄t
ij

+NVBFW(→ℓν)+jets
ij +NVBF Z(→ℓℓ)+jets

ij +Ndiboson
ij +Nmulti-jet

ij +NNCB
ij ,

(6.3)

where the dependence on θ is omitted for simplicity. The term fconstr(θ) in Eq. (6.2) represents the
product of the Gaussian constrains applied to each nuisance parameter. The inclusion and treatment
of the systematic uncertainties is discussed in the next chapter.

6.3.3 Non-Collision Background

Non-Collision Background refers to physical processes that are not initiated by pp collisions but leave
a signal in the detector with very similar topologies to the monojet final state. Typically, it consists of
cosmic muons originated in the atmosphere and BIB, i.e. muons travelling parallel to the beam pipe
produced in inelastic interactions between protons in the beam halo and residual gases in the vacuum
chambers. This kind of events are efficiently rejected by a factorO(103)with the jet Tight cleaning
criteria, but a small remnant can still contribute to the SR. Such residual contamination can not be
simulated, therefore a data-driven method is employed instead. This method, described in detail in
Appendix C, relies on the use of the jet-timing variable to discriminate jets consistent with an origin

*In the previous version of the analysis, a single κ–factor was used for both single–t and t̄t processes instead.
The usage of two independent κ–factors improves the description of the data since it allows to exploit the shape
differences in precoilT of the different top-production channels.

104



200 300 400 500 600 700 800

MET [GeV]

1

10

210

310

410

N
C

B
 e

ve
nt

s 
in

 S
R

ATLAS
 = 13 TeV, SRs

oz PhD Thesisn~JL. Mu

-12015 + 2016, 36.2 fb
-12017, 44.3 fb

-12018, 58.45 fb
-1Full Run 2, 139 fb

Figure 6.3: NCB contribu on to the SR split in years of data taking.

in the main hard collision against those that do not, which typically leave a signal in the calorimeter
shifted in time with respect to that of the bunch-crossing.

The results indicate a residual contribution of about 0.2% and 0.1% ofNCB events in the exclu-
sive Emiss

T bins EM0 and EM1, respectively, and below 0.1% for Emiss
T > 300 GeV. Figure 6.3 shows

the breakdown of the NCB residual estimations in the different years of data-taking. NCB contribu-
tions in the CRs are neglected and a conservative uncertainty of 100% is assigned to this background
in the fit.

6.3.4 Multi-jet background

The multi-jet background refers to QCDmulti-jet events for which there is no precise QCD predic-
tion. They come mainly from misreconstructions of the jet energy in the calorimeter and, up to a
lesser extent, from the presence of neutrinos in the jet cone from heavy-flavour hadron decays. These
events are efficiently rejected by applying a cut on the azimuthal separation between Emiss

T and the jets,
as defined by Eq. (6.1), but still some contribution to the SR remains left.

Such signatures are dominated by fluctuations of the jet response in the calorimeter. Given the
difficulty to reproduce such non-Gaussian effects on the jet measurement in the MC simulations, a
data-driven technique called Jet SmearingMethod is employed. This procedure, described in detail in
Ref. [170], relies on the use of a multi-jet enriched control region, where the jet response is measured
from simulated di-jet events and matched to smeared seed events, selected from data. This region is
constructed by applying a SR-like selection, where the cut on Δφ is modified such that events with
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Emiss
T interval [GeV] Events in SR

(200, 250] 18604.7
(250, 300] 5421.8
(300, 350] 1130.6
(350, 400] 387.3
(400, 500] 57.2
(500, 600] 4.5
(600, 700] 0.6
(700, 800] 0.1
(800,+∞) 0.1

Table 6.7: Mul -jet es mate in the exclusive signal region bins used in the analysis.

min[Δφ(jets,Emiss
T )] < 0.3 are accepted instead. The seed events are selected by using the Emiss

T -
significance variable, which is defined as

S =
Emiss
T − 8√∑

ET
, (6.4)

where
∑

ET is the scalar sumof the event transverse energy. Seed events are thosewith S < 0.05GeV.
The normalization of the multi-jet background, kmulti-jet, is then extracted via

kmulti-jet =
Ndata

multi-jet −NMC bkg
multi-jet

Nsmeared
multi-jet

, (6.5)

whereNdata
multi-jet denotes the total number of data events in themulti-jet region,NMC bkg

multi-jet refers to other
backgrounds in the region (namely,W/Z+jets, single–t, t̄t and diboson), which are subtracted by us-
ing their respective MC yields, and, finally,Nsmeared

multi-jet denotes the number of smeared events (defined
above). In addition, a similarmulti-jet region is constructed in the interval 0.3 < min[Δφ(jets,Emiss

T )] ≤
0.4, where the procedure described above is repeated in order to validate the normalization of the pre-
dicted QCD background.

The resulting estimations are of about 1.2, 0.8, 0.4 and 0.3% of multi-jet contribution in the
exclusive bins EM0, EM1, EM2 and EM3, respectively, and below 0.1% for Emiss

T > 400 GeV. The
full multi-jet estimations are shown in Table 6.7. As for theNCB, nomulti-jet contributions are con-
sidered in the CRs and a 100% uncertainty is adopted.
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6.4 Pre-fit distributions

The precoilT distributions in the CRs are shown in Figure 6.4 as they are before performing the fit to
the data. In the following Figures 6.5–6.11 some other kinematic variables are also shown, namely
the leading jet pT and |η| distributions, the jet multiplicity, the pT distributions of the second (sub-
leading) and third (sub-sub-leading) jets and, finally, the lepton-neutrino system transverse mass and
the di-lepton invariant mass distributions for theW and Z control regions, respectively. Systematical
uncertainties are not included in all these plots, therefore only statistical uncertainties are taken into
account. Only those background processes contributing in a non-negligible way to the correspond-
ing region are shown in the figures, although all samples are included in the calculation of the total
background (denoted by a solid black line) and the total uncertainties (dashed grey shadow around
the total background line). All W+jets and Z+jets processes are shown merged as two individual
background sources in the figures. Top-production processes are also included together as a unique
process, with the exception of the TopCR, where single–t and t̄t are shown separately to remark their
shape differences, which are especially relevant for the fit in this particular region.

In theW → μν,W → eν,Z → μμ andZ → eeCRs, which are dominated byV+jets processes,
a flat discrepancy of about 15% between predictions and data is observed, where the MC estimations
seem to underestimate the data. This effect is caused by the V+jets re-weighting discussed in Chap-
ter 2. The offset is caused by the fact that such theoretical corrections are prescribed for inclusive
processes. In fact, in Fig. 6.7 it can be seen how the discrepancy is coming mainly from events with
one or two jets. Besides the offset, the ratios data/MC are mostly flat. The correct normalization will
be extracted by the simultaneous fit to the data.

In the Top CR, no offset between data and background predictions is observed, since this re-
gion is dominated by single–t and t̄t processes, and the data are compatible with the MC estimations
within statistical uncertainties. There is a deficit of about 15% of predicted events with exactly one
jet, as it can be seen in Figure 6.7. In this particular sub-region, the presence of V+jets dominates
over top-production processes, thus the disagreement is likely stemming from the aforementioned
normalization offset amongV+jets samples.
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Figure 6.4: precoilT pre-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as black dots,
the total background predic on as the grey histogram. The hashed uncertainty band includes only sta s cal

uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.5: Leading jet pT pre-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes only sta s cal

uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.6: Leading jet η pre-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes only sta s cal

uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.7: Distribu on pre-fit of number of jets in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes only sta s cal

uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.8: Second jet pT pre-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes only sta s cal

uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.9: Third jet pT pre-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as black
dots, the total background predic on as the grey histogram. The hashed uncertainty band includes only sta s cal

uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.10: Lepton-neutrino transverse mass pre-fit distribu on in the one-lepton CRs, based on full Run 2 dataset. The
data is shown as black dots, the total background predic on as the grey histogram. The hashed uncertainty band
includes only sta s cal uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 6.11: Di-lepton invariant mass pre-fit distribu on in the two-lepton CRs (d and e), based on full Run 2 dataset.
The data is shown as black dots, the total background predic on as the grey histogram. The hashed uncertainty band
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7
Systematic Uncertainties

A large number of uncertainties have to be considered in the analysis in order to account for potential
mismeasurements and imperfections in the experimental setup, as well as for the limited precision of
the theoretical predictions, which are propagated through the event reconstruction and the analysis
chain andmight affect the normalization and/or the precoilT shape of any signal or background process.
Many different techniques are then employed to evaluate such set of systematic uncertainties in bins
of precoilT . Unless otherwise is said, the uncertainties are correlated across bins. The description of the
systematics evaluation is discussed in this Chapter separately for experimental and theoretical uncer-
tainties, dividing the later into background and signal uncertainties in regard of the kind of process
affected.

7.1 Implementation in the fit

Systematic uncertainties are included in the fit via Gaussian distributed nuisance parameters with an
initial value of 0 for the mean and a standard deviation of 1, represented by the term f(θ) in the likeli-
hood function described in Eq. (6.2). An additional Gaussian constraint is included to reflect the data
statistical uncertainties in a given region and bin only if

√
Ndata/σstatMC < 10, where σstatMC is the sum in
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quadrature of the MC statistical uncertainties of background processes in the bin.

7.1.1 Systematics smoothing

The monojet Run 2 analysis is largely limited by systematic uncertainties, given the large integrated
luminosity available. This makes the fit highly sensitive to the size and the shape of the systematic
variations, especially in the first precoilT bins which contains the core of the statistical power. For this
reason, any non-physical fluctuation in the systematics can alter significantly not only the outcome of
the fit but also its very convergence and numerical stability. In order to reduce such effects, mostly
caused by the limited statistics of the MC samples used, a smoothing algorithm is applied to all the
systematic variations before being implemented in the fit.

The algorithm runs in two steps. First, the precoilT variation distribution is re-binned until no local
extrema remain. Then, starting from the right edge of the distribution, bin contents are merged until
the statistical uncertainty of the resulted bin is lower than 5%. A more careful approach is adopted
for some specific cases to preserve large systematic variations at high precoilT .

7.1.2 Systematics pruning

In order to further ensure the numerical stability of the fit, a minimum set of requirements is used to
select the systematic variations that are included in the fit. This procedure is called ‘pruning’ and is
applied only for experimental uncertainties. The pruning is performed in three steps as follows. If σrX
is a systematic variation applied to the process X in the region r,

1. The integrated precoilT distributionof σrXmustbe> 0.2%of
∑

N X, whereN is the total number
of processes in the region r;

2. σrX > 0.2% in any precoilT bin;

3. σrX · X > 0.002% of X in any precoilT bin.

If the three conditions are passed, σrX is accepted by the fitting algorithm.

7.2 Experimental uncertainties

Experimental uncertainties are those that stem fromthe reconstruction, calibration, identification and
selection efficiencies of the several physical objects used in the analysis, as well as from the measure-
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ment of various quantities that are included in the overall event selection efficiency (e.g. the luminos-
ity). In the following, the different sources of experimental systematics are listed and described briefly,
together with their contribution to the total background uncertainty in the SR before performing the
fit. A list with of all the experimental uncertainties considered is shown in Table 7.1.

7.2.1 Luminosity

An uncertainty of 1.7% is assigned to the luminosity measurement corresponding to the 2015–2018
period. This is a combination of the various sources of uncertainty on the luminosity calibration,
calculated, as explained in Ref. [128], taking into account the correlations between the different un-
certainties and across the years. The largest individual source of uncertainty stems from the calibration
transfer procedure, used to export the calibration obtainedwith vdM scans from low-μ runs to the ac-
tual physics data-taking conditions. One NP is included in the fit for all MC background and signal
samples to account for this uncertainty, which translates into a contribution to the total background
uncertainty in the SR of about 1.68% for precoilT = 200 GeV and of 1.7% for precoilT above 400 GeV.

7.2.2 Pile-up re-weighting

A single NP is included in the fit to account for the uncertainty associated to the pile-up correction
procedure, which is applied to all MC samples. The impact of this systematic in the SR is of less than
0.1% for precoilT = 200 GeV and about 0.2% for precoilT = 1.2 TeV.

7.2.3 Jets

Different sources of jet-related uncertainties are considered in the analysis. Such uncertainties are
propagated through the whole analysis chain for the signal and backgroundMC samples that are used
in the analysis, and the final up and downvariations are extracted from the difference in yields between
the nominal and varied samples in bins of precoilT .

Jet Energy Scale

The jet energy scale (JES) is one of the dominant sources of uncertainty in the analysis. It comprises
a large number of systematic uncertainties, derived from the in-situ calibrations, pile-up effects and
flavour dependence, among other uncertainties related to the jet calibration procedure [145]. Such
uncertainties are evaluated as a function of the jet pT and η and, as shown in Figures 7.1a and 7.1b,
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Figure 7.1: Jet energy scale systema c uncertainty components as a func on of pT at η = 0 (a) and as a func on of η at
pT = 60 GeV (b). The total uncertainty, determined as the quadrature sum of all components, is shown as a filled region
topped by a solid black line. Flavour-dependent components shown here assume a di-jet flavour composi on [145].

they are relatively flat in ηwhile range between 1% for a wide range of high-pT jets (250 < pT < 2000
GeV), 5% at very low pT (20 GeV) and 3.5% at very high pT (> 2.5 TeV).

The JES uncertainty is implemented via a total number of 30 nuisance parameters. Most of them
(15) are related to in-situ measurements, covering effects such as selection cuts, MC mismodellings
or statistical limitations involved in the jet in-situ analyses. One of the largest of these uncertainties
is shown in Figure 7.2a for the Z(νν) + jets sample in the SR, where varies between 2%–2.5% at
low-precoilT and ∼ 1.5% at high-precoilT . Five NPs are included to account for uncertainties related to
the jet η inter-calibration analysis: one for systematic effects, another one for statistical uncertainty,
and three more to parameterize the non-closure. Four NPs describe pile-up effects, accounting for
offsets and pT dependence in ⟨μ⟩ andNPV, as well as event topology dependence of the density metric
ρ. Two NPs are used to represent the flavour dependence uncertainties, derived from simulation and
accounting for differing responses to quark and gluon jets. An additional flavour-related uncertainty
is applied only to b-jets to cover the difference in response between light- and heavy-flavour jets. These
are some of the largest jet-related uncertainties, as shown in Fig. 7.2b, where the jet flavour response
uncertainty for the t̄t sample in the Top region varies between 2.5%, less than 0.5% and 1.5% for
values of precoilT of 200, 600 and 1200GeV, respectively. The punch-through uncertainty accounts for
mismodelling of the GSC correction to jets which pass through the calorimeter into the MS, taking
the difference in jet response between data andMC simulation as the uncertainty. Finally, the high-pT
‘single particle’ uncertainty is derived from studies of the response to individual hadrons and reflects
the lack of statistical power of the multi-jet balance analysis in the region above 2.4 TeV. In addition,
for samples generated using fast simulation (most of the signal samples, excepting the ones dedicated
to the invisible-decaying Higgs interpretation), an additional non-closure uncertainty is included to

118



200 400 600 800 1000 1200

 [GeV]miss
TE

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

V
ar

ia
tio

n

 variationσ+1
 variationσ-1

Stat. Uncertainty

ATLAS oz PhD Thesisn~JL. Mu
-1 = 13 TeV, 139 fbs

)+jets, SR)νν→JET_EffectiveNP_Modelling1 (Z(

(a)

200 400 600 800 1000 1200

 [GeV]miss
TE

0.75

0.8

0.85

0.9

0.95

1

1.05

1.1

1.15

1.2

1.25

V
ar

ia
tio

n

 variationσ+1
 variationσ-1

Stat. Uncertainty

ATLAS oz PhD Thesisn~JL. Mu
-1 = 13 TeV, 139 fbs

, Top CR)tJET_Flavor_Response (t

(b)

Figure 7.2: Impact of two of the largest JES uncertain es of the analysis in different regions: (a) one of the NPs related to
the uncertain es in the in-situ calibra ons in the SR for the Z(νν) + jets sample; and (b) the jet flavour response

uncertainty in the Top CR for the t̄t sample. The shaded area denotes the sta s cal uncertainty.

account for the difference in jet response between such samples and those which used full detector
simulation.

Jet Energy Resolution

Jet energy resolution (JER) uncertainties are propagated through the analysis chain by smearing jets
as described in Ref. [145]. Such smearing is performed to ensure that the resolution of the jet energy
scale in MC events matches to that of the data wherever is possible and is carried out in different
regions of jet pT. Anti-correlations between the different JER components are taken into account
in the smearing as follows. If σNP denotes the 1σ variation of a given uncertainty component, the
smearing is applied to simulation events in those jet-pT regions where σNP > 0, and applied to the
data otherwise. Regarding the V+jets processes, since they all have very similar topologies, the JER
systematics are evaluated using only the Z(νν) + jets sample and the resulting variations are applied
then to the rest ofV+jets samples, in order to reduce statistical fluctuations.

Figure 7.3a shows the absolute JER uncertainty as a function of jet pT, as measured with simu-
lated di-jet events. This uncertainty is fairly flat for the region that concerns to the monojet analysis
(i.e. pT > 150 GeV) except for a small bump around 900 GeV that stems from the single-particle
uncertainty (which is part of the JES uncertainty, discussed in the previous section), but always below
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Figure 7.3: (a) Absolute uncertainty on the rela ve JER as a func on of pT for central jets [145]. (b) The JER uncertain es
in the SR for the Z(νν) + jets sample, split into its 12 components. The solid red (blue) line represents the sum in
quadrature of all contribu ons in the up (down) side direc on and the shaded area denotes the sta s cal uncertainty.

1%. Figure 7.3b shows the impact of suchuncertainty, split into its 12 components, on theZ(νν)+jets
sample in the SR. In the figure it is shown that most of the JES uncertainties are one-sided, and their
combination grows smoothly from ∼ 1.5% to ∼ 2% as precoilT increases up to 1000 GeV, becoming
more relevant at the tail where it raises up to almost 4%.

JVT efficiency

The uncertainty on the efficiency of the JVT requirement, used to reject pile-up jets, is estimated from
simulated Z(μμ) + jets events and ranges from 1% to 2% [152]. This uncertainty has only a relevant
impact in the TopCR, where its contribution to the total uncertainty ranges between values of about
0.23% and 0.1% across the precoilT spectrum.

Flavour tagging

Uncertainties on the flavour-tagging efficiency are included in those regions where b-jets are used in
the selection, i.e. theW → μν,W → eν andTopCRs. FiveNPs are included: the uncertainty on the
b-jets tagging efficiency, the c-tag efficiency, the mistag rate of light-flavour jets and the uncertainties
on the extrapolation of the b- and c-jets tagging efficiency to high-pT regimes. Figures 7.4a and 7.4b
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Figure 7.4: (a) b-tagging efficiency uncertainty for the single–t sample in the Top CR; (b) uncertainty on the extrapola on
of the b-tagging efficiency to high-pT regimes for theW(eν) + jets sample in theW → eν CR. The shaded area

denotes the sta s cal uncertainty of the samples.

show the impact of the b-tagging uncertainty on theW(eν) + jets sample in theW → eν region and
the uncertainty on the high-pT extrapolation of the bjets tagging efficiency on the single–t sample in
the Top CR, respectively. Both are relatively small and exhibit a smooth shape across the precoilT bins,
varying between values close to 0% and 2%. These systematics combined have a total impact in the
Top region between 1.8% and 2.8%.

7.2.4 Emiss
T track soft term

Uncertainties related to the Emiss
T scale and resolution due to the track-based soft contributions to the

Emiss
T calculation are derived by comparing data and simulatedZ → μμ eventswith exactly 0 jets [164].

In these kind of topologies, the momentum of theZ boson approximates the hard component of the
Emiss
T , phardT , defined as the scalar sum of the pT of the leptons, photons and jets participating in the

Emiss
T calculation. Then, the parallel and perpendicular projections of the soft term, psoftT (defined by

Emiss
T = −

(
phardT + psoftT

)
), onto phardT are used to evaluate such uncertainties. The uncertainty on

the energy scale is derived from the parallel projection, while the uncertainty on the energy resolution
is evaluated separately in the longitudinal direction, for which the parallel projection is used, and the
transverse direction, using the perpendicular projection instead. Therefore, three NPs are included
in the fit to account for these uncertainties. The Emiss

T track soft term uncertainties range between
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∼ 0.52% and less than 0.1% in the SR.

7.2.5 Leptons and photons

Different sources of uncertainties related to electrons, muons, taus and photons are considered in
the analysis, concerning different experimental aspects such as uncertainties on the energy scale and
resolution measurements, or uncertainties on the efficiency on the identification, reconstruction and
definition of the physical objects.

Energy/momentum scale and resolution

Two nuisance parameters are included to account for the uncertainties on the energy scale and reso-
lution of electrons and photons, which are measured by comparing the invariant mass distributions
of real and simulated Z → ee samples [136]. These uncertainties are smaller than 1% in all regions,
giving the largest contribution in the W → eν CR where the uncertainty on the e/γ energy scale
(EG_SCALE_ALL) raises from∼ 0.5% at precoilT = 200 GeV up to∼ 0.8% for precoilT ≥ 700 GeV.

Regarding muons, one NP covers the uncertainty on the momentum scale calibration and two
independent NPs account for the different track resolution uncertainties from the ID and MS sys-
tems. In addition, uncertainties on the sagitta bias charge-dependent correction to the momentum
scale are included. This is correction applied offline to account for displacements of the reconstructed
hits in the bending plane orthogonal to the muon track, resulting in a charge-asymmetric alteration
of the track curvature. Such uncertainties are covered by including two NPs: one to account for
variations in the momentum scale based on a combination of corrections on combined ID and MS
measurements; and a second one to cover variations based on the residual charge-dependent bias be-
fore the corrections are applied. These uncertainties are only relevant in theW → μνCR, being the
MUON_SAGITTA_RESBIAS the largest one, with contributions ranging from less than 1% at low precoilT to
1.8% at precoilT = 1200 GeV.

Efficiency scale factors

As explained in Chapter 2, efficiency SFs are applied at event-level to correct for mismodelling in the
reconstruction, identification, isolation or triggering of leptons and photons. Uncertainties related to
these kind of experimental aspects are propagated via such SFs in the regions where the specific parti-
cle is selected. For those regions where the presence of leptons or photons is vetoed the uncertainties
are propagated via the anti-SFs, which are re-calculated (following the procedure described in App. B)
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for every systematic variation.

Uncertainties on the electron reconstruction, isolation and triggering efficiencies are included via
individual NPs. Since different electron identificationWPs are used for selected and vetoed electrons,
the treatment of the uncertainty on the electron identification varies between selections. For regions
where at least one electron is required (i.e. theW → eν, Z → ee and Top CRs), the electron identifi-
cation uncertainties are treated as uncorrelated with respect to the uncertainties applied in the other
regions. Moreover, in these regions theATLAS SIMPLIFIED systematics scheme is adopted, consisting
in the utilization of 18 uncorrelated uncertainties in bins of pT × η plus 16 correlated uncertainties
across pT× η bins. In regions where electrons are vetoed, the TOTAL scheme is adopted instead, result-
ing in a single NP. The electron efficiency uncertainties have a small impact (< 0.1%) in the SR but
reach up to 5.2% in the Z → ee CR, and are largely dominated by the uncertainties on the identifi-
cation efficiency. Figure 7.5a shows one of the correlated uncertainties in the electron identification
efficiency for the Z(ee) + jets sample in the Z → ee region, where it grows from values close to 0% at
low precoilT up to almost 2% at the tail of the distribution.

The uncertainty on the photon identification efficiency is included via a single NP in the fit, with
negligible effect in all regions.

Uncertainties on the muon reconstruction efficiency are evaluated separately for muons with pT
below and above 15 GeV, and they are included splitting the statistical and systematical component
of each one, resulting in 4NPs in total to cover the uncertainty on the reconstruction efficiency. Sim-
ilarly, uncertainties on the track-to-vertex association are included separately for the statistical and
systematical components, with 2 NPs. Additionally, a set of 15 uncorrelated NPs defined in bins of
muon pT and η are included to account for MC mismodelling on high-pT muons with the Medium
identificationWP. Combined, the muon efficiency scale factor uncertainties have an impact between
0.5% and 3% in the W → μν CR, and between 1% and 15% in the Z → μμ CR, with the un-
certainties on the modelling of high-pT Medium muons dominating at high precoilT while the the low
and medium precoilT regimes are governed by the uncertainty on the muon reconstruction. The later is
shown in Figure 7.5b for theW(μν) + jets sample in theW → μν region, ranging between values of
∼ 1 and∼ 2% across the precoilT spectrum.

Uncertainties on the reconstruction efficiency of hadronically-decaying taus are taken into ac-
count with a singleNP, plus an additional uncertainty added for the uncertainty when reconstructing
taus with pT > 100 GeV. Uncertainties on the τhad–vis identification are treated as follows. To cover
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Figure 7.5: (a) Electron iden fica on efficiency uncertainty for the Z(ee) + jets sample in the Z → ee CR; (b) Muon
reconstruc on efficiency uncertainty for theW(μν) + jets sample in theW → μν CR. The shaded area denotes the

sta s cal uncertainty of the samples.

the uncertainty on the discrimination against electrons one NP is used. Uncertainties on the discrim-
ination against jets are included separately for 1-prong taus, for which 4NPs defined in bins of tau-pT
are used, 3-prong taus, using two NPs for different ranges in pT, taus with pT > 100, for which an
additional NP is included, and, finally, systematical effects, which are cover by a single NP. Since tau-
leptons are vetoed in all regions in the analysis, these systematic uncertainties are only propagated via
the anti-SFs, which have a globally negligible effect (see App. B) and so do the tau uncertainties.

7.3 Theoretical uncertainties

Theoretical uncertainties are those related to the modelling of the physical processes involved in the
analysis.

7.3.1 Background processes

Uncertainties on the simulation of the varied background processes are detailed below. A summary
of the nuisance parameters used in the fit can be found in Table 7.3.
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V+jets corrections

The pT(V)-based higher-order corrections applied to the V+jets samples ensure that a consistent set
of theoretical uncertainties canbeused to cover simultaneously anypotentialmismodelling inW+jets
and Z+jets processes. Uncertainties related to such corrections, discussed in Chapter 2, are derived
by introducing the following set of nuisance parameters:

• vjets_d1K_NNLO, assigned to the uncertainty associated to the truncation of the perturbative
expansion in αS. This uncertainty is estimated by varying, separately and simultaneously, the
QCD renormalization and factorization scales by factors of 0.5 and 2, extracting the changes
in the differential cross-section in bins of pT(V). Then, the center of the resulting band is taken
as the nominal value and the half of its width as the systematic uncertainty.

• vjets_d2K_NNLO covers the uncertainties in the shape of the pT(V) distribution, which are
relevant for the extrapolation of low-pT measurements to high-pT regimes. This uncertainty is
estimated by a shape distortion of the scale uncertainty, parametrized as a function of pT(V)
between 200–2000 GeV as

(
p2T − p2T,0

)
/
(
p2T + p2T,0

)
, with pT,0 = 650 GeV.

• vjets_d3K_NNLO is introduced to account for the uncertainty on the correlation among the dif-
ferent processes, i.e. it covers the residual differences inQCDcorrections betweenW+jets and
Z+jets processes. This uncertainty is estimated from the difference inQCDNNLO κ–factors
with respect to Z+jets production.

• vjets_d1kappa_EW accounts for unknown higher-order Sudakov logarithms at high-pT.

• vjets_d2kappa_EW covers the uncertainty of possible NNLO EW effects not included in the
corrections. Since the universality is not demonstrated for EW corrections, this uncertainty is
treated as uncorrelated across processes and therefore three NPs are included, corresponding
to theW+jets, Z(→ ℓℓ)+jets and Z(νν) + jets processes. These uncertainties are estimated
via a conservative approach by taking the 5% of the full NLO EW correction.

• vjets_d3kappa_EW accounts for the uncertainty on the limited precision of the Sudakov ap-
proximation at two loops and is treated as uncorrelated betweenW+ andZ+jets processes, re-
sulting into two independentNPs. These uncertainties are estimated as the difference between
the NLL Sudakov approximation and the exponentiation of the full NLO EW correction.

• vjets_dK_NNLO_mix represents the uncertainty on the mixed QCD-EW corrections, which is
assumed to be proportional to the difference between the additive and multiplicative combi-
nation of QCD and EW corrections.
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Figure 7.6: (a) QCD normaliza on correc on uncertainty for the Z(ee) + jets sample in the Z → ee CR; (b) Uncertainty
on EW addi onal NNLO correc ons not included for theW(μν) + jets sample in theW → μν CR. The shaded area

denotes the sta s cal uncertainty of the samples.

• vjets_dK_PDF accounts for the uncertainty related to the different PDF choice. It is estimated
by the sum inquadrature of the 107 independentPDFsprovidedby thePDFset LUXqed_plus_PDF4LHC15_nnlo [171].

• An additional uncertainty, represented by the NP taus_PTV_definition, is introduced to ac-
count for possible caused by the different definition of τ-leptons used in the MC sample at
truth level with respect to the one used in the theoretical calculations from Ref. [106].

All these uncertainties are treated as independent and correlated across precoilT bins and V+jets pro-
cesses, with the exceptions of the EWcomponents vjets_d2kappa_EW and vjets_d3kappa_EW, already
mentioned.

Table 7.2 summarizes theoverall impactpre-fit of the systematicuncertainties related to theV+jets
correction in the SR and in the CRs dominated byW/Z+jets processes. The QCD-related uncer-
tainties vjets_d1K_NNLO and vjets_d1K_NNLO dominate largely across the precoilT spectrum in all those
regions (with impacts of 1.8% and 1.5%, respectively), followed by the uncertainty on the PDF choice
(0.7%), which plays an important role at high-precoilT regimes. Figures 7.6a and 7.6b show two exam-
ples of the size of such uncertainties: vjets_d1K_NNLO in the Z → ee region on the W(eν) + jets
sample, ranging between values of 2% and∼ 3.5%: and vjets_d2kappa_EW_W on theW(μν) + jets
sample in theW → μνCR, growing from less than 0.1% up to about 2%with precoilT .
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VBFV+jets

Theoretical uncertainties related to the simulation of theVBF initiatedV+jets processes are evaluated
using an alternative set of MC samples generated with Sherpa. Uncertainties on the scale and PDF
are taken into account, together with an additional uncertainty for residual differences caused by the
different generators. Combined, these uncertainties have an impact in the SR that varies from∼ 0.1%
at precoilT = 200 GeV to∼ 6% for precoilT above 1.2 TeV.

Diboson

Uncertainties in the modelling of the diboson background include: variations in the QCD scale,
which are estimated similarly as for the V+jets samples, i.e. varying the factorization and renormal-
ization scales in seven combinations and extracting the systematic uncertainty from the resulting en-
velope as half of its width; uncertainties on the PDF choice, extracted from a combination of 100
NNPDF replicas; and uncertainties related to the modelling of the parton shower. The later is esti-
mated as follows. Variations of the resummation (QSF) and the matching (CKKW) scales are eval-
uated by generating MC samples with 3 leptons in the final state. A region enriched inWZ is then
constructed by applying the pre-selection criteria and requiring 2e and 1μ or 1e and 2mu in the fi-
nal state. The systematic impacts are extracted as the difference in yields with respect to the nominal
sample.

The quadratic sum of the diboson uncertainties described above is implemented in the fit as a
single NP, giving an impact in the SR before the fit between∼ 0.1% in the bin EM0 and∼ 2.5% in
EM12.

Top-quark production

Systematic uncertainties related to the simulation of top-production events are treated separately for
the single–t and t̄tprocesses. Uncertainties on the parton showermodelling are estimatedbyusing two
MCsamples generated bothwith Powhegbut using Pythia8 in one of the samples for the PSmodelling
and Herwig7 in the other one, extracting the systematic variation from the differences between the two
samples. Similarly, uncertainties related to the initial- and final-state soft gluon radiation are evaluated
by using dedicatedMC samples, varying the corresponding parameters in the simulation and extract-
ing the final variation by comparing predictions. This method is described in detail in Ref. [172].
The degree of interference between single–t in theWt–channel and t̄t when using the DR and DS
schemes, described in Ref. [173], is also taken into account.
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Figure 7.7: Top-produc on theore cal uncertain es, split into t̄t (a) and single–t (b) processes, in the Top CR. The shaded
area denotes the sta s cal uncertainty of the samples.

All uncertainties described above are treated as uncorrelated. The several systematic variations
are summed in quadrature and, finally, included in the fit as two independent NPs, one for each top-
process. These uncertainties are shown in the Top CR for the t̄t and single–t samples in Figures 7.7a
and 7.7b, respectively. Both are relatively large compared to the other systematic uncertainties pre-
viously discussed: the t̄t uncertainty varies between∼ 16% and∼ 45% and the single–t one ranges
between∼ 35%–∼ 124% in the Top region, being the later the largest systematic uncertainty in the
analysis. The overall contribution to the total background uncertainty in the SR varies between 1%
and 12% across the precoilT spectrum in the case of t̄t, and ra%ises from 4% at precoilT = 200 GeV up to
∼ 60% for precoilT > 1200GeV.The contribution of top-production events to the SR is however small
compared to other SM processes, and therefore the impact of these uncertainties in the fit is expected
to be reduced after the fit.

Multi-jet and non-collision backgrounds

The QCDmulti-jet and NCB estimations are not derived from simulations, as explained in the pre-
vious Chapter. Therefore there is no uncertainty associated to the modelling of such contributions.
Instead, a conservative uncertainty of 100% is assigned to both backgrounds, translating into a com-
bined uncertainty of 1.2% at precoilT = 200 GeV and less than 0.1% for precoilT > 400 GeV.
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NP name Short description

lumiSys Uncertainty on the total integrated luminosity (1.7% [128])
PRW_DATASF Uncertainty on the pile-up reweighting scale factor computation

JET_EffectiveNP_Detector (2 NPs) Jet energy scale uncertainties, split into 15 components
JET_EffectiveNP_Mixed (3 NPs)
JET_EffectiveNP_Modelling (4 NPs)
JET_EffectiveNP_Statistical (6 NPs)
JET_EtaIntercalibration JES of forward jets wrt. central jets, split into 5 components
JET_Flavor_Response Jet flavour-related uncertainties
JET_Flavor_Composition
JET_BJES
JET_Pileup Pile-up uncertainties (5 NPs for pT, η,NPV, and ⟨μ⟩ dependence)
JET_PunchThrough_MC16 Jet punch-through uncertainty
JET_SingleParticle_HighPt Jet absolute in-situ propagation of single-particle uncertainty
JET_FullJER Jet energy resolution uncertainty, split into 13 components
JET_JvtEfficiency JVT efficiency uncertainty
FT_EFF_B_systematics Jet b-tagging uncertainty
FT_EFF_C_systematics Jet c-tagging uncertainty
FT_EFF_Light_systematics Jet light-flavour tagging uncertainty
FT_EFF_extrapolation Uncertainty on high-pT extrapolation of flavour-tagging efficiency

MET_SoftTrk_ResoPerp Emiss
T track soft term transverse resolution uncertainty

MET_SoftTrk_ResoPara Emiss
T track soft term longitudinal resolution uncertainty

MET_SoftTrk_Scale Emiss
T track soft term scale uncertainty

EL_EFF_Trigger_TOTAL_1NPCOR_PLUS_UNCOR Electron trigger efficiency uncertainty
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR Electron reconstruction efficiency uncertainty
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR Electron isolation efficiency uncertainty
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR Electron identification efficiency uncertainty (no-eCRs)
EL_EFF_ID_SIMPLIFIED_CorrUncertainty 16 correlated electron identification efficiency uncertainties (eCRs)
EL_EFF_ID_SIMPLIFIED_UncorrUncertainty 18 uncorrelated electron identification efficiency uncertainties (eCRs)
EG_SCALE_ALL Electron/photon energy scale uncertainty
EG_RESOLUTION_ALL Electron/photon energy resolution uncertainty
PH_EFF_ID_Uncertainty Photon identification efficiency uncertainty

MUON_EFF_RECO_STAT Muon reconstruction and identification uncertainties (pT > 15 GeV)
MUON_EFF_RECO_SYS
MUON_EFF_RECO_STAT_LOWPT Muon reconstruction and identification uncertainties (pT < 15 GeV)
MUON_EFF_RECO_SYS_LOWPT
MUON_EFF_TTVA_STAT Muon track-to-vertex association efficiency uncertainties
MUON_EFF_TTVA_SYS
MUON_SCALE Muon energy scale uncertainty
MUON_SAGITTA_RHO Muonmomentum scale variations (charge dependent)
MUON_SAGITTA_RESBIAS Muonmomentum scale variations (charge dependent) – symmetrized
MUON_ID Muon energy resolution uncertainty from inner detector
MUON_MS Muon energy resolution uncertainty frommuon system
MUON_EFF_ID_HighPT Uncertainty for high-pT muons mismodelling (15 NPs)

TAUS_TRUEHADTAU_EFF_RECO_TOTAL Tau reconstruction efficicency uncertainty
TAUS_TRUEHADTAU_EFF_RECO_HIGHPT Tau reconstruction efficiency uncertainty for pT > 100 GeV
TAUS_TRUEHADTAU_EFF_ELEOLR_TOTAL Uncertainty on tau identification against electrons
TAUS_TRUEHADTAU_EFF_JETID_1PRONGSTATSYSTUNCORR2025 1-prong tau identification uncertainty for pTε[20, 25]GeV
TAUS_TRUEHADTAU_EFF_JETID_1PRONGSTATSYSTUNCORR2530 1-prong tau identification uncertainty for pTε[25, 30]GeV
TAUS_TRUEHADTAU_EFF_JETID_1PRONGSTATSYSTUNCORR3040 1-prong tau identification uncertainty for pTε[30, 40]GeV
TAUS_TRUEHADTAU_EFF_JETID_1PRONGSTATSYSTUNCORRGE40 1-prong tau identification uncertainty for pT > 40 GeV
TAUS_TRUEHADTAU_EFF_JETID_3PRONGSTATSYSTUNCORR2030 3-prong tau identification uncertainty for pTε[20, 30]GeV
TAUS_TRUEHADTAU_EFF_JETID_3PRONGSTATSYSTUNCORRGE30 3-prong tau identification uncertainty for pT > 30 GeV
TAUS_TRUEHADTAU_EFF_JETID_HIGHPT Tau identification uncertainty for pT > 100 GeV
TAUS_TRUEHADTAU_EFF_JETID_SYST Tau identification uncertainty

Table 7.1: Summary of the experimental systema c uncertain es considered in the analysis.
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SR W → μν Z → μμ W → eν Z → ee

vjets_d1K_NNLO [%] 1.83–2.77 1.72–2.54 1.94–2.82 1.69–2.44 1.97–2.82
vjets_d2K_NNLO [%] 1.53–1.54 1.44–1.49 1.63–1.66 1.41–1.42 1.65–1.64
vjets_d3K_NNLO [%] 0.15–0.20 0.37–1.14 0.00–0.00 0.37–1.10 0.00–0.00
vjets_d1kappa_EW [%] 0.01–1.26 0.01–1.56 0.01–1.19 0.01–1.49 0.01–1.18
vjets_d2kappa_EW_W [%] 0.13–0.31 0.32–1.81 0.00–0.00 0.33–1.75 0.00–0.00
vjets_d2kappa_EW_Zll [%] 0.00–0.01 0.01–0.01 0.31–1.49 0.00–0.00 0.32–1.49
vjets_d2kappa_EW_Zvv [%] 0.11–1.23 0.00–0.00 0.00–0.00 0.00–0.00 0.00–0.00
vjets_d3kappa_EW_W [%] 0.01–0.10 0.01–0.59 0.00–0.00 0.01–0.57 0.00–0.00
vjets_d3kappa_EW_Z [%] 0.09–1.58 0.00–0.02 0.03–2.08 0.00–0.00 0.04–2.07
vjets_dK_NNLO_mix [%] 0.28–1.25 0.48–2.51 0.23–0.98 0.48–2.42 0.23–0.98
vjets_dK_PDF [%] 0.72–2.87 0.75–2.96 0.73–3.09 0.74–2.83 0.74–3.10
taus_PTV_definition [%] 0.05–0.21 0.01–0.16 0.00–0.00 0.01–0.11 0.00–0.00

Table 7.2: Impact pre-fit of theV+jets correc on-related uncertain es, expressed in %, in the precoilT exclusive bins EM0
and EM12 in the regions SR,W → μν, Z → μμ,W → eν and Z → ee.

NP name Short description

vjets_d1K_NNLO Uncertainty on truncation of the expansion in αS
vjets_d2K_NNLO Uncertainty on pT(V) shape and high-pT extrapolation
vjets_d3K_NNLO Differences in QCD corrections betweenW+jets and Z+jets
vjets_d1kappa_EW Uncertainty on Sudakov logarithms beyond NNLO
vjets_d2kappa_EW_W Additional possible EWNNLO effects (split into 3 NPs)
vjets_d2kappa_EW_Zll
vjets_d2kappa_EW_Zvv
vjets_d3kappa_EW_W Uncertainty due to limitations in the Sudakov approximation (2 NPs)
vjets_d3kappa_EW_Z
vjets_dK_NNLO_mix Interference term between QCD and EW corrections
vjets_dK_PDF PDF-related uncertainties, combined in a single NP
taus_PTV_definition Uncertainty covering different τ definitions effects

VBF_theo_sys Uncertainty on the modelling of the VBFV+jets processes

diboson_Sys Uncertainty on the modelling of the diboson process

singletop_singletop_combined_Sys Uncertainty on the modelling of the single–t process
ttbar_ttbar_combined_Sys Uncertainty on the modelling of the t̄t process

NCB_Sys Uncertainty on the non-collision background
multijet_Sys Uncertainty on the multi-jet background

Table 7.3: Summary of the theore cal uncertain es considered for the background samples in the analysis.
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Figure 7.8: Ra o of events with leading jet pT > 150 GeV over events with leading jet pT > 175 GeV, as a func on of
truth-level EmissT , for ADD samples simulated with n = 2, 3, 4, 5 and 6 extra dimensions. The shaded band denotes the

average sta s cal uncertainty of the MC samples

7.3.2 Signal processes

Several sources of uncertainty in the predicted signal events are considered separately for every model
of new physics. For these uncertainties, there is a differentiation made between the variation caused
in the total cross-section (Δσ), given by the change on the total number of signal events of the specific
model, and the effect in the signal acceptance (ΔA), defined by the variation of the ratio of events
determined at truth-level in a particular SR Emiss

T bin divided by the total number of events. The
estimation of the systematical uncertainties corresponding to theADD,DMproduction, compressed
SUSY and invisible-decayingHiggsmodels are detailed below. Theoretical uncertainties are estimated
for the ALPs and DEmodels following similar procedures.

ADD Large Extra Dimensions

Uncertainties for the ADD model include variations in the PDF, renormalization and factorization
scales, parton shower tuning and initial- and final-state radiation. This set of systematic uncertain-
ties is the same that what was used in the previous version of the analysis [49], which was already a
re-calculation of the uncertainties used in the previous iteration [174]. Since the ADD samples are
generated at LO, no partonmatching scale uncertainty is considered. The samples are produced with
a truth-level cut on the transverse momentum of the KK graviton at 150GeV, for this reason the Emiss

T
distribution is biased for values below 400 GeV, as shown in Figure 7.8. Therefore, only the region
with Emiss

T above 400 GeV is considered in the analysis for this model.
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n = 2 n = 3 n = 4 n = 5 n = 6

Δσ [%] 11 18 27 35 43

ΔA (EM4) [%] 8 11 12 13 13
ΔA (EM5) [%] 13 13 15 11 14
ΔA (EM6) [%] 16 16 18 20 8
ΔA (EM7) [%] 18 21 19 15 20
ΔA (EM8) [%] 21 19 20 12 9
ΔA (EM9) [%] 20 22 21 15 19
ΔA (EM10) [%] 32 26 28 30 26
ΔA (EM11) [%] 32 26 28 30 26
ΔA (EM12) [%] 32 26 28 30 26

Table 7.4: Systema c uncertain es on PDFs for the ADD model, expressed in %, separated in the acceptance (A) and
cross-sec on (σ) components. The uncertain es are computed as the envelop that contains the signal yields from the

three PDF families plus their error bands.

The PDF uncertainties affect both the ADD cross-section (normalization of the sample) and the
signal acceptance. For the evaluation of these uncertainties, two sources of uncertainties are then con-
sidered: intra-PDF uncertainty, which is the corresponding uncertainty within a specific PDF set;
and the inter-PDF uncertainty, covering the relative variations when replacing one PDF set by an-
other. Three different sets of PDFs are considered: theNNPDF2.3 set [96] (which is the one used for
the generation of the ADD samples), the CT10 set at LO [175] and the MMHT2014 [176] set. In-
stead of generating new samples for each PDF family, the events are re-weighted in the original sample
as if they would have had generated with an alternative PDF. This, and the estimation of the intra-
PDF uncertainties is done by using the LHAPDF method [177]. The inter-PDF uncertainties are
evaluated by following the recommendations from the PDF4LHC group [100]. The final PDF un-
certainty is the envelope that contains the error bands of the three PDF families. These uncertainties,
which are shown in Table 7.4 separated into their cross-section and signal acceptance components,
range between 8%–13% in the Emiss

T bin EM4 and 26%–32% in EM12, depending on the model.

The uncertainty on the renormalization and factorization scales is estimated by varying the corre-
sponding parameters by factors of 2 and 0.5 at truth level in different MC samples. The final un-
certainty is the average of the up and down variations. This uncertainty affects only to the total
cross-section and the results, collected in Table 7.5, vary from 23% to 36% as the number of extra
dimensions considered increases from 2 to 6.

Uncertainties on the initial and final state radiation are estimated as follows. Five tune parameters
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n = 2 n = 3 n = 4 n = 5 n = 6

Δσ [%] 23 27 30 33 36

Table 7.5: Systema c uncertainty on the factoriza on and renormaliza on scales for the ADD model, expressed in %.
The scales are varied up and down simultaneously, the final uncertainty is the average of these varia ons.

EM4 EM5 EM6 EM7 EM8 EM9 EM10 EM11 EM12

ΔA [%] 7 7 10 13 18 13 9 9 9

Table 7.6: Ini al and final state radia on uncertain es of the ADD model, expressed in % and given in exclusive bins of
EmissT . The final value is a common envelope valid for all the ADD models between n = 2–6 dimensions.

are varied in order to account for uncertainties from underlying event effects, jet structure effects and
those aspects of the MC generation that might provide extra-jet production. For each ADD model,
ten systematic samples are produced and analyzed at truth-level, and ΔA is then evaluated in the dif-
ferent Emiss

T exclusive bins. The final uncertainty in each bin, as shown in Table 7.6, is a common
envelope valid for the different extra dimensions models (n = 2 to 6), and ranges between 7% and
18% across the Emiss

T spectrum.

DM production

Scale-related uncertainties are estimated for theDMproductionmodels by calculating the acceptance
bins of Emiss

T , using the usual set of 7 variations of the renormalization and factorization parameters,
[μR, μF] = [0.5–2, 0.5–2]. The uncertainty for each variation is then calculated as 100 × (A −
A0)/A0, where A0 is μR = μF = 1.0. The high-variation is then taken as the largest variation in the
positive direction, and the low-variation as themost negative one. Regarding the axial-vectormediator
model, the estimated variations range between 0.1% and 6.5%, increasing as a function of Emiss

T with
the exception of two samples:

(
mχ,mA

)
= (1, 10 and 50) GeV, for which larger uncertainties are

obtained (8–20% and 4–12%, respectively). Globally, higher masses result in lower scale uncertainty
for all Emiss

T ranges, althoughmediatormass appears to have a larger effect overall. In the pseudo-scalar
mediator scenario, these uncertainties vary from 0.4% to 21% across the Emiss

T spectrum, with higher
mediator masses translating into lower variations.

The PDF uncertainty is estimated via measuring the variation of the acceptance in each bin of
Emiss
T for 100 different PDF sets, via internal weights in the nominal sample. The PDF uncertainty

is then evaluated as the standard deviation of the resulting acceptances (ΔAPDF), divided by the ac-
ceptance given by the nominal PDF choice, ΔAPDF/A0. Statistical fluctuations due to the limited
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Merging Renorm/Factor ISR/FSR Intra-PDF Inter-PDF

ΔA [%] 7.0 2.8 7.6 1.0 5.0

Table 7.7: Uncertain es on the merging scale, renormaliza on and factoriza on scales, ini al- and final-state radia on
modelling and PDF choice for the SUSY signal samples, expressed in %, as used in the analysis.

statistical power of the MC samples are reduced by performing a linear fit. For the axial-vector me-
diator scenario this uncertainty ranges between 0.1% and about 10%, increasing with Emiss

T . There is
no significant dependence on either mediator orWIMPmass. For the pseudo-scalar mediator model,
the PDF-related uncertainties vary from 0.2% to 20%, increasing as a function of Emiss

T . In this case,
higher DMmasses result in lower PDF uncertainties.

The ISR/FSR modeling uncertainty is estimated via varying the corresponding parameters in
dedicated generated samples, and summing in quadrature the relative variations obtained in order
to extract a conservative full coverage of these uncertainties. In the DMA scenario, the estimated un-
certainty sizes about 3%, while in the DMP scenario it is of about 6%. The estimated impact of the
varied scale and PDF systematic uncertainties on the DMA (DMP) predicted cross-section is of 10%
(+50%
−30%) and 5% (20%).

SUSY quark-pair production

Theoretical uncertainties on the SUSY signal models considered (SS, BB, TT and T4body) include
variations in the merging scale, the renormalization/factorization scales, initial/final state radiation
(ISR/FSR)modeling andPDF.These uncertainties are included as a single value for each source for all
Emiss
T bins, given a general lack of trend inEmiss

T observed during the calculation, and only the largest of
the up or down variations is kept in each case in order to symmeterize the results. These uncertainties
are evaluatedwith the samemethods as described for theADDmodel. During the calculation process,
it was noted that the variations obtained were mostly independent with respect to the model or the
mass of the squarkof the sampleused, and therefore itwas decided touse one single sample (TTsample
with masses (700, 693) GeV) and then apply the resulting variations to the rest of the samples. The
obtained uncertainties are shown inTable 7.7, ranging between 1% and 8%, depending on the source.

Uncertainties on thepredicted cross-section areprovidedby calculations at approximateNNLO+NNLL
accuracy [103, 104], includinguncertainties on thePDFand αS, as a functionof themass of the squark
as shown in Figures 7.9a and 7.9b. These uncertainties range between 7% for a mass of 100 GeV and
about 11% for a mass of about 1 TeV.
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(a) (b)

Figure 7.9: Cross-sec on predic ons for squark and gluino (a) and stop-an stop (b) produc on at the LHC with√
s = 13 TeV at NNLOApprox+NNLL accuracy. The error bands denote the theore cal uncertainty due to scale varia on

and the pdf+αS error, as described in Refs. [103, 104].

Invisible-decayingHiggs

Theoretical uncertainties in theh → invmodel include variationson thePDF, renormalization/factorization
scales, parton shower modelling and higher-order EW corrections.

PDF-related uncertainties are evaluated using 32 eventweights generated fromdifferent PDF sets.
The standard deviation of the resulting envelope is taken as the uncertainty. These uncertainties,
which affect both the acceptance and the cross-section, translate into variations between 0.4% and
0.8% in the final yields as Emiss

T increases, as shown in Table 7.8.

Parton shower uncertainties are estimated by varying the corresponding tune parameters in the
Pythia8 simulator, which are stored as internal weights. The obtained uncertainties, shown in Ta-
ble 7.8 vary between 3% and 9% as Emiss

T increases.

Scale-variations uncertainties are evaluated by varying the corresponding Pythia8 parameters in
7 steps, as done for the other models, and systematic uncertainties are estimated from the difference
in the resulting acceptance with respect to the nominal one in bins of Emiss

T for each variation of the
parameters. In addition, a linear fit is performed to smooth statistical fluctuations and then the un-
certainties are symmetrized. The final uncertainty is extracted as the sum in quadrature of all the
variations. The obtained uncertainties are of about 10% in the Emiss

T spectrum.

Uncertainties in the EW corrections are particularly important for VBF and VH processes. Since
the contribution fromVH is small (∼ 8%), only corrections for the VBF process are considered. The
uncertainty related to this process is obtained using theHAWKprogram [178], and it is parametrized
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PDF [%] PS [%] EW [%]

EM0 0.38 3.00 1.40
EM1 0.39 3.30 1.70
EM2 0.39 3.60 2.10
EM3 0.41 3.90 2.50
EM4 0.45 4.20 3.00
EM5 0.47 4.70 3.80
EM6 0.50 5.30 4.60
EM7 0.55 6.00 5.40
EM8 0.60 6.60 6.20
EM9 0.67 7.60 6.90
EM10 0.68 7.90 7.90
EM11 0.70 8.30 8.50
EM12 0.76 8.80 10.00

Table 7.8: PDF, parton shower modelling and EWK correc on uncertain es for the invisible-decaying Higgs model.

as a function of pT(H). The results translate into uncertainties in the signal yield that vary between
1.4% and 10%with increasing Emiss

T , as shown in Table 7.8.
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8
Results and Interpretations

The results of the Run 2 monojet analysis are presented in this Chapter. Details of the background
determination via the background-only fit are shown first, followed by a discussion of the obtained
results in the SR plus several interpretations in terms of limits to the existence of new phenomena.

8.1 Background-only Fit

As discussed in Section 6.3, five CRs are used to constrain theV+jets and top backgrounds in the SR
via three floating normalization factors that are extracted from a simultaneous fit to the data. In the
fit, a total 97 nuisance parameters are included to constrain the systematic uncertainties.

8.1.1 Fit parameters

The fitted κ–factors associated to the V+jets, single–t and t̄t processes are shown in Table 8.1. The
fitted NPs are shown in Figure 8.1, and tables with their exact values are included in Appendix D. A
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κ–factor Fitted value

κV 1.13± 0.01
κt 1.6± 0.4
κt̄t 0.9± 0.1

Table 8.1: Normaliza on factors for the V+jets and top produc on processes obtained from the CRs simultaneous fit.

visualization of the correlations among the different NPs is shown in Fig. 8.2, where only uncertain-
ties that exhibit any correlation coefficient above |0.2| are included.

As expected, given the original∼ 15% offset between data and predictions in regions dominated
by V+jets events (see Section 6.4), a value of 1.13± 0.01 is obtained for κV, resolving the normaliza-
tion discrepancy. The fitted values for κt and κt̄t are 1.6± 0.4 and 0.9± 0.1, respectively. The larger
value obtained for the single–t normalization might seem a bit unexpected given the good agreement
pre-fit, but this is due to an interplay between κt and the NP associated to the single-top theoretical
uncertainty (named ‘singletop_single-top_combined_Sys’), which is fitted to a value of−1.57+0.29

−0.46.
This means that the total yield is reduced by a factor of about 2.2σ of this uncertainty, which ranges
between 35%–124% in the TopCR. This compensates the effect of the large value of κt and the good
agreement MC/data is recovered.

Most of the fitted NPs are compatible with 0 and their uncertainties with 1 (in units of RMS),
thereforemost of themhave not a significant influence in the fit. There are, however, some parameters
whose fitted values are pulled away from 0, but always within the±1σ band (excepting the case of the
top theory systematic, already discussed), and their uncertainties are below 1σ, so they are constrained
in the fit. Regarding the experimental uncertainties, the NPs mostly constrained are the ones corre-
sponding to the uncertainty on themuon reconstruction efficiency (slightly pulled but still consistent
with 0 within uncertainties), the e/γ scale uncertainty and one of the JES uncertainty components.
The JET Flavor Response and Composition NPs are slightly constrained as well, since the quark and
gluon composition are not completely optimized in the analysis. The uncertainty on the scale of the
momentum of the muons is also constrained.

In the theoretical uncertainties, both of the two top-production systematics are constrained be-
cause of their very large pre-fit variations in the high-boosted regime. The single–t NP is the one
pulled the most among all parameters. The VBF V+jets theoretical uncertainty is constrained and
largely pulled (it is fitted to a value of ∼ 0.95) because it is estimated from Sherpa samples gener-
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ated at LO and then applied to the nominalHerwig samples, generated atNLO.Regarding theNPs
related to the V+jets higher-order corrections, the parameter vjets_d3K_NLO, associated to the un-
certainty on the non-universality of QCD corrections acrossZ+jets,W+jets and γ+jets processes, is
fitted to a value of−0.9 and its uncertainty is constrained below |0.7|.

A correlation between the electron and muon systematic uncertainties is observed, expected be-
cause of the use of CRs to estimate all the V+jets processes simultaneously with a unique κ–factor.
The normalization factors κt and κt̄t are anti-correlated, because they both are extracted from the
same CR. The κt factor is correlated with the single–t theory uncertainty, because of the interplay
between these two factors before discussed, and with the t̄t uncertainty, while κt̄t is found to be sig-
nificantly anti-correlated with both uncertainties. There is a correlation between the three κ–factors
and the uncertainty on the luminosity, expected since they all play a part in the total background
normalization. The Jet Flavor Response and Composition NPs are correlated as well. The param-
eters vjets_d1K_NNLO and vjets_d2K_NNLO, related to the uncertainties on the V+jets re-weighting,
are anti-correlated and correlated, respectively, with theV+jets global normalization factor κV, as ex-
pected since these components account for the QCD scale normalization and shape uncertainties.
This means that an up variation of κV requires a compensation of vjets_d1K_NNLO in the opposite
direction. On the other hand, such variation on vjets_d2K_NNLOwould induce a reduction of events
below precoilT = 600GeV, and since that is the region that dominates the fit this implies the correlation
observed.

Globally the fit behaves as expected, the simultaneous shape fit constrains some of the uncertain-
ties that were dominating before the fit by using the information from the exclusive bins in precoilT .
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 1364958 699674 225606 196800 145531

Background post-fit prediction 1 364 800±3 300 699 700±1 800 225 590±1 100 196 960±600 145 500±500

W(μν) + jets 1 148 700±6 000 – 31 600±1 700 – –
W(eν) + jets – 578 800±3 400 16 070±900 – –
W(τν) + jets 71 480±800 45 170±500 3 380±180 – –
Z(μμ) + jets 21 520±500 – 778±20 185 200±900 –
Z(ee) + jets – – – – 138 140±700
Z(ττ) + jets – 1 896±50 – – –
Diboson 23 000±4 000 12 400±1 900 1 880±340 4 000±700 2 900±500
single–t 22 100±6 000 13 200±3 500 33 000±10 000 350±170 109±60
t̄t 51 800±4 000 34 000±2 800 136 700±9 000 4 050±400 1 790±180
VBF Z(ℓℓ/νν)+jets – – – 3 320±400 2 530±320
VBFW(ℓν)+jets 26 200±3 100 14 300±1 700 2 020±340 – –

Background pre-fit prediction 1 216 000±60 000 623 000±32 000 233 000±31 000 175 000±9 000 127 400±7 000

W(μν) + jets 1 014 000±50 000 – 28 000±2 300 – –
W(eν) + jets – 509 000±27 000 14 200±1 200 – –
W(τν) + jets 63 000±3 400 39 800±2 100 2 970±250 – –
Z(μμ) + jets 18 900±1 100 – 689±23 162 900±9 000 –
Z(ee) + jets – – – – 120 100±7 000
Z(ττ) + jets – 1 680±60 – – –
Diboson 23 400±4 000 12 600±2 300 1 930±400 4 100±800 2 960±600
single–t 16 100±6 000 9 800±4 000 28 000±13 000 680±500 280±210
t̄t 59 600±7 000 39 000±5 000 155 000±27 000 4 600±1 300 2 000±700
VBF Z(ℓℓ/νν)+jets – – – 2 730±500 2 040±400
VBFW(ℓν)+jets 21 600±4 000 11 700±2 300 1 500±500 – –

Table 8.2: Predicted (pre- and post-fit) and observed background events in the control regions in the inclusive precoilT bin
IM0.

8.1.2 Event yields and post-fit distributions in the CRs

The total event yields obtained for every background in each CR are listed for the inclusive selec-
tion precoilT > 200 GeV, before and after the fit, in Table 8.2. The precoilT fitted distributions in the
CRs are presented in Figure 8.3, and several post-fit distributions for some other kinematic variables
(namely, leading jet pT and |η|, jet multiplicity, sub-leading jet pT, sub-sub-leading jet pT, transverse
mass and invariant mass) are shown in Figs. 8.4–8.9. A closer look to the outcome of the fit is given
in in Tables 8.3,8.4,8.5 and 8.6, where the exact values of the fitted yields are shown in the exclusive
precoilT regions EM0, EM4, EM8 and EM12. The tables corresponding with the regions EM1, EM2,
EM3, EM5, EM6, EM7, EM9, EM10 and EM11 are included in Appendix D. Contributions from
Z(νν)+ jets are omitted in the tables and figures as they are negligible in the CRs. The quoted uncer-
tainties include all systematic uncertainties and the statistical uncertainty after the fit.
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Overall, good agreement between data and predictions is observed in all regions. The total un-
certainty is dominated by systematics in most of the precoilT range with the exception of the higher
regime, where the statistical component becomes more relevant. Moreover, a strong reduction of the
background uncertainty in all regions is noted, as shown in Table 8.2, where the relative background
uncertainties are reduced up to less than 1% after the fit.

Quantitatively, the goodness of the fit is tested by computing the corresponding p−values for the
background-only hypothesis using the profile likelihood described by Eq. (6.2). Values of 0.49, 0.73,
0.96, 0.75 and 0.53 are obtained correspondingly for the regionsW → μν,W → eν, Top, Z → μμ
and Z → ee, thus reinforcing the conclusion of good agreement.

The post-fit jet multiplicity distributions (Fig. 8.6) show that the description of the data is still
not optimal. The MC predictions seem to overestimate the number of jets per event than actually
observed. This might be a remaining effect of the V+jets re-weighting, which was already discussed
at the pre-fit stage in Chapter 6, but it could also be pointing to a potential mismodelling in the jet
fragmentation and the parton shower, which is actually a known feature of Sherpa that has been ob-
served in other analyses. There is also some discrepancy observed in the pT distributions of the second
and third jets (Figs. 8.7 and 8.8), likely connected to the jet multiplicity mismodelling. Apart from
this feature, the leading jet pT and |η| distributions (most sensitive to this monojet analysis) are well
described. The lepton-neutrino transversemass is well modelled as well in the one-leptonCRs. There
are however small remaining discrepancies (< 10%) at the tails of the di-lepton invariant mass distri-
butions for both Z → μμ and Z → ee CRs. These features were already present before the fit, and
might be pointing to a non-perfect modelling of the electron and muon kinematics in these regions.
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Figure 8.3: precoilT post-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as black dots,
the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal and all

systema c uncertain es. The lower panels show the ra o of data over background predic on.
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 742740 338998 106425 105155 71075

Background post-fit prediction 741 600±1 900 339 330±920 106 520±610 105 400±330 71 050±270

W(μν) + jets 631 300±3 000 – 15 260±870 – –
W(eν) + jets – 285 900±1 500 6 720±380 – –
W(τν) + jets 38 520±430 22 050±220 1 544±89 – –
Z(μμ) + jets 13 640±370 – 473±12 100 100±420 –
Z(ee) + jets – – – – 68 220±310
Z(ττ) + jets – 966±25 – – –
Diboson 9 600±1 400 4 410±650 690±110 1 640±270 1 060±170
single–t 12 500±3 000 6 800±1 600 17 900±4 500 200±86 39±23
t̄t 25 000±2 100 14 300±1 200 63 300±4 200 2 150±170 846±71
VBF Z(ℓℓ/νν)+jets – – – 1 310±140 887±99
VBFW(ℓν)+jets 11 000±1 200 4 900±510 712±98 – –

Table 8.3: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM0.

Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 51748 36025 9749 7822 7278

Background post-fit prediction 51 840±180 35 720±130 9 706±76 7 736±42 7 415±50

W(μν) + jets 42 680±390 – 1 591±83 – –
W(eν) + jets – 28 750±280 1 065±54 – –
W(τν) + jets 2 812±39 2 267±31 198.3±9.2 – –
Z(μμ) + jets 434.6±6.4 – 17.92±0.50 7 040±68 –
Z(ee) + jets – – – – 6 843±69
Z(ττ) + jets – 98.5±2.8 – – –
Diboson 1 520±270 1 070±180 147±31 278±53 249±45
single–t 600±220 420±160 920±430 11.7±7.6 4.2±2.9
t̄t 1 870±160 1 750±150 5 580±390 145±20 83±14
VBF Z(ℓℓ/νν)+jets – – – 261±39 235±34
VBFW(ℓν)+jets 1 910±270 1 370±200 181±38 – –

Table 8.4: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM4.
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 911 817 107 129 155

Background post-fit prediction 896±16 836±14 106.4±5.8 127.7±3.9 163.0±3.4

W(μν) + jets 696±20 – 26.7±2.0 – –
W(eν) + jets – 646±18 24.3±1.8 – –
W(τν) + jets 52.5±1.7 53.3±1.8 4.17±0.28 – –
Z(μμ) + jets 6.51±0.20 – – 109.8±4.3 –
Z(ee) + jets – – – – 141.3±4.0
Z(ττ) + jets – 1.690±0.070 – – –
Diboson 49±12 39.6±8.7 4.8±1.7 6.8±1.8 8.7±2.1
single–t 1.0±1.0 2.2±2 – – –
t̄t 14.1±1.7 21.9±2.5 35.1±4.9 1.57±0.34 1.87±0.41
VBF Z(ℓℓ/νν)+jets – – – 9.5±2.2 11.1±2.6
VBFW(ℓν)+jets 78±17 72±16 11.2±4.8 – –

Table 8.5: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM8.

Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 110 125 10 18 22

Background post-fit prediction 111.8±4.5 125.2±5.1 10.6±2.1 15.6±1.6 20.49±0.93

W(μν) + jets 78.9±4.3 – 2.99±0.41 – –
W(eν) + jets – 88.9±4.8 2.87±0.40 – –
W(τν) + jets 6±0.37 6.53±0.39 – – –
Z(μμ) + jets 0.760±0.040 – – 12.5±1.4 –
Z(ee) + jets – – – – 16.61±0.92
Z(ττ) + jets – – – – –
Diboson 6.8±2.2 3.6±1.1 – 1.21±0.44 1.47±0.53
single–t – – – – –
t̄t 1.13±0.23 6.1±1.0 0.87±0.17 – –
VBF Z(ℓℓ/νν)+jets – – – 1.89±0.64 2.41±0.82
VBFW(ℓν)+jets 18.2±5.7 20.0±6.1 3.3±2.3 – –

Table 8.6: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM12.
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Figure 8.4: Leading jet pT post-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal and

all systema c uncertain es. The lower panels show the ra o of data over background predic on.

147



310

410

510

610

710

810

910

1010

E
ve

nt
s 

/ G
eV

-1 = 13 TeV, 139 fbs
) Control Region - Post Fitνµ→W(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

) + jetsνl→W(
) + jetsνl→VBF W(

 + single toptt
Diboson

ll) + jets→Z(

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
|ηleading jet |

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(a)W → μν

310

410

510

610

710

810

910

1010

E
ve

nt
s 

/ G
eV

-1 = 13 TeV, 139 fbs
) Control Region - Post Fitνe→W(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

) + jetsνl→W(
) + jetsνl→VBF W(

 + single toptt
Diboson

ll) + jets→Z(

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
|ηleading jet |

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(b)W → eν

310

410

510

610

710

810

910

E
ve

nt
s 

/ G
eV

-1 = 13 TeV, 139 fbs
) Control Region - Post Fitµµ→Z(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

ll) + jets→Z(
) + jetsννll/→VBF Z(

 + single toptt
Diboson

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
|ηleading jet |

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(c)Z → μμ

310

410

510

610

710

810

910

E
ve

nt
s 

/ G
eV

-1 = 13 TeV, 139 fbs
ee) Control Region - Post Fit→Z(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

ll) + jets→Z(
) + jetsννll/→VBF Z(

 + single toptt
Diboson

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
|ηleading jet |

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(d)Z → ee

310

410

510

610

710

810

910

E
ve

nt
s 

/ G
eV

-1 = 13 TeV, 139 fbs
Top Control Region - Post Fit

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

) + jetsνl→W(
) + jetsνl→VBF W(

tt
single top
Diboson

ll) + jets→Z(

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4
|ηleading jet |

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(e) Top

Figure 8.5: Leading jet |η| post-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal and

all systema c uncertain es. The lower panels show the ra o of data over background predic on.

148



210

310

410

510

610

710

810

910

1010

1110

E
ve

nt
s

-1 = 13 TeV, 139 fbs
) Control Region - Post Fitνµ→W(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

) + jetsνl→W(
) + jetsνl→VBF W(

 + single toptt
Diboson

ll) + jets→Z(

1 1.5 2 2.5 3 3.5 4 4.5 5
Jet multiplicity

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(a)W → μν

210

310

410

510

610

710

810

910

1010

1110

E
ve

nt
s

-1 = 13 TeV, 139 fbs
) Control Region - Post Fitνe→W(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

) + jetsνl→W(
) + jetsνl→VBF W(

 + single toptt
Diboson

ll) + jets→Z(

1 1.5 2 2.5 3 3.5 4 4.5 5
Jet multiplicity

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(b)W → eν

210

310

410

510

610

710

810

910

1010

E
ve

nt
s

-1 = 13 TeV, 139 fbs
) Control Region - Post Fitµµ→Z(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

ll) + jets→Z(
) + jetsννll/→VBF Z(

 + single toptt
Diboson

1 1.5 2 2.5 3 3.5 4 4.5 5
Jet multiplicity

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(c)Z → μμ

210

310

410

510

610

710

810

910

1010

E
ve

nt
s

-1 = 13 TeV, 139 fbs
ee) Control Region - Post Fit→Z(

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

ll) + jets→Z(
) + jetsννll/→VBF Z(

 + single toptt
Diboson

1 1.5 2 2.5 3 3.5 4 4.5 5
Jet multiplicity

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(d)Z → ee

210

310

410

510

610

710

810

910

1010

E
ve

nt
s

-1 = 13 TeV, 139 fbs
Top Control Region - Post Fit

ATLAS oz PhD Thesisn~JL. Mu

 > 200 GeVrecoil

T
) > 150 GeV, p

1
(j

T
p

Data
Standard Model w. unc.

) + jetsνl→W(
) + jetsνl→VBF W(

tt
single top
Diboson

ll) + jets→Z(

1 1.5 2 2.5 3 3.5 4 4.5 5
Jet multiplicity

0.8
0.9

1
1.1
1.2

D
at

a/
S

M

Stat. + Syst. uncertainties

(e) Top

Figure 8.6: Jets mul plicity post-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal and

all systema c uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 8.7: Sub-leading jet pT post-fit distribu on in the control regions, based on full Run 2 dataset. The data is shown
as black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal

and all systema c uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 8.8: Sub-sub-leading jet pT post-fit distribu on in the control regions, based on full Run 2 dataset. The data is
shown as black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes
sta s cal and all systema c uncertain es. The lower panels show the ra o of data over background predic on.
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Figure 8.9: Lepton-neutrino transverse mass post-fit distribu on in the one-lepton CRs (a, b and c) and di-lepton
invariant mass post-fit distribu on in the two-lepton CRs (d and e), based on full Run 2 dataset. The data is shown as
black dots, the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal and

all systema c uncertain es. The lower panels show the ra o of data over background predic on.
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8.2 Results in the SR

The normalization factors obtained from the background-only fit are propagated into the SR. In this
way, the background normalization and the nuisance parameters are adjusted as discussed in the pre-
vious section.

8.2.1 Background estimation

The final background prediction in the SR is shown in Figure 8.10 and is compared to the data. In
the figure, the estimations before and after the fit are compared. The actual event yields for the several
background processes are outlined for every exclusive bin of precoilT in Table 8.7. In addition, the ratio
between the data and the total MC prediction in each bin is included in the table.

As expected, the background processZ(νν)+ jets dominates largely the full precoilT spectrum, with
contributions varying from ∼ 55% in EM0 to ∼ 66% in EM12. It is followed by W(τν) + jets,
with an impact of ∼ 20% in EM0 and ∼ 7% in EM12. The third largest background source is
W(μν) + jets, whose contribution ranges between ∼ 20% and ∼ 6% in EM0 and EM12, respec-
tively. The contributions fromW(eν) + jets falls from∼ 6.5% in EM0 to∼ 1.4% in EM12, while
the diboson background raises from ∼ 1.1% to ∼ 5.5% in the same bins. The contribution from
top-production processes is dominated by t̄t and decreases rapidly from∼ 3.7% in EM0 to∼ 0.49%
in the region EM8, becoming negligible for precoilT > 900 GeV. VBF-initiatedW/Z+jets processes,
dominated by the VBF Z(νν) + jets channel, play a sub-dominant role in the fit but exhibit a soft
decreasing behaviour which makes them become especially relevant at the tail, giving a total contri-
bution of∼ 1.1% in EM0 and∼ 12.8% in EM12. The multi-jet and non-collision backgrounds are
only relevant at low precoilT , with a contribution of∼ 1.2% in the first bin, but become negligible for
precoilT above 600 GeV. All other background sources contribute below 1%.

As anticipated by the fitted κ–factors, the total background is scaled up by a factor of about 13%
after the fit. The total uncertainty gets reduced significantly, resulting in a precise SM prediction in
almost the full precoilT spectrum. As an example, the total background uncertainty in the region EM0
amounts to ∼ 1.5%, it goes slightly down to 1.2% in EM4 and for the region EM12 it raises up to
∼ 4.2%.
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Figure 8.10: precoilT distribu on in SR before (a) and a er (b) the fit, based on full Run 2 dataset. The data is shown as black
dots, the total background predic on as the grey histogram. The hashed uncertainty band includes sta s cal and all

systema c uncertain es. The lower panel shows the ra o of data over background predic on. Addi onally, three signal
models are overlaid with the backgrounds in (b): DM produc on withm(ZA, χ) = (1, 2000) GeV denoted by a black

dash-do ed line, SUSY TT withm(̃t, χ̃0) = (550, 543) GeV (magenta dashed line) and ADD with n = 3 and
MD = 5300 GeV as a light blue dashed line.
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Exclusive precoilT bin EM0 EM1 EM2 EM3 EM4

Observed events 1791624 752328 313912 141036 102888

Background post-fit prediction 1 783 000±26 000 753 000±9 400 314 000±3 500 140 100±1 600 101 600±1 200

Z(νν) + jets 987 000±7 800 436 600±4 000 192 800±2 100 89 100±1 100 67 400±1 000
W(μν) + jets 174 000±4 400 64 400±1 500 23 570±480 9 310±190 5 940±120
W(eν) + jets 116 600±7 200 44 100±2 700 16 200±1 000 6 460±400 3 980±250
W(τν) + jets 365 100±4 700 143 400±2 000 54 920±800 23 270±360 15 430±260
Z(μμ) + jets 6 380±160 2 032±53 597±16 188.0±5.1 97.4±2.7
Z(ee) + jets – – – – –
Z(ττ) + jets 4 990±130 1 642±43 530±14 194.3±5.3 115.6±3.3
Diboson 20 400±3 100 12 000±1 800 6 130±970 3 220±520 2 750±460
single–t 19 400±4 400 7 800±1 900 2 750±730 1 010±290 550±180
t̄t 47 300±3 600 23 400±1 800 8 880±660 3 430±250 2 000±150
VBF Z(ℓℓ/νν)+jets 11 000±1 200 6 820±790 3 880±480 2 270±300 2 170±310
VBFW(ℓν)+jets 9 100±1 000 4 620±550 2 340±300 1 190±160 1 010±150
Multijet+NCB 22 000±19 000 6 200±5 500 1 400±1 200 470±400 103±73

Ratio Data/MC 0.995±0.015 1.00±0.013 1.00±0.011 0.993±0.011 0.987±0.012

Exclusive precoilT bin EM500 EM600 EM700 EM800 EM900

Observed events 29458 10203 3986 1663 738

Background post-fit prediction 29 240±420 10 000±180 3 873±79 1 645±40 754±20

Z(νν) + jets 20 230±380 7 000±170 2 744±77 1 179±39 534±20
W(μν) + jets 1 463±33 481±13 158.5±4.8 66.8±2.3 31.2±1.2
W(eν) + jets 974±64 280±19 98.2±6.9 35.8±2.6 13.4±1
W(τν) + jets 3 894±77 1 243±29 445±12 167.2±5.5 77.4±2.9
Z(μμ) + jets 14.99±0.44 4.51±0.15 1.650±0.060 1.490±0.050 0.670±0.020
Z(ee) + jets – – – – –
Z(ττ) + jets 27.17±0.82 8.31±0.28 3.15±0.11 0.960±0.040 –
Diboson 910±160 352±67 157±32 71±16 33.5±7.9
single–t 83±36 15.2±8.3 2.9±2.3 – –
t̄t 415±33 100.1±8.3 26.1±2.4 8.2±1.0 2.41±0.36
VBF Z(ℓℓ/νν)+jets 850±130 370±64 174±32 86±17 45.4±9.8
VBFW(ℓν)+jets 358±61 140±27 61±14 28.6±7.4 16.0±4.7
Multijet+NCB 20±16 8.6±8.0 – – –

Ratio Data/MC 0.993±0.014 0.980±0.018 0.972±0.020 0.989±0.024 1.02±0.027

Exclusive precoilT bin EM1000 EM1100 EM1200

Observed events 413 187 207

Background post-fit prediction 359±11 182.4±6.4 218.1±9.2

Z(νν) + jets 251±11 125.9±6.2 144.4±8.5
W(μν) + jets 16.22±0.68 7.82±0.37 13.41±0.67
W(eν) + jets 6.74±0.51 3.01±0.24 2.59±0.22
W(τν) + jets 33.7±1.5 15.54±0.80 15.9±1
Z(μμ) + jets – – 1.190±0.040
Z(ee) + jets – – –
Z(ττ) + jets – 2.100±0.080 0.550±0.040
Diboson 16.7±4.3 8.9±2.4 12.2±3.6
single–t – – –
t̄t 1.56±0.23 – –
VBF Z(ℓℓ/νν)+jets 24.4±5.6 13.7±3.3 19.7±5.1
VBFW(ℓν)+jets 8.4±2.8 5±1.9 8.1±3.3
Multijet+NCB – – –

Ratio Data/MC 0.870±0.030 0.976±0.035 1.05±0.042

Table 8.7: Predicted (post-fit) and observed background events in the signal region, in exclusive bins of precoilT .
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8.2.2 Goodness of the fit

The agreement betweenpredictions anddata is overall good. A χ2-statistical test is performed to probe
potential shape discrepancies in the precoilT distribution. The χ2 expression is defined as

χ2 =
Nbins∑
i=1

[di − bi(α)]2

Δdi2 + Δbi(α)2
+

NNPs∑
j

α2j , (8.1)

where di and ti denote the measured data and the background prediction post-fit in the bin i, respec-
tively (Nbins = 13), after minimizing the NLL including uncertainties as α NPs. Δdi and Δbi(α)
represent the uncertainties on the data and the background predictions, respectively, and the second
term in Eq. 8.1 sums over all NPs with their fitted values αj (NNPs = 97). This approximate formula
assumes that the NPs are independent and correlated across all bins in precoilT .

With the inputs from the background-only fit and given the number of degrees of freedom (13
bins), the obtained χ2 is 10.05, which translates into a p-value of 0.69. This, which can be consider as
a simplified probability for the background-only hypothesis, transforms, via Eq. (5.5), into a statisti-
cal significance of z = 0.5σ. This indicates a good agreement of the data with SM background-only
hypothesis.

8.2.3 Impact of systematic uncertainties

In order to illustrate the impact of each systematic uncertainty in the SR, the background-only fit is
repeated by shifting and fixing each NP at a time by +1σ (or −1σ) and then evaluating the relative
impact in terms of the variation of the total yields in each SR bin.

The obtained variations are outlined in Figure 8.11, where experimental and theoretical uncer-
tainties are shown separately on the left and right sides of the figure. The impacts are combined as
the sum in quadrature of the different components for each category of uncertainty. More detailed
numbers are given in Appendix E.

The most relevant uncertainties from experimental sources are related to the electron and muon
reconstruction and identification uncertainties, which dominate over the middle range of the Emiss

T
spectrum and have a overall leading contribution, ranging between 0.4%–1.9%, in the case of the
muons, and between 0.6% and 1% for the electrons. Jet-related uncertainties become relevant at high-
boosted regimes, with the JES uncertainties dominating (varying between 0.17%–1%) and the JER
ones giving the largest impact (1.3%) in the last bin. The Emiss

T track soft term resolution and scale un-
certainties are relevant at the lowest regions but globally subdominant, ranging from 0.63% to 0.3%.
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Figure 8.11: Impact of experimental (a) and theore cal (b) uncertain es in the SR, expressed in % and compared to the
total background uncertainty and the data sta s cal uncertainty.

Regarding the theoretical uncertainties, the multi-jet uncertainty has the largest impact in the
first two bins (1% and 0.7% in EM0 and EM1, respectively), essentially being relevant only as its rel-
ative contribution to the total background is non-negligible. The uncertainties related to the V+jets
higher-order corrections, largely governed by the EW components, are one of the most important
sources of uncertainty, dominating the Emiss

T spectrum above 500 GeV and ranging between 0.3%–
2.5%. The MC statistical uncertainty is non-negligible at high-Emiss

T , where reaches up to 1.0%, but
it is still much less relevant than the data statistical uncertainty, which is about 7% in the last bin.

Comparing to their relative size before the fit, most of the systematic uncertainties are reduced.
Table 8.8 includes the signed difference in % of the impact in the bins EM0, EM6 and EM12 for
those uncertainties that are most significantly reduced (differences larger than 0.1%). The averaged
difference over all bins is also included. The uncertainty on themuon reconstruction efficiency, which
is one of the dominant systematics, is the one that experiences the largest reduction (almost 0.9% in
difference), followed by the electron/photon energy scale uncertainty and one of the components of
electron identification uncertainty (about 0.4% of difference in both cases).
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Nuisance Parameter EM0 EM6 EM12 Average

vjets_d2kappa_EW_W +0.08 −0.18 −0.73 −0.21
PRW_DATASF −0.21 −0.28 −0.15 −0.22
EL_EFF_ID_CorrUncertaintyNP14_Electron_CRs −0.03 −0.13 −0.25 −0.13
EL_EFF_ID_CorrUncertaintyNP13_Electron_CRs −0.01 −0.11 −0.25 −0.11
MUON_EFF_ID_HighPT_pt2_eta0 −0.03 −0.12 −0.34 −0.14
EG_SCALE_ALL −0.26 −0.38 −0.73 −0.42
MUON_EFF_ID_HighPT_pt3_eta0 −0.03 −0.11 −0.52 −0.17
FT_EFF_extrapolation −0.04 −0.23 −0.78 −0.29
MUON_SAGITTA_RESBIAS −0.09 −0.31 −0.65 −0.33
MUON_EFF_RECO_SYS −0.35 −0.89 −1.45 −0.89
MET_SoftTrk_Scale −0.12 −0.15 −0.24 −0.16
EL_EFF_ID_CorrUncertaintyNP9_Electron_CRs −0.03 −0.10 −0.19 −0.10
vjets_d2kappa_EW_Zll −0.08 −0.18 −0.28 −0.19
MUON_EFF_ID_HighPT_pt4_eta0 −0.04 −0.10 −0.59 −0.18
EL_EFF_ID_CorrUncertaintyNP11_Electron_CRs −0.09 −0.20 −0.36 −0.21
FT_EFF_Light_systematics −0.04 −0.20 −0.16 −0.14
EL_EFF_ID_SIMPLIFIED_UncorrUncertaintyNP8_Electron_CRs −0.12 −0.35 −0.72 −0.38
EL_EFF_ID_SIMPLIFIED_UncorrUncertaintyNP17_Electron_CRs −0.11 −0.24 −0.37 −0.24

Table 8.8: Difference, expressed in %, for each uncertainty in the SR with respect to their values before the fit. The
differences are shown in the exclusive bins of precoilT EM0, EM6 and EM12, and the average difference is shown as well.
Numbers in green (red) denote a reduc on (increase) of the systema c uncertainty. Only uncertain es for which the

average difference is larger than 0.1% are shown.

8.2.4 Kinematic distributions

Figure 8.12 shows the distributions of the leading jet pT, the leading jet |η|, the jet multiplicity, the
second jet pT and the third jet pT in the SR obtained with the fit to the full Run 2 dataset. Likewise in
the CRs, there is a mismodelling in the prediction of the number of jets, which leads to discrepancies
across the other jet kinematic variables. The leading jet |η| and the third jet pT predictions, however,
seem to be in good agreement with the data within the background uncertainties.
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SR region ⟨σ⟩95obs [fb] S95obs S95exp

IM0 736 102 274 83 000+22 000
−23 000

IM1 296 41 158 33 800+11 000
−9 400

IM2 150 20 893 15 400+5 900
−4 300

IM3 86 11 937 8 300+3 100
−2 300

IM4 52 7 214 4 700+1 800
−1 300

IM5 21 2 918 1 930+730
−540

IM6 10 1 391 940+360
−260

IM7 4.1 574 490+190
−140

IM8 2.1 298 277+110
−77

IM9 1.2 164 168+65
−47

IM10 1.3 186 119+45
−33

IM11 0.52 73 75+28
−21

IM12 0.29 40 49+19
−14

Table 8.9: Expected and observed 95% CL upper limits on the number of signal events, S95obs and S95exp, and on the visible
cross-sec on, defined as the product of cross-sec on, acceptance and efficiency, ⟨σ⟩95obs, for the inclusive selec ons.

8.3 Model-Independent Limits

The agreement between the data and the SMpredictions translates into limits on the existence of new
physics phenomena. In particular, one can set limits to the visible cross-section of any new physics
process in a model-independent way. The model-independent fit, as described in Chapter 5, is per-
formed. Since an inclusive approach is adopted in this case, the precoilT shape information is lost and
therefore there is no longer benefit in splitting the top-production processes into t̄t and single–t, so
they are treated as a single background process with a unique normalization factor. On the other
hand, individual theoretical uncertainties for t̄t and single–t are kept separated, as they were in the
background-only fit. In this way, two normalization factors are fitted for the backgrounds: κV for all
theV+jets processes and κt for the top-production processes.

In each of the inclusive regions, 95% CL limits are obtained on the signal strength μsig, which is
interpreted as the maximum amount of signal events allowed in addition to the background predic-
tion. This quantity is denoted as S95exp for the expected limit and S95obs for the observed limit. These
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numbers can be translated into a 95%CL limit on the visible cross-section, defined as

⟨σ⟩95obs = σ × A× ε, (8.2)

where σ is the cross-section of the unknown process,A is the acceptance of the detector and ε is the ef-
ficiency of the selection criteria applied in the monojet SR. The limits ⟨σ⟩95obs are obtained by dividing
S95obs by the integrated luminosity of the corresponding dataset, taking into consideration the system-
atic uncertainties in the SM predictions and the uncertainty on the luminosity. The final results are
listed in Table 8.9. Values of σ×A× ε above 736 fb for IM0 and above 0.3 fb for IM12 are excluded
at 95%CL.

8.4 Interpretations

Limits into specific models of new physics can be also set from the obtained agreement between the
data and the backgroundpredictions. InChapter 1, the phenomenology of a number of BSMtheories
was introduced. A study of the acceptance times efficiency of the different models in the monojet
signature (A× ε) is included in Appendix F.

To obtain the limits, an exclusion fit is carried out using the profile likelihood defined in Chap-
ter 6 to construct a profile likelihoodwhich is used as test-statistic. TheCLsmethod is then used to set
limits at 95%CL on μsig. The observed limits are calculated using the observed event yield in data in
the SR, while for the expected limits the nominal event yield is set to the nominal background expec-
tation. The ±1σ uncertainty on the observed limit is calculated from the theoretical uncertainty on
the specific cross-section of the model, while for the expected limits the±1σ and±2σ bands are cal-
culated from the background uncertainties and the theoretical uncertainties on the signal acceptance.
The computed exclusion limits obtained for a number of BSM scenarios are reported below.

8.4.1 Large Extra Dimensions

The results can be interpreted as limits on the fundamental scale,MD, in 4+ n spatial dimensions, in
the context of the ADD LED signal model. For the generated samples, values of A× ε, as computed
from simulated events with Emiss

T > 350 GeV, are of the order of 23% for EM4 and about 2% for
EM12.

As mentioned previously and like in previous iterations of the analysis [49, 174, 179], only the
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and the±1σ and±2σ ranges of the expected limit in the absence of a signal. Previous results from ATLAS using 36.1

−1 of
√
s = 13 TeV data [49] are included for comparison.

exclusive SR regions with precoilT > 400 GeV, with sufficient sensitivity to the signal, are included in
the fit. The limits onMD are calculated as follows. By definition, the excluded signal strength μexcl is
equal to the ratio

μexcl =
σexcl
σnom

, (8.3)

where σexcl is the production cross-section for any signal model and σnom is the nominal value of the
cross-section used in the MC generation of the signal sample. In the ADD scenario, the following
relation between the Kaluza-Klein graviton production cross-section andMD has been proved [180]:

σ ∝ M−(n+2)
D . (8.4)

So one can combine Eqs.(8.3) and (8.4), and finally obtain the following relation:

Mexcl
D =

Mnom
D

μ1/(n+2)
excl

, (8.5)

whereMnom
D is the nominal value of the fundamental scale in the 4+n dimensional space that is used

at the MC generation stage for the signal sample.
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95%CL Limits onMD [TeV]

ADDmodel Expected Observed
n = 2 11.6+1.0

−1.0 11.2+1.0
−1.3

n = 3 8.6+0.6
−0.6 8.5+0.6

−0.8

n = 4 7.2+0.4
−0.4 7.1+0.4

−0.6

n = 5 6.4+0.3
−0.3 6.4+0.3

−0.5

n = 6 5.9+0.2
−0.2 5.9+0.3

−0.4

Table 8.10: Expected and observed 95% CL lower limits onMD as a func on of the number of extra dimensions n in the
context of the ADD signal model. The impact of the±1σ uncertainty from the theory on the observed limits and the

expected±1σ range of limits in absence of a signal is reported.

The results from the exclusion fit are translated via Eq.(8.5) into 95%CL limits onMD, and re-
ported in Figure 8.13 and Table 8.10. In the figure, the dashed blue line shows the expected limits
with the ±1σ and ±2σ error bands (green and yellow bands, respectively), and the black solid is the
observed limit, with the±1σ uncertainty on the signal cross-section as dashed lines. The limits onMD

decrease with increasing n due to the cross-section scaling with ∼ 1/Mn+2
D (Eq. 8.4). The obtained

results allow to exclude values ofMD up to 11.2 TeV and 5.9 TeV for n = 2 and n = 6 extra dimen-
sions, respectively, at 95% CL, improving previous results using 36.1 fb−1 of

√
s = 13 TeV data [49].

The observed limits are in good agreement with the expected ones, within their 1σ uncertainty bands.

In previous versions of the analysis, the validity of the EFTwas evaluated by performing a trunca-
tion of the obtained limits onMD. This was essentially done via event-level damping weights, applied
when the transferred momentum ŝ of the event becomes comparable to the scale of the theory, i.e.
ŝ ≥ M2

D. However, in Ref. [49] it was already noticed that the suppression of this kinematic region
had negligible effect on the results, therefore no truncation is considered this time.

8.4.2 DarkMatter production

As discussed inChapter 2, twoDMsimplifiedmodels are considered: the axial-vectormediatormodel
and the pseudo-scalar mediator model. In the case of the DMAmodel for DM-pair production with
mZA > 2mχ and amediator mass of 2 TeV,A× ε values range from 13% to less than 1% for the EM0
and EM12 selections, respectively, while in the case of the DMP model values between 13% and less
than 1% are typical for masses mZP = 350 GeV and mχ = 1 GeV. These values refer to simulated
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Figure 8.14: 95% CL exclusion contours in the (a)mZA–mχ plane for the DMA model and (b) in themZP–mχ plane for
the DMP model. The solid (dashed) curves show the observed (expected) limits, while the bands indicate the±1σ
theore cal uncertain es on the observed limit and the±1σ and±2σ ranges of the expected limit. The red curves

represents the region where the expected relic DM density is consistent with the WMAP measurements (Ω2 = 0.12),
as computed withMadDM [181], while the area on the hashed side of the curves is the region inconsistent
with such measurements. The gray hatched area indicates the region excluded due to perturbativity, defined
bymχ >

√
π/2mZA . The dotted lines indicate the kinematic limit for on-shell productionmZA,P = 2×mχ.

In (a), the results are compared with previous results from ATLAS at
√
s = 13 TeV using 36.1 fb−1 [49].

samples generated with a minimum Emiss
T of 150 GeV.

In both scenarios, the fit results are translated into exclusion contours in the mZA,P–mχ plane
as follows. The exclusion fit is performed with the full Emiss

T spectrum at 95% CL for a two sets of
signal samples: one with mχ = 1 GeV and different mZA,P values within the on-shell regime (i.e.
mZA,P > 2mχ), and another one for different (mZA,P ,mχ) points off-shell. For a givenmediator mass,
the shape of theEmiss

T distribution does not change as a function ofmχ in the on-shell regime, therefore
the limits on the signal strength obtained formχ = 1 GeV in this region of the parameter-space are
re-scaled by the cross-section via

μ′excl = μexcl × σ/σ′, (8.6)

where μexcl and σ are the limit and the cross-section of the reference sample, and μ′excl and σ
′ the cor-

responding limit and cross-section of the point in the parameter space to where to extrapolate. The
limits are then extrapolated all theway up to the diagonal defined bymZA,P = 2mχ. Figure 8.14 shows
the observed and expected exclusion contours at 95%CLon themZA–mχ (mZP–mχ) plane on the left
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Figure 8.15: Comparison of the obtained 90% CL limits for the DMA model (black line) with respect to results from
direct-detec on experiments on the spin-dependent WIMP–nucleon sca ering cross-sec on (le : proton, right:

neutron) as a func on of the DM mass. The region to the le of the contour is excluded. Limits from the PICO [182]
(purple line), LUX [183] (orange line), and XENON1T [184] (green line) experiments are included for comparison, which is
only valid in the context of this model, assuming minimal mediator width and coupling values of gq = 1/4 and gχ = 1.

(right) side for an axial-vector (pseudo-scalar) mediator with gq = 0.25 and gχ = 1.0 (gq = gχ = 1).
The region below the curve is excluded. The region for which the models predict a DM relic den-
sity higher than measured by Planck [36] and WMAP [37], namely Ωh2 > 0.12, is computed using
MadDM [181]. In the case of the DMA model, the observed (expected) limits extend up to about
mA = 2067 (2128) TeV for DMmass candidates ofMχ = 1 GeV, extending the previous results [49]
by about 450 (400) GeV. For the DMP scenario, the observed (expected) limits extend up to about
mZP = 376 (402) GeV for DM mass candidates of mχ = 1 GeV. For the first time the ATLAS
monojet analysis have the required sensitivity to exclude part of the parameter space of this model.

The axial-vector limits are also converted into 90% CL limits on the spin-dependent WIMP-
proton and WIMP-neutron scattering cross-section as a function ofmχ, in order to compare the re-
sults with the ones obtained by DM direct detection experiments (left and right sides on Figure 8.15,
respectively). This is done first by re-computing the exclusion fit at 90%CL in order to be comparable
to the direct-detectionmeasurements, and then by using the following relation, discussed inRef. [62]:

σSD = 2.4× 10−41 cm2 ×
( gχgq
0.25

)2
×
(
1 TeV
mZA

)4
×
( μnχ
1 GeV

)2
, (8.7)
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where σSD denotes the spin-dependent WIMP-nucleon scattering cross-section and μmχ the reduced
mass of the WIMP-nucleon system, μnχ = mχmn/(mχ + mn). The obtained limits, translated via
Eq. (8.7) into limits on the scattering cross-section, are of the order of 1.4×1043 cm2 forDMmasses of
about 100GeV, and 3×1044 cm2 formχ < 10GeV, complementing the results fromdirect-detection
experiments.

8.4.3 SUSY Quark-Pair production

As mentioned previously, different models for squark-pair production are considered in the analysis.
Namely, light squark-pair production with q̃ → qχ̃01 and q = (u, d, c, s) (denoted as SS), sbottom-
pair production with b̃ → bχ̃01 (BB), stop-pair production with t̃ → cχ̃01 (TT) and, finally, stop-pair
production with t̃ → bff′χ̃01 (T4body). A 100% branching ratio is assumed separately in each of the
four scenarios. For all cases, the results are translated into 95% CL exclusion contours in the mq̃–
mχ̃01

parameter space. The analysis is mainly sensitive to compressed scenarios, i.e. those where the
difference in mass between the squark and the neutralino, Δm, is small. The region with Δm < 5
GeV is not considered for the sbottom and stop cases, since in this regime the squarks could become
long-lived. TypicalA× ε values, computed for samples generated with Emiss

T > 150 GeV, in the EM0
and EM12 regions are:

• 10% and less than 1% for an SS sample with (mq̃,mχ̃01
) = (900, 895)GeV;

• 13% and less than 1% for a BB sample with (mb̃,mχ̃01
) = (500, 300)GeV;

• 11% and less than 1% for a TT sample with (mt̃,mχ̃01
) = (600, 593)GeV;

• 11% and less than 1% for a T4body sample with (mt̃,mχ̃01
) = (450, 443)GeV.

The exclusion fit is performed using the full precoilT spectrum for all the generated SUSYMC sam-
ples. The fitted signal strengths are interpolated between the grid of mass points and the exclusion
contours are drawn where μsig = 1. The±1σ uncertainty band on the observed limit is obtained by
re-scaling the observed limits by the±1σ theoretical uncertainty on theNNLO+NNLL cross-section.

The expected andobserved 95% exclusion contours for all themodels are displayed in Figure 8.16.
The SS limits are presented in the Δm vs. mq̃ plane, while in the BB, TT and T4body cases the limits
are displayed as a function of mχ̃01

vs mb̃/mt̃ instead. For the third generation squark contours, the
grey dashed lines indicated the range in which the decays are allowed. In the most compressed scenar-
ios, masses below 925 GeV are excluded for the SS model, and sbottom and stop masses up to about
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Figure 8.16: Exclusion region at 95% CL as a func on of (a) the mass of the squark and the difference in mass with
respect to that of the neutralino for the SS model, and as a func on of the mass of the squark versus the mass of the
neutralino for the (b) BB, (c) TT and (d) T4body models. The do ed lines around the observed limits indicate the±1σ
varia ons of the NNLO+NNLL SUSY cross-sec on predic ons. The bands around the expected limits denote the

expected±1σ and±2σ ranges of limits in the absence of a signal. In all cases, the limits are compared with previous
results from ATLAS at

√
s = 13 TeV using 36.1 −1 [49]. In the case of the BB, TT and T4body models, the grey dashed

lines indicate the allowed region for the decays.

545 GeV are excluded correspondingly for the BB, TT and T4body signatures, all of them at 95%
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95%CL Limits on Γ (H → inv)

Expected Observed

0.39+0.16(0.19)
−0.11(0.38) 0.34

Table 8.11: Expected and observed 95% CL upper limits on the branching ra o for an invisible-decaying Higgs boson.
The±1σ uncertain es on the expected limit are quoted, and the±2σ errors are added within parenthesis.

CL. These results improve significantly the limits set in the previous iteration of the analysis [49], ex-
tending the exclusion limit on the mass of the squark by more than 100 GeV in the very compressed
scenario.

8.4.4 Invisible-decayingHiggs

The results are also translated into a 95% CL upper limit on the branching ratio for a Higgs boson
decaying into invisible products. The limits are calculated assuming SM production cross-sections
and combining the contributions from ggF (73%), VBF (18%), VH (8%) and ttH (1%) processes.
Typical A × ε values, calculated for samples generated with Emiss

T > 150 GeV, are of about 11% in
EM0 and decrease rapidly, becoming already lower than 0.1% in EM7. The low Emiss

T region plays
therefore an important role in enhancing the sensitivity of the data to this particular signal, so the full
set of exclusive bins is employed in the exclusion fit.

Table 8.11 shows an obtained expected limit for theH → inv process of 0.39+0.16
−0.11 , in good agree-

ment with the observed limit calculated of 0.34. This limit is weaker in comparison with respect to
the one obtained by the ATLAS VBF analysis, which is actually the channel with the best sensitiv-
ity to this interpretation, with an upper limit on the BR of 0.13 [92]. Moreover, the strongest limit
reported up to date is Γ(H → inv) < 0.11, produced by the Run 1+Run 2 combination of the AT-
LAS VBF and ttH channels [185]. The results provided by the monojet analysis must be interpreted
then as complementary sensitivity to be used in potential combinations with other channels such as
mono-V, as it has been done by CMS [186].

8.4.5 Other models

In addition, exclusion limits are set on the ALPs and DEmodels.

• For the ALPs interpretation, the results are translated into 95%CL exclusion contours in the
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Figure 8.17: (a) Observed and expected 95% CL upper-limits on the coupling cG̃ as a func on of the effec ve scale fa
for an ALP mass of 1MeV. The 95% CL limits are computed with no suppression of the events with ŝ > f2a . (b) Expected
and observed and expected exclusion limits (dashed and solid line, respec vely) at 95% CL on the Horndeski Dark

Energy model formφ = 0.1 GeV and ci̸=2 = 0, c2 = 1, expressed in terms of the visible cross-sec on as a func on of
the suppression scaleM2 and compared with theore cal predic ons (red solid line). The results from this analysis are
compared with previous results from ATLAS at

√
s = 13 TeV using 36.1 −1. In both cases, the bands indicate the±1σ

theore cal uncertain es in the observed limit and the±1σ and±2σ ranges of the expected limit.

cG̃–fa plane, for a given mass of the ALP of 1MeV. As Figure 8.17a shows, the obtained limits
on the coupling cG̃ increase linearly with the scale of the theory, fa, and couplings with values
above 0.008 are excluded for fa = 1 TeV. Moreover, the limits computed with the fit to the
data are in good agreement with respect to the expected curve given by the predictions within
the uncertainty bands.

• Similarly, 95% CL exclusion limits are computed for the Horndeski Dark Energy inspired
model with mφ = 0.1 GeV and ci = δi,2. Figure 8.17b shows the expected and observed
exclusion contours on the σ–M2 plane obtained for such model. The final limit set on the
mass scale is then where the predicted cross-section (red solid line in Fig. 8.17b) meets the ob-
served limit contour (solid black line). Values ofM2 below 1486GeV are excluded, improving
previous results [187].
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Conclusions

The monojet analysis, as performed with a sample of proton-proton collision events at
√
s = 13 TeV

collected by ATLAS between 2015 and 2018, corresponding to a total integrated luminosity of 139
fb−1, is presented in this thesis. Events passing a Emiss

T -based trigger requirement are selected with at
least one high-energetic jet recoiling a large amount of Emiss

T and with no leptons and photons in the
final state. Simulated samples are generated for each background and signal process expected to be
compatible with the monojet signature. An extra reweighting is applied to the boson pT distribution
of allV+jets samples, based in theoretical QCD corrections at NNLO precision and EW corrections
at NLOprecision supplemented by Sudakov logarithms at two loops. The analysis strategy relies on a
simultaneous binned likelihood fit to the Emiss

T distribution, which is divided in thirteen bins starting
at 200GeV and being the highest one at Emiss

T > 1.2 TeV. Five orthogonal control regions are defined
to constrain the dominant backgrounds, composed by V+jets and top-quark production processes.
Systematic uncertainties are included in the fit as nuisance parameters and treated as random Gaus-
sian variables, and correlations across different processes are taken into account as well. Such strategy
allows a good understanding of the Z(νν) + jets background process that can be estimated with high
precision from the fit of the otherV+jets backgrounds in the control regions.

In comparison with respect to its previous version, the analysis has definitely profited from a
factor-4 increase of data. But there are also some other major improvements that have contributed
to a much better sensitivity. The inclusion of the τ-lepton veto plus the lowered pT-threshold in the
definition of baseline objects have increased the background rejection power. The implementation of
the higher-order V+jets corrections is probably the most important improvement of the analysis, as
it made possible the estimation of the dominant Z(νν) + jets contributions with an unprecedented
precision. In addition, the lowered cuts on Emiss

T and jet-pT have allowed the analysis to be sensitive to
softer Emiss

T spectrum signatures such as the invisible-decaying Higgs interpretation.

Good agreement is found between the observed data and the SMbackground predictions, within
a total uncertainty that ranges between 1.5% and4.7% across theEmiss

T spectrum. Model-independent
limits are reported for thirteen inclusiveEmiss

T regions, excluding visible cross-section values at 95%CL
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above 736 fb for Emiss
T > 200 GeV and above 0.3 fb for Emiss

T > 1200 GeV. The obtained agreement
between data and predictions is translated into exclusion limits on the parameter space of a number
of BSMmodels using the CLs method. An ADDmodel of large extra dimensions is considered, and
lower limits on the fundamental Planck scale in 4 + n dimensions are reported at 95% CL, varying
from 11.2 TeV for n = 2 to 5.9 TeV for n = 6. Two types of simplified models for DMWIMP-pair
production in the s-channel are explored, one involving the exchange of an axial-vector mediator and
the other one with a pseudo-scalar one. Axial-vector mediators with masses below 2.1 TeV for very
light WIMPs and coupling values of gq = 0.25 and gχ = 1 are excluded, and pseudoscalar mediators
with masses below 376 GeV, for very low WIMP masses and coupling values gq = gχ = 1 are ex-
cluded as well, both at 95%CL. The limits on the axial-vector mediator model improve the previous
results by about 450 GeV while the ones reported for the pseudo-scalar model are genuinely new, as
ATLAS did not have enough sensitivity for this model before. In addition, the obtained results for
the axial-vector model are translated into 90% CL limits on the WIMP-nucleon cross-section, pro-
viding complementary sensitivity for direct detection searches. Similarly, the results are interpreted
in terms of a search for squark-pair production in a compressed mass scenario. In the case of light-
flavour squark-pair production with q̃ → qχ̃01 (q = u, d, c, s), masses of the squark below 925 GeV
are excluded at 95%CL. Third generation squark cases are studied separately for stop- and sbottom-
pair production with b̃ → bχ̃01 , t̃ → cχ̃01 or t̃ → bff′χ̃01 , respectively. In all of them, squark masses
below about 550 GeV are excluded at 95% CL, improving previous boundaries by almost 100 GeV.
Themonojet analysis provides then unique access to region close to the diagonal in themq̃–mχ̃ plane,
which complements other ATLAS SUSY searches with better sensitivity in the rest of the parameter
space. Limits are also obtained for the scenario of a Higgs boson decaying into invisible particles, ex-
cluding branching fraction values above 0.39 at 95%CL. This result contributes to future combined
results using different channels such asV+MET.

Altogether, the reported limits are much stronger and prove the monojet analysis to keep being a
very powerful tool for BSM searches for a large variety of models. Given the level of precision already
achieved by the analysis, an additional order or magnitude in data statistics will be needed before the
sensitivity can be improved at the tail of the Emiss

T distribution. The monojet channel will remain the
golden channel for dark matter searches at hadron colliders with increasing center-or-mass energies.
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A
IBL 3D pixel sensors performance studies

This appendix summarizes some studies that were carried out on the performance of the 3D pixel
sensors in the ATLAS Insertable B-Layer.

The IBL is the most internal layer of the ATLAS Pixel detector. It was added to the previous
three existing layers before the start of Run 2 (see Figure A.1a) in order to improve the quality of the
impact parameter reconstruction for tracks thanks to smaller pixel occupancy, hence improving ver-
texing and b-tagging performance, as well as to add complementary robustness to the overall tracking
procedure by additional redundancy in track measurements, necessary to deal with the factor-2 of
increased luminosity that was expected with respect to Run 1.

The IBL has a radial extension of 31 mm < R < 40 mm and a length of 33.2 cm [188]. Its
original designwas projected tohandle a total integrated luminosity of 550 fb−1 and apeak luminosity
of 3·1034cm−2s−1, and it was built towithstand 250MRad of ionizing dose and 5·1015neq/cm2 non-
ionizing dose. It consists of 14 staves arranged around the beam pipe with a small azimuthal overlap
between each other of Δφ = 0.18o to ensure full coverage in φ, as shown in Fig. A.1b. The average
distance from the staves to the beam pipe is 32.25 mm. Each stave is 64 cm long and covers up to
|η| ≤ 2.9.
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(a) (b)

Figure A.1: (a) Assembly of the IBL into ATLAS in 2015 [189]. (b) IBL structure in the rφ− plane [188].

As Figure A.2a illustrates, each stave is divided symmetrically into its A- and C-sides*, on which
silicon pixel sensors are grouped into modules. Each sensor is then connected to a FE-I4 front-end
chip [190]. Two sensor technologies are used in the IBL: a conservative planar [191] type of sensors,
and a novel 3D technology [192]. Planar sensors are 41.3 × 19.2 mm2 and have 160 × 336 pixels,
while 3D sensors size 20.5 × 18.5 mm2 and have 80 × 336 pixels. In both cases pixels are 250 × 50
μm2, with the longer side along the z-axis, but while the planar pixels are 200 μm thick the 3D ones
are 230 μm. Planar sensors are the ones used in most of the IBL, covering 75% of the active area,
while 3D sensors are only placed at the extremes of the stave (|η| > 2.6), covering the remaining
25%. In the case of the planar sensors, the module will consist of two front-end chips and one sensor
(2-chip module), while in the case of the 3D sensors, it will be a single chip and one sensor (1-chip
module). The main difference between planar and 3D sensors is on their design. Planars are very
similar to the other sensors used in the ATLAS Pixel Detector, with a slim n-in-n design and a∼ 200
μm inactive region. On the other hand, 3D sensors are built with a n-in-p design, using the innovative
concept of electrodes passing through the bulk, not only on the surface of the pixel as in the planar
case (see Figures A.2b and A.2c). The advantage of this type of design is that, when a charged particle
crosses the sensor, the pair electron-hole created would have to travel a much smaller distance than in
the planar case, implying that these sensors need lower bias voltage to operate (planar sensors use to
work at∼ 300 − 400 V while 3Ds do at around 30 − 40 V), resulting on lesser thermal looses and

*This is a standard nomenclature in ATLAS, the A-side of the detector is along the positive z-axis and faces
towards the direction of Geneva’s airport and the Salève mountain, while the C-side is along the negative z-axis
and is in the direction of the Jura. The letter ‘B’ corresponds to the central barrel.
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(a)

(b) (c)

Figure A.2: (a) Scheme of the modules arrangement on an IBL stave. Scheme of a (b) planar and a (c) 3D pixel sensor.

better performance after radiation. Such feature is shown in Figure A.2, where it can be seen that the
depletion length, L, is proportional to the thickness Δ of the sensor in the planar case, while in the
3D case it is proportional to the distance between electrodes. The counter-side of the 3D technology
is essentially the higher cost for large scale production, against the mature planar technology, more
standardized within ATLAS and with lower production costs.

A.1 I-V curves studies

An I-V curve (short for ‘current-voltage characteristic curve’), is a graphical representation of the re-
lationship between the voltage applied across an electrical device and the current flowing through it.
It is one of the most commonmethods of determining how an electrical device functions in a circuit.
3D pixel sensors, as semiconducting devices, only allow current to flow through in one direction. At
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(a)
(b)

Figure A.3: 3D sensors I-V curves studied: (a) measured in 2017 and (b) measured in 2018.

positive voltages, the curve rises exponentially, indicating that current is free to flow through the de-
vice. At negative voltages, the current remains nearly at zero. However, a sufficiently large negative
voltage (known as the breakdown voltage,Vbd) will cause the sensor to become conductive to negative
current. The idea is to keep the sensors at sufficient negative voltages to be fully depleted but below
the Vbd threshold, after of which the current would flow free and therefore no particle could be de-
tected. Hence I-V scans can be used to measure Vbd and to decide at which voltage the sensors will
operate for data-taking.

Two I-V scans carried out with IBL 3D sensors were studied: one performed on April 2017
(shown in Figure A.3a), and the other one on April 2018 (Fig. A.3b). In the figures, each line cor-
responds with a different module on a different IBL stave. The naming is not the same in both figures
but it essentially denotes the number of the stave and the module number on the A or C sides.

• 2017 I-V curves showed three failing modules, with a measured Vbd significantly lower than
the othermodules. Comparingwith respect to I-V scans performedbefore the IBL assembling,
it was found that such modules were already showing early breakdowns at that stage. The
comparison also indicated an overall increase ofVbd after irradiation for most of the modules.
In addition, two modules were found to exhibit strange wiggles on their curves, indicating a
non-stable behaviour. Finally, a recommendation to operate sensors at 40 − 50 V was given,
with the exception of one module which should be operated at 20− 25 V instead.

• 2018 I-V scans were studied in comparison with respect to the 2017 ones. No modules were
showing unstable behaviour this time, and the three early-breakdown modules identified in
2017 were still showing low Vbd values, although higher than back then. Again, an overall
increment ofVbd was noted for all modules, indicating a potential trend as consequence of the
accumulated radiation damage.
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A.2 HV scans

Some low-luminosity runs, not interesting for physics analysis use, are used from time to time to per-
form the so-called HV scans, which consist in operations where the sensors bias voltage is increased
in controlled steps for fixed ranges of lumiblocks during the collisions are recorded. In this way, the
performance of the sensors can be studied as a function of the voltage supplied with real data.

A.2.1 Efficiency vs. HV

The efficiency of the pixel 3D sensors as a function of the voltage had never been studied before. How-
ever, there are a few issues thatmake the efficiency of the IBL 3D sensors particularly hard tomeasure:

• The standard efficiency measurement approach, as performed with other sections of the Pixel
Detector, is not reliable when measuring for the IBL since it is based on track reconstruction
(consists in looking for hits assigned to tracks, so the track can be extrapolated and count the
number of times when a hit is expected on a given layer but is not found). Given that the seed
for the track reconstruction algorithm (see Chapter 4) is set on the IBL, this method would be
biased.

• The location of the 3D sensors at the high-|η| region implies very low statistics (few thousands
of tracks are measured per lumiblock). But such location is also highly sensitive to bad-quality
tracks, such as those coming from pile-up events, hence a reasonably tight track selection is
needed, which leads to even lower statistics.

Analternative approachwasproposed formeasuring the efficiencyof the3Dsensors. Themethod
is based on the use of the overlaps between staves (Fig. A.1b), so tracks with at least one hit in the IBL
are selected and the relative efficiency is then calculated as

ε =
tracks with ≥ 2 hits
tracks with ≥ 1 hits

. (A.1)

A HV scan performed in May 2017 (namely Run 324340) was used to test the efficiency calcu-
lation defined above. Tracks with pT > 1 GeV, d0 < 2 mm and with at least 8 hits on the SCT were
selected. Figure A.4a shows the efficiencies, inclusive in V, calculated for the different modules. In
the figure, a fast drop of the efficiency is noted for the 3D modules the higher-|η| (modules are num-
bered from −10 to 9 corresponding to their location on the stave from the A to the C side: the 3D
modules are the first and last four ones, denoted by the grey area), caused by the lack of statistics at
such external regimes. This was tried to fix by adding the outlier hits (those discarded during the track
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Figure A.4: (a) Sensor efficiency as calculated via the stave-overlap approach for each IBL module. The 3D sensors are
indicated by the grey shaded area. (b) Efficiency as a func on of HV measured for the most central 3D module on each

side and compared to planar.

reconstruction due to fit-quality criteria) to the reconstructed track, and removing split and shared
hits as well. However, the results did not change much. The conclusion is that the only 3D modules
for which the efficiency calculation is reliable, and can be compared to that of the planars, are themost
central ones. Figure A.4b shows the efficiency as a function of the voltage as calculated only such 3D
sensors, and compared to the planar efficiency (planar sensors were kept operating at nominal voltages
during the HV scan). The results, although seem to indicate slightly higher efficiencies of 3D sensors
compared to planars, do not reveal any clear trend with the bias voltage.

The conclusion of the study is that, with the available statistics at that time anothermethodmust
be found to measure the efficiency of the 3D sensors in a way that is less dependent on the track
reconstruction efficiency. Otherwise, longer HV scans with larger periods of lumiblocks per HV step
would allow to apply a tighter track selection (tracks with pT > 5 GeV would be needed, according
to previous efficiency measurements on the IBL [193]), which is crucial to ensure the validity of the
proposed method.

A.2.2 Cluster size, ToT and charge collection vs HV

Clusters are formed by grouping individual nearby pixels from the same sensor that get triggered by a
crossing chargedparticle. The average size of the clusters inboth longitudinal and transverse directions
gives a hint of the performance of a sensor. On the other hand, the deposited charge is estimated in
terms of the time-over-threshold (ToT), which is essentially the duration time of the electric pulse
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emitted by the pixel, and is measured in units of the LHC bunch-crossing rate 25 ns. The conversion
between ToT and collected charge is tuned specifically for each type of sensor.

A study of the average cluster size, ToT and collected charge as a function of the voltage supplied
was performed using a HV scan performed in November 2017, namely Run 339957, in addition to
the previously mentioned Run 324340 from May 2017. In the study, two different track selection
criteria were tested: first, tracks with pT > 1 GeV, d0 < 2 mm and with at least 2 Pixel hits; and,
secondly, tracks fulfilling the previous requirements plus having at least 8 hits on the SCT.

The results are shown inFiguresA.5 andA.6. In all cases the additional cut on thenumber of SCT
hits seems not to improve the results. Therefore one of the conclusions of the study is to stop using
this kind of cuts in 3D sensors performance studies as it would only reduce the available statistics. A
clear direct dependence is observed in both cluster size and charge collection with the voltage. Finally,
comparing the two runs shows that such dependence with the voltage is enhanced with time, and
therefore with the accumulated exposure of the pixel sensors to irradiation. Both cluster size and
deposited charge show smaller values, especially the later. Altogether, the results seem to indicate a
potential radiation damage effect on the 3D sensors.
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Figure A.5: Average cluster size of IBL 3D sensors as a func on of the bias voltage in the (le ) transverse and (right)
longitudinal direc ons, as measured with two different HV scan runs.
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B
Anti–SFs calculation method

As explained in Chapter 2, potential mismodelings on the lepton and photon reconstruction or iden-
tification are corrected by SFs that are calculated as the ratio of the reconstruction or identification
efficiency in MC compared to data. The overall effect on an MC sample when the SFs are applied
is to reduce or increase the number of events where the corresponding objects are reconstructed and
identified. This means, however, that the number of events that can be expected to be found in the
lepton- or photon-veto regions should be varied consequently. In order to account for this effect, the
analysis applies sample-level anti-scale factors (anti-SFs) to correct the number of events falling into
any veto region.

Anti-SFs are calculated for each background and signal process considered in the analysis. A sep-
arate anti-SF is computed for each vetoed object (electrons, muons, photons, and taus) using the pro-
cedure described below:

anti–SF = 1+ (1− ⟨SFTot⟩)
N>0ℓ

N0ℓ
(B.1)

1. A SR-like region is constructed using the SR selection except for the lepton veto. For each
event with at least one baseline lepton the mean value of the baseline lepton SFs,

∑
i SF

n
i /n,
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where n is the total number of leptons in the event, is recorded. The weighted total number of
events with at least one lepton (N>0ℓ) and the weighted number with zero leptons (N0ℓ) are
also recorded.

2. The mean of the SFs is calculated as ⟨SFTot⟩.

3. The anti–SF are applied to each channel according to Eq. (B.1).

Note that this procedure* uses the baseline definitions of leptons and photons, since those are the
vetoed objects in the analysis. Three sets of anti-SF are evaluated for each particle, accounting for the
different Emiss

T definition in each region (electrons and muons are treated as invisible particles in the
electron and muon CRs, respectively, i.e. the lepton-pT is added to the Emiss

T in such regions). Anti-
SFs binned in Emiss

T were found to be compatible, within statistical uncertainties, with a unique value
across bins, hence a single anti-SFs is then calculated for each background and signal process†.

There are severalminor changes in this procedure compared to the previous iteration of the analy-
sis. Regarding the use of the baseline SFs in the anti–SF calculation, the product of all SFs in the event∏

i SFi was used in the past. This implies that only those cases when all leptons are identified were
taken into account, not considering other possible combinations. However, taking the mean value
of the SFs gives a better approximation to the actual probability of having at least one of the leptons
identified, which is already enough for vetoing the event.

The anti-SF procedure is sensitive to cases where most of the events in a MC sample contain a
reconstructed and identified baseline lepton, i.e. when the efficiencies are naturally high. To account
for a slight mismodeling in the large number of events with the identified leptons, a large anti-SF
must correct the relatively tiny number of events in the veto-region. In other words, the calculation
is statistically sensitive due to the ratio N>0ℓ/N0ℓ in Eq. (B.1). This issue happens for the di-lepton
background samples, for which the limitedMC statistics lead to nonphysical large values. In order to
solve this, the conservative strategy chosen is to take as the anti-SF the value from the equivalentW
flavour sample (e.g. the anti-SF computed for theW(eν) + jets sample is applied to the Z(ee) + jets
one).

Table B.1 shows some examples of the total anti-SF values applied for some representative pro-
cesses. In the table, the total product of all the anti-SFs utilized in the corresponding region is reported.
As it can be seen, the corrections values are almost negligible, with an overall impact on the total SM

*Eq. B.1 is derived from the assumptionsNTot = N>0ℓ +N0ℓ andNTot = ⟨SFTot⟩N>0ℓ + anti–SF ·N0ℓ,
whereNTot is the total number of events of the sample.

†In addition, the impact of a Emiss
T -dependent anti-SFs implementation was found to be of less than 0.05%

on the SM predictions in the SR.
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Control Region W → μν W → eν Z → μμ Z → ee SR

Z(νν) + jets 1 1 1 1 1
W(μν) + jets 1.00041 1.01421 1.00041 1.01421 1.01464
W(eν) + jets 1.10824 1.00001 1.10824 1.00001 1.10824
W(τν) + jets 1.00411 0.998237 1.00411 0.998237 1.00571
Diboson 1.00800 1.00073 1.00800 1.00073 1.01333
ADD (d = 2,MD = 5300) 1.00017 1.00001 1.00017 1.00001 1.00017
DMm(χ,ZA) = (1, 2000)GeV 1.00012 0.999997 1.00012 0.999997 1.00012
TTm(̃t, χ̃0) = (550, 543)GeV 1.00018 1.00002 1.00018 1.00002 1.00017
H(→ inv) 1.00072 0.999981 1.00072 0.999981 1.00083

Table B.1: Global an -SFs applied to some background and signal samples in the control regions. The reported numbers
correspond to the samples generated for the emula on of the 2018 data-taking period

prediction of less than 1%. The only apparent exception are those of theW(eν)+ jets sample reported
for the muon and signal regions, where this process is absolutely negligible.

183



184



C
NCB studies

Non-collision background jets can mimic the signature of a high-pt jet recoiling against Emiss
T . There

are two sources ofNCB to be considered: beam-induced background (BIB), wheremuons are created
via inelastic beam-gas interactions or losses on the LHC collimators, and cosmic ray backgrounds. In
both cases, the muons traverse the ATLAS detector and may deposit significant amount of energy in
the calorimeters. Tight jet cleaning criteria (see Chapter 4) have been deployed to efficiently reject
NCB in the monojet SR, suppressing non-collision rates by O

(
103
)
. Figure C.1 shows the distribu-

tions of the leading jet pT, φ and timing before and after the Tight jet cleaning criteria is applied.
In the figure it can be seen that NCB jets have a mostly homogeneous pT distribution, while the φ
distribution exhibit peaks at φ = 0 and φ = π, characteristic of cosmic muons.

The residual NCB in the SR is estimated using a data-driven method which relies on the charac-
teristic difference in jet timing tjet for non-collision jets and jets originating from pp collisions. The
timing tjet is calculated from the energy-weighted average of the individual times of the jet energy de-
posits, taking as reference the time recorded by the trigger. The zero-time for each cell is set to when
a light-speed particle from the interaction point would reach that cell. Jets with

∣∣tjet∣∣ > 5 ns are pre-
dominantly non-collision jets (as can be seen in Fig. C.1). The NCB estimation method is performed
in each bin of Emiss

T as follows:
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Tagging selection εNCB [%] NNCB,SR

2015 + 2016

tjet < −5 ns 36.40± 0.05 1434± 63
tjet > 5 ns 7.84± 0.02 1977± 158

2017

tjet < −5 ns 34.70± 0.07 1153± 58
tjet > 5 ns 5.68± 0.02 3098± 234

2018

tjet < −5 ns 30.41± 0.05 2263± 86
tjet > 5 ns 5.67± 0.02 4952± 296

Table C.1: NCB tagging efficiency and total amount of NCB in the SR in the different years of data-taking. Errors shown
are sta s cal uncertain es.

1. A region enriched inNCB is constructedusing the SRselectionbut inverting theNCB-rejection
cut (given by Eq. (4.8)).

2. The number of events is counted in the NCB region: NNCB.

3. The number of events with tjet < −5 ns, also known as “out–of–time” (OOT) jets, is counted
in the NCB region: NNCB

OOT.

4. The ratio between the number of OOT jet events and the total number of events in the NCB
region is taken as the NCB tagging efficiency: εNCB = NNCB

OOT/N
NCB.

5. The number of OOT events is counted in the signal region: NSR
OOT.

6. Finally, the NCB estimate is obtained by scaling the number of tagged events in the signal
region by the inverse of the tagging efficiency: NNCB,SR = NSR

OOT/εNCB.

As the kinematics for positively and negatively OOT jets are different [154], a validation check is
performed using tjet > 5 ns. The obtained results are shown in Table C.1 for the inclusive SR and
in bins of Emiss

T in Table C.2. The estimated NCB contributions are consistent over the years and
negligible for Emiss

T > 400 GeV in the SR.
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Figure C.1: Leading jet pT, φ and ming in the signal region before and a er Tight jet cleaning. Le : 2015+2016 data;
center: 2017 data; right: 2018 data.
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Emiss
T bin in SR NNCB,SR using tjet < −5 ns NNCB,SR using tjet > 5 ns

2015 + 2016

200 GeV < Emiss
T ≤ 250 GeV 1039± 19 1420± 10

250 GeV < Emiss
T ≤ 300 GeV 266± 9 297± 5

300 GeV < Emiss
T ≤ 350 GeV 74± 5 105± 3

350 GeV < Emiss
T ≤ 400 GeV 24± 3 41± 1

400 GeV < Emiss
T ≤ 500 GeV 13± 2 0± 0

500 GeV < Emiss
T ≤ 600 GeV 2± 1 0± 0

600 GeV < Emiss
T ≤ 700 GeV 0± 0 0± 0

Emiss
T > 700 GeV 0± 0 0± 0

2017

200 GeV < Emiss
T ≤ 250 GeV 845± 16 2112± 11

250 GeV < Emiss
T ≤ 300 GeV 191± 8 445± 5

300 GeV < Emiss
T ≤ 350 GeV 61± 4 128± 2

350 GeV < Emiss
T ≤ 400 GeV 12± 2 20± 1

400 GeV < Emiss
T ≤ 500 GeV 14± 2 66± 1

500 GeV < Emiss
T ≤ 600 GeV 0± 0 0± 0

600 GeV < Emiss
T ≤ 700 GeV 0± 0 0± 0

Emiss
T > 700 GeV 0± 0 0± 0

2018

200 GeV < Emiss
T ≤ 250 GeV 1629± 22 3231± 13

250 GeV < Emiss
T ≤ 300 GeV 324± 9 853± 7

300 GeV < Emiss
T ≤ 350 GeV 108± 5 148± 3

350 GeV < Emiss
T ≤ 400 GeV 51± 3 172± 2

400 GeV < Emiss
T ≤ 500 GeV 19± 2 0± 0

500 GeV < Emiss
T ≤ 600 GeV 13± 2 59± 1

600 GeV < Emiss
T ≤ 700 GeV 8± 1 0± 0

Emiss
T > 700 GeV 0± 0 0± 0

Table C.2: Total amount of NCB in the specified regions. Errors shown are sta s cal uncertain es.
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D
Additional Material from the

Background-Only Fit

This appendix is devoted to the material that was not shown in Chapter 8 in relation to the results
obtained from the background-only fit. The exact values of the fitted NPs are shown in Tables D.1
and D.2, and the CRs event yields in exclusive bins of Emiss

T are shown in Tables D.3–D.11.
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Nuisance Parameter Value Upper unc. Lower unc.

EG_RESOLUTION_ALL −0.00892 1.01865 −1.01753
EG_SCALE_ALL −0.00014 0.72780 −0.69614
EL_EFF_ID_CorrUncertaintyNP10_Electron_CRs 0.00974 0.89842 −0.90009
EL_EFF_ID_CorrUncertaintyNP11_Electron_CRs 0.05919 0.93220 −0.93258
EL_EFF_ID_CorrUncertaintyNP12_Electron_CRs −0.32996 0.91585 −0.90189
EL_EFF_ID_CorrUncertaintyNP13_Electron_CRs 0.17298 0.92886 −0.93591
EL_EFF_ID_CorrUncertaintyNP14_Electron_CRs −0.09435 0.93139 −0.91816
EL_EFF_ID_CorrUncertaintyNP15_Electron_CRs −0.19701 0.95313 −0.95533
EL_EFF_ID_CorrUncertaintyNP8_Electron_CRs 0.03002 0.95609 −0.95643
EL_EFF_ID_CorrUncertaintyNP9_Electron_CRs 0.01825 0.96949 −0.96666
EL_EFF_ID_SIMPLIFIED_UncorrUncertaintyNP17_Electron_CRs 0.33869 0.89285 −0.97876
EL_EFF_ID_SIMPLIFIED_UncorrUncertaintyNP6_Electron_CRs 0.00130 1.00105 −1.00107
EL_EFF_ID_SIMPLIFIED_UncorrUncertaintyNP8_Electron_CRs 0.42944 0.88514 −0.89036
EL_EFF_ID_TOTAL_1NPCOR_PLUS_UNCOR_NOT_Electron_CRs −0.01955 0.99581 −0.99536
EL_EFF_Iso_TOTAL_1NPCOR_PLUS_UNCOR 0.22024 0.98111 −0.98273
EL_EFF_Reco_TOTAL_1NPCOR_PLUS_UNCOR 0.11213 0.95430 −0.95060
FT_EFF_B_systematics 0.07411 0.95759 −0.95279
FT_EFF_C_systematics −0.12617 0.97210 −0.96712
FT_EFF_Light_systematics 0.03695 0.87202 −0.86901
FT_EFF_extrapolation −0.02515 0.80914 −0.80969
JET_EffectiveNP_Detector1 −0.02183 0.96378 −0.96786
JET_EffectiveNP_Mixed1 −0.18873 0.99511 −0.92767
JET_EffectiveNP_Mixed2 0.02291 1.02602 −1.02493
JET_EffectiveNP_Mixed3 0.03710 0.99003 −0.98816
JET_EffectiveNP_Modelling1 0.14316 0.63701 −0.52147
JET_EffectiveNP_Modelling2 −0.04237 1.03259 −1.01462
JET_EffectiveNP_Modelling3 0.03475 0.98227 −0.97754
JET_EffectiveNP_Modelling4 −0.02571 1.00122 −1.00132
JET_EffectiveNP_Statistical1 −0.14050 1.05304 −1.00581
JET_EffectiveNP_Statistical2 −0.02508 0.94635 −0.95231
JET_EffectiveNP_Statistical3 0.03238 0.91213 −0.90310
JET_EffectiveNP_Statistical4 −0.02452 0.98617 −0.98710
JET_EffectiveNP_Statistical5 −0.01260 1.01091 −1.00919
JET_EffectiveNP_Statistical6 −0.01242 0.99697 −0.99658
JET_EtaIntercalibration_Modelling 0.00356 0.86274 −0.86412
JET_EtaIntercalibration_NonClosure_negEta 0.00006 1.00144 −1.00146
JET_EtaIntercalibration_NonClosure_posEta 0.00712 1.00979 −1.00995
JET_EtaIntercalibration_TotalStat −0.03930 0.95614 −0.96345
JET_Flavor_Composition −0.19389 0.69705 −0.72080
JET_Flavor_Response −0.32216 0.72642 −0.85027
JET_FullJER_DataVsMC_MC16 0.21022 1.00580 −1.04412
JET_FullJER_EffectiveNP_1 0.14166 0.98211 −0.98361
JET_FullJER_EffectiveNP_10 0.42063 0.97410 −0.97832
JET_FullJER_EffectiveNP_11 0.05694 0.99825 −0.99901
JET_FullJER_EffectiveNP_12restTerm 0.27266 0.99089 −0.99620
JET_FullJER_EffectiveNP_2 −0.00368 1.10034 −1.11258
JET_FullJER_EffectiveNP_3 −0.14851 0.98006 −0.97864
JET_FullJER_EffectiveNP_4 −0.12813 0.95251 −0.96054
JET_FullJER_EffectiveNP_5 −0.80282 1.12955 −0.87745

Table D.1: Values and uncertain es of the fi ed nuisance parameters from the background-only fit.
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Nuisance Parameter Value Upper unc. Lower unc.

JET_FullJER_EffectiveNP_6 0.05038 0.97058 −0.95324
JET_FullJER_EffectiveNP_7 −0.54164 1.41710 −0.92270
JET_FullJER_EffectiveNP_8 0.22190 0.99012 −1.00109
JET_JvtEfficiency 0.01686 1.00326 −1.00630
JET_Pileup_OffsetMu −0.04286 0.98447 −0.99211
JET_Pileup_OffsetNPV 0.35196 0.98917 −1.13251
JET_Pileup_PtTerm 0.07071 1.03810 −1.06337
JET_Pileup_RhoTopology 0.06609 1.04691 −1.08014
JET_PunchThrough_MC16 −0.02457 0.98023 −0.98292
MET_SoftTrk_ResoPara −0.39287 0.96993 −0.97102
MET_SoftTrk_ResoPerp 0.34285 0.98513 −0.98242
MET_SoftTrk_Scale 0.17950 1.00498 −1.18444
MUON_EFF_ID_HighPT_pt0_eta0 0.00014 1.00105 −1.00105
MUON_EFF_ID_HighPT_pt1_eta0 0.32682 0.98818 −0.98849
MUON_EFF_ID_HighPT_pt1_eta1 0.00004 1.00106 −1.00106
MUON_EFF_ID_HighPT_pt2_eta0 0.25262 0.96103 −0.95985
MUON_EFF_ID_HighPT_pt2_eta1 0.13441 0.99390 −0.99408
MUON_EFF_ID_HighPT_pt3_eta0 0.06139 0.92904 −0.92774
MUON_EFF_ID_HighPT_pt3_eta1 0.06865 0.99415 −0.99397
MUON_EFF_ID_HighPT_pt4_eta0 −0.01155 0.84576 −0.82730
MUON_EFF_ID_HighPT_pt4_eta1 0.04926 0.99379 −0.99370
MUON_EFF_RECO_SYS −0.54792 0.62635 −0.64758
MUON_EFF_RECO_SYS_LOWPT 0.00000 1.00000 −1.00000
MUON_ID −0.03248 1.01293 −1.00917
MUON_MS −0.22973 0.99224 −0.99093
MUON_SAGITTA_RESBIAS −0.37268 0.80054 −0.80351
MUON_SCALE −0.00764 0.99894 −0.99835
NCB_Sys 0.00000 1.00000 −1.00000
PRW_DATASF 0.50066 0.91437 −1.30127
TAUS_TRUEHADTAU_EFF_JETID_SYST −0.02360 1.00042 −0.99996
VBF_theo_sys 0.95499 0.47348 −0.70830
diboson_Sys −0.13171 0.83654 −0.89400
lumiSys 0.00195 0.99492 −1.00033
multijet_Sys 0.00000 1.00000 −1.00000
singletop_singletop_combined_Sys −1.57696 0.29096 −0.46215
taus_PTV_definition 0.04031 1.00077 −1.00027
ttbar_ttbar_combined_Sys 0.13033 0.52670 −0.46118
vjets_d1K_NNLO −0.09847 0.87725 −0.87581
vjets_d1kappa_EW 0.11350 0.99026 −0.98783
vjets_d2K_NNLO −0.14087 0.89407 −0.89512
vjets_d2kappa_EW_W −0.16003 0.89416 −0.89739
vjets_d2kappa_EW_Zll −0.12216 0.92249 −0.91963
vjets_d2kappa_EW_Zvv 0.00000 1.00000 −1.00000
vjets_d3K_NNLO −0.90058 0.66801 −0.67910
vjets_d3kappa_EW_W −0.01722 0.99155 −0.99153
vjets_d3kappa_EW_Z −0.08450 0.96491 −0.96444
vjets_dK_NNLO_mix −0.32425 0.87578 −0.88754
vjets_dK_PDF 0.19789 0.96931 −0.95813

Table D.2: Values and uncertain es of the fi ed nuisance parameters from the background-only fit (part 2).
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 330096 174890 62421 47931 36162

Background post-fit prediction 330 800±830 175 010±470 62 250±300 48 140±160 36 260±130

W(μν) + jets 276 300±1 600 – 8 030±430 – –
W(eν) + jets – 143 510±860 4 200±230 – –
W(τν) + jets 17 220±210 11 260±120 843±48 – –
Z(μμ) + jets 4 860±120 – 180.2±4.7 45 160±220 –
Z(ee) + jets – – – – 34 400±170
Z(ττ) + jets – 468±12 – – –
Diboson 5 930±920 3 150±470 481±84 1 020±170 740±120
single–t 5 500±1 500 3 520±950 8 800±2 600 84±43 35±18
t̄t 14 700±1 200 9 710±790 39 200±2 600 1 060±100 482±46
VBF Z(ℓℓ/νν)+jets – – – 814±95 609±72
VBFW(ℓν)+jets 6 340±720 3 390±380 475±71 – –

Table D.3: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM1.

Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 146813 86339 29551 21794 17973

Background post-fit prediction 147 030±430 86 260±260 29 440±150 21 677±85 17 767±75

W(μν) + jets 121 750±820 – 3 920±200 – –
W(eν) + jets – 69 890±490 2 220±110 – –
W(τν) + jets 7 727±93 5 480±63 457±24 – –
Z(μμ) + jets 1 744±37 – 70.2±1.9 20 160±120 –
Z(ee) + jets – – – – 16 700±100
Z(ττ) + jets – 200.0±5.3 – – –
Diboson 3 200±510 1 870±290 301±55 568±99 438±75
single–t 2 320±690 1 620±480 3 800±1 300 34±19 23±11
t̄t 6 750±560 5 100±420 18 400±1 200 442±49 226±27
VBF Z(ℓℓ/νν)+jets – – – 473±59 378±48
VBFW(ℓν)+jets 3 550±430 2 100±260 305±50 – –

Table D.4: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM2.
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 68951 43781 13592 10390 9065

Background post-fit prediction 68 650±200 43 710±130 13 829±82 10 336±44 8 987±48

W(μν) + jets 56 560±440 – 1 990±100 – –
W(eν) + jets – 35 130±290 1 281±64 – –
W(τν) + jets 3 797±48 2 851±35 229±11 – –
Z(μμ) + jets 657±11 – 27.78±0.75 9 532±70 –
Z(ee) + jets – – – – 8 374±65
Z(ττ) + jets – 106.2±2.9 – – –
Diboson 1 730±290 1 130±180 164±32 316±57 263±46
single–t 970±320 750±240 1 560±610 15.9±9.2 7.8±4.4
t̄t 2 920±240 2 410±200 8 400±560 197±24 111±16
VBF Z(ℓℓ/νν)+jets – – – 275±37 231±31
VBFW(ℓν)+jets 2 020±260 1 330±170 172±31 – –

Table D.5: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM3.

Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 15339 11695 2596 2388 2476

Background post-fit prediction 15 667±65 11 792±69 2 576±31 2 317±22 2 430±23

W(μν) + jets 12 810±160 – 490±26 – –
W(eν) + jets – 9 400±120 346±19 – –
W(τν) + jets 887±15 761±14 62.2±3.0 – –
Z(μμ) + jets 116.5±1.7 – 5.77±0.18 2 072±30 –
Z(ee) + jets – – – – 2 207±30
Z(ττ) + jets – 37.5±1.1 – – –
Diboson 550±100 408±72 55±13 103±21 95±18
single–t 124±56 95±48 190±110 1.9±1.6 0.71±0.66
t̄t 429±38 485±44 1 348±99 38.6±6.4 27.9±5.4
VBF Z(ℓℓ/νν)+jets – – – 101±17 99±16
VBFW(ℓν)+jets 750±120 609±100 84±22 – –

Table D.6: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM5.
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 5358 4392 767 774 834

Background post-fit prediction 5 415±43 4 384±36 776±15 798±11 899±11

W(μν) + jets 4 396±74 – 161.3±8.7 – –
W(eν) + jets – 3 462±59 133.2±7.9 – –
W(τν) + jets 289.6±6.1 288.8±6.8 23.2±1.2 – –
Z(μμ) + jets 37.85±0.72 – 1.930±0.070 709±15 –
Z(ee) + jets – – – – 803±14
Z(ττ) + jets – 12.02±0.40 – – –
Diboson 222±45 168±32 23.4±6.4 37.3±8.2 41.9±8.7
single–t 32±18 19±12 38±28 – –
t̄t 119±11 164±16 355±28 9.1±1.8 8.8±1.9
VBF Z(ℓℓ/νν)+jets – – – 42.6±8.1 44.4±8.3
VBFW(ℓν)+jets 320±58 270±50 41±13 – –

Table D.7: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM6.

Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 2156 1868 305 306 357

Background post-fit prediction 2 087±25 1 862±25 286.9±10.0 308.6±6.5 367.0±5.8

W(μν) + jets 1 654±36 – 65.7±4.0 – –
W(eν) + jets – 1 447±33 55.5±3.7 – –
W(τν) + jets 124.7±3.2 118.5±3.5 10.40±0.59 – –
Z(μμ) + jets 14.81±0.36 – 0.850±0.040 269.3±7.6 –
Z(ee) + jets – – – – 321.8±7.3
Z(ττ) + jets – 5.03±0.19 – – –
Diboson 96±21 92±19 10.5±3.3 16.4±3.9 18.1±4.1
single–t 4.7±4.1 5.4±4.3 4.9±5.2 – –
t̄t 38.7±3.9 57.3±5.9 119±12 2.24±0.48 4.8±1.0
VBF Z(ℓℓ/νν)+jets – – – 20.6±4.4 22.2±4.6
VBFW(ℓν)+jets 154±31 136±28 19.7±7.3 – –

Table D.8: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM7.
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 438 389 51 61 81

Background post-fit prediction 409±11 399.4±9.1 55.5±4.2 57.7±2.3 78.8±2.1

W(μν) + jets 312±11 – 12.3±1.2 – –
W(eν) + jets – 303±10 10.5±1 – –
W(τν) + jets 24.5±1.0 20.80±0.84 2.66±0.23 – –
Z(μμ) + jets 2.76±0.11 – – 48.2±2.4 –
Z(ee) + jets – – – – 67.2±2.4
Z(ττ) + jets – 0.830±0.040 – – –
Diboson 22.1±5.7 21.1±5.0 4.9±2.0 4.1±1.2 4.5±1.2
single–t – 0.51±0.54 – – –
t̄t 5.86±0.77 15.6±2.0 18.3±2.9 – 1.15±0.25
VBF Z(ℓℓ/νν)+jets – – – 5.1±1.3 6.0±1.6
VBFW(ℓν)+jets 42±10 37.3±9.1 6.7±3.3 – –

Table D.9: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM9.

Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 204 234 19 23 32

Background post-fit prediction 201.8±5.0 204.9±5.1 21.1±2.3 27.8±1.5 37.6±1.3

W(μν) + jets 154.3±5.8 – 5.30±0.57 – –
W(eν) + jets – 153.4±5.7 5.43±0.59 – –
W(τν) + jets 11.65±0.51 11.76±0.52 0.900±0.090 – –
Z(μμ) + jets 1.200±0.050 – – 23.3±1.5 –
Z(ee) + jets – – – – 32.2±1.4
Z(ττ) + jets – – – – –
Diboson 10.3±2.8 11.0±2.8 0.54±0.26 1.78±0.55 1.86±0.56
single–t – – – – –
t̄t 2.77±0.40 6.60±0.93 4.81±0.81 – –
VBF Z(ℓℓ/νν)+jets – – – 2.74±0.78 3.38±0.96
VBFW(ℓν)+jets 21.6±5.7 21.8±5.8 4.0±2.3 – –

Table D.10: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM10.
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Control Region W → μν W → eν Top Z → μμ Z → ee

Observed events 94 121 13 9 21

Background post-fit prediction 97.1±3.1 105.8±3.3 11.4±1.8 15.1±1.1 18.90±0.92

W(μν) + jets 73.4±3.3 – 2.78±0.38 – –
W(eν) + jets – 78.9±3.5 2.74±0.38 – –
W(τν) + jets 5.43±0.28 5.61±0.28 – – –
Z(μμ) + jets 0.650±0.030 – – 12.3±1 –
Z(ee) + jets – – – – 15.73±0.88
Z(ττ) + jets – – – – –
Diboson 4.4±1.3 5.0±1.4 0.73±0.40 1.14±0.38 1.23±0.41
single–t – – – – –
t̄t 0.94±0.15 2.03±0.30 1.97±0.39 – –
VBF Z(ℓℓ/νν)+jets – – – 1.52±0.47 1.94±0.61
VBFW(ℓν)+jets 12.3±3.6 14.1±4.0 2.7±1.7 – –

Table D.11: Predicted (post-fit) and observed background events in the control regions, in the exclusive precoilT bin EM11.
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E
Systematics Impact

The exact values of the impact of each systematic uncertainty in every SR exclusive bin of Emiss
T are

listed in Table 8.8.
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Source [%] EM0 EM1 EM2 EM3 EM4 EM5 EM6 EM7 EM8 EM9 EM10 EM11 EM12

Flavor tagging 0.10 0.13 0.15 0.17 0.19 0.25 0.33 0.41 0.49 0.57 0.62 0.70 0.87
Jet energy scale 0.17 0.20 0.27 0.25 0.28 0.39 0.50 0.63 0.80 0.89 0.90 1.00 0.97
Jet energy resolution 0.15 0.20 0.21 0.25 0.32 0.37 0.40 0.37 0.31 0.34 0.43 0.62 1.28
Jet JVT efficiency 0.00 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.0 0.01 0.01 0.02 0.03
Pile-up re-weighting 0.37 0.35 0.34 0.33 0.32 0.30 0.32 0.34 0.36 0.33 0.26 0.24 0.30
Emiss
T resolution 0.34 0.31 0.25 0.20 0.18 0.14 0.08 0.05 0.04 0.05 0.05 0.06 0.07

Emiss
T scale 0.53 0.46 0.40 0.36 0.31 0.27 0.26 0.26 0.25 0.26 0.27 0.27 0.30

e/γ energy resolution 0.00 0.00 0.00 0.00 0.00 0.01 0.01 0.02 0.02 0.03 0.04 0.05 0.08
e/γ energy scale 0.30 0.30 0.31 0.32 0.33 0.36 0.4 0.44 0.48 0.54 0.6 0.66 0.74
e identification efficiency 0.58 0.56 0.54 0.54 0.54 0.56 0.60 0.67 0.73 0.80 0.85 0.92 1.06
e reconstruction efficiency 0.16 0.16 0.16 0.16 0.16 0.15 0.15 0.16 0.16 0.17 0.18 0.18 0.2
μ identification efficiency 0.06 0.07 0.07 0.04 0.03 0.11 0.20 0.29 0.38 0.48 0.58 0.70 0.9
μ reconstruction efficiency 0.41 0.48 0.56 0.63 0.73 0.82 0.92 1.03 1.13 1.21 1.27 1.35 1.49
μmomentum scale 0.10 0.12 0.15 0.17 0.20 0.26 0.31 0.37 0.42 0.48 0.53 0.58 0.66
τ identification efficiency 0.10 0.10 0.09 0.09 0.08 0.07 0.06 0.06 0.05 0.06 0.06 0.06 0.07
Luminosity 0.01 0.01 0.01 0.01 0.01 0.01 0.02 0.02 0.02 0.02 0.02 0.03 0.05
Diboson theory 0.04 0.04 0.04 0.04 0.04 0.02 0.01 0.04 0.04 0.05 0.06 0.10 0.22
NCB 0.20 0.10 0.08 0.06 0.05 0.05 0.08 0.00 0.00 0.00 0.00 0.00 0.00
Multi-jet background 1.04 0.72 0.36 0.28 0.06 0.02 0.01 0.0 0.01 0.00 0.00 0.00 0.00
single–t theory 0.15 0.15 0.14 0.15 0.17 0.22 0.24 0.22 0.23 0.17 0.13 0.13 0.28
t̄t theory 0.07 0.07 0.06 0.06 0.08 0.13 0.18 0.22 0.24 0.33 0.4 0.52 0.71
V+jets τ-lepton definition 0.05 0.04 0.04 0.04 0.04 0.04 0.06 0.07 0.08 0.10 0.12 0.16 0.13
V+jets pure QCD corrections 0.24 0.28 0.33 0.39 0.44 0.50 0.61 0.73 0.83 0.90 0.89 0.96 1.07
V+jets pure EW corrections 0.17 0.25 0.35 0.45 0.58 0.78 0.96 1.15 1.36 1.53 1.69 1.89 2.20
V+jets mixed corrections 0.02 0.04 0.06 0.08 0.12 0.18 0.23 0.28 0.33 0.40 0.45 0.54 0.70
V+jets PDF 0.02 0.03 0.01 0.03 0.04 0.08 0.16 0.23 0.30 0.35 0.39 0.48 0.69
VBF EWV+jets bkgs. 0.02 0.03 0.04 0.06 0.09 0.13 0.17 0.16 0.16 0.03 0.24 0.53 1.10
LimitedMC statistics 0.05 0.06 0.06 0.06 0.08 0.13 0.56 0.60 0.90 1.00 1.21 1.76 1.86

Total Uncertainty 1.48 1.26 1.13 1.14 1.22 1.42 1.76 2.03 2.41 2.69 2.98 3.53 4.21

Table E.1: Summary of the impact post-fit of systema c uncertain es on the total background in exclusive bins of precoilT

in the SR, as obtained from the background-only fit. The impact of each source of systema c is shown as the sum in
quadrature of the individual contribu ons represented by the corresponding NPs.
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F
Signals Cutflow

A study on the acceptance× efficiency of the signal models considered in the analysis is performed.
One representative sample is chosen for each interpretation and the ratioof remaining events is counted
as the monojet SR cuts are applied one by one. A Dark Energy inspired model and an ALPs model,
not discussed in detail in the core of this thesis, are also included in the study. The obtained results
are shown in Tables F.1, F.2 and F.3.

A truth-level cut is applied in all samples in order to avoid any effect from generation-level filters.
This cut is set at Emiss

T > 150 GeV, with the exception of the ADD and ALPs models, in which case
the cut is raised up to 350 GeV because of the filter that was applied in the generation of the samples.
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SR cut DMA (1, 2000) DMP (1, 350) SS (900, 895) T4body (450, 443)

Total events (truth-Emiss
T > 150) 10282 100.00% 199254 100.00% 5750 100.00% 39598 100.00%

Trigger 10101 98.23% 193342 97.03% 5651 98.27% 38851 98.11%
Event cleaning 10091 98.14% 193094 96.91% 5642 98.11% 38783 97.94%
Lepton veto 9788 95.19% 187094 93.90% 5435 94.51% 37547 94.82%
1 ≤Njets ≤ 4 9455 91.95% 176978 88.82% 5142 89.43% 35412 89.43%
min[Δφ(jets,Emiss

T )]cut 9104 88.54% 168962 84.80% 4838 84.14% 33319 84.14%
Lead. Jet quality 8963 87.17% 160714 80.66% 4687 81.50% 31870 80.48%
Lead. Jet pT > 150 & |η| < 2.4 6642 64.60% 90366 45.35% 3508 61.00% 23134 58.42%
Emiss
T > 200 5317 51.71% 60133 30.18% 3018 52.48% 18801 47.48%

EM0 1346 13.09% 25162 12.63% 562 9.77% 4488 11.34%
EM1 1045 10.17% 15549 7.80% 536 9.32% 3789 9.57%
EM2 771 7.49% 8648 4.34% 416 7.23% 2857 7.21%
EM3 552 5.36% 4717 2.37% 316 5.50% 2111 5.33%
EM4 684 6.65% 4034 2.02% 439 7.63% 2618 6.61%
EM5 371 3.61% 1303 0.65% 267 4.65% 1352 3.41%
EM6 212 2.06% 444 0.22% 177 3.08% 712 1.80%
EM7 126 1.22% 156 0.08% 110 1.92% 393 0.99%
EM8 79 0.77% 67 0.03% 71 1.23% 204 0.52%
EM9 48 0.47% 28 0.01% 48 0.84% 122 0.31%
EM10 29 0.28% 12 0.01% 28 0.50% 58 0.15%
EM11 19 0.18% 7 0.00% 17 0.30% 42 0.11%
EM12 35 0.34% 6 0.00% 29 0.51% 55 0.14%

Table F.1: A× ε values for several signal benchmarks, namely DMA withm (χ,ZA) = (1, 2000) GeV, DMP with
m (χ,ZP) = (1, 350) GeV, SS withm

(
q̃, χ̃01

)
= (900, 895) GeV and T4body withm

(̃
t, χ̃01

)
= (450, 443) GeV.

A generator level cut on the truth EmissT at 150 GeV is applied for all the signatures. Missing transverse energies and jet
pT are expressed in GeV.
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SR cut BB (500, 300) TT 600, 593) DE (C2 = 1,M2 = 1000) H(→inv)

Total events (truth-Emiss
T > 150) 95200 100.00% 8857 100.00% 102275 100.00% 289224 100.00%

Trigger 93802 98.53% 8694 98.15% 100300 98.07% 277197 95.84%
Event cleaning 93679 98.40% 8677 97.97% 100135 97.91% 276356 95.55%
Lepton veto 89103 93.60% 8352 94.29% 95799 93.67% 255785 88.44%
1 ≤Njets ≤ 4 74701 78.47% 7924 89.46% 86034 84.12% 235545 81.44%
min[Δφ(jets,Emiss

T )]cut 66128 69.46% 7463 84.26% 78632 76.88% 225333 77.91%
Lead. Jet quality 64964 68.24% 7197 81.26% 76516 74.81% 211656 73.18%
Lead. Jet pT > 150 & |η| < 2.4 48148 50.58% 5379 60.73% 56942 55.68% 110272 38.13%
Emiss
T > 200 37203 39.08% 4444 50.17% 49799 48.69% 69456 24.01%

EM0 11972 12.58% 968 10.93% 8394 8.21% 31426 10.87%
EM1 11167 11.73% 804 9.08% 8282 8.10% 18081 6.25%
EM2 6670 7.01% 662 7.48% 6801 6.65% 9377 3.24%
EM3 3266 3.43% 493 5.57% 5424 5.30% 4816 1.67%
EM4 2670 2.80% 640 7.23% 7604 7.44% 3780 1.31%
EM5 870 0.91% 379 4.28% 4711 4.61% 1237 0.43%
EM6 332 0.35% 222 2.50% 2981 2.91% 426 0.15%
EM7 132 0.14% 112 1.27% 1950 1.91% 173 0.06%
EM8 61 0.06% 64 0.72% 1236 1.21% 69 0.02%
EM9 35 0.04% 40 0.45% 801 0.78% 36 0.01%
EM10 14 0.02% 26 0.29% 542 0.53% 17 0.01%
EM11 6 0.01% 12 0.13% 348 0.34% 8 0.00%
EM12 7 0.01% 21 0.24% 725 0.71% 10 0.00%

Table F.2: A× ε values for several signal benchmarks, namely BB withm
(
b̃, χ̃01

)
= (500, 300) GeV, TT with

m
(̃
t, χ̃01

)
= (600, 593) GeV, a Dark energy-inspired model with C2 = 1 andM2 = 1000 GeV and the

invisible-decaying Higgs interpreta on. A generator level cut on the truth EmissT at 150 GeV is applied for all the
signatures. Missing transverse energies and jet pT are expressed in GeV.
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SR cut ADD (n = 4,MD = 3600) ALPs (CG̃ = 0.02,fa = 1 TeV)

Total events (truth-Emiss
T > 350 GeV) 91657 100.00% 420880 100.00%

Trigger 91657 100.00% 420880 100.00%
Event cleaning 91494 99.82% 420455 99.90%
Lepton veto 87792 95.78% 412108 97.92%
1 ≤Njets ≤ 4 80072 87.36% 410466 97.53%
min[Δφ(jets,Emiss

T )]cut 74714 81.52% 408341 97.02%
Lead. Jet quality 74216 80.97% 402395 95.61%
Lead. Jet pT > 150 GeV& |η| < 2.4 73314 79.99% 397258 94.39%
Emiss
T > 400 GeV 54059 58.98% 277923 66.03%

EM4 21140 23.06% 153724 36.52%
EM5 12155 13.26% 62404 14.83%
EM6 7145 7.79% 26916 6.40%
EM7 4560 4.98% 14227 3.38%
EM8 2960 3.23% 7054 1.68%
EM9 1927 2.10% 4145 0.98%
EM10 1319 1.44% 3305 0.79%
EM11 924 1.01% 2119 0.50%
EM12 1930 2.11% 4028 0.96%

Table F.3: A× ε values for an ADD model with n = 4 andMD = 3600, and ALPs model with CG̃ = 0.02 and
fa = 1 TeV. A generator level cut on the truth EmissT at 350 GeV is applied. Missing transverse energies and jet pT are

expressed in GeV.
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G
V+jets reweighting impact

The resulting variation in the nominal yield as a consequence of the V+jets reweighting procedure,
described inChapter 2, is shown as a function ofEmiss

T for the differentV+jets processes in each region
of the analysis in Figure G.1. An overall reduction of the number of predicted events is observed for
all samples in all regions, excepting those cases where the process is negligible. The variation becomes
bigger asEmiss

T increases, ranging between2% and about 20%depending on the sample and the region.
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