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Abstract

Perturbative series in QCD are expected to be divergent asymptotic expansions, and therefore, there is an

intrincic fuzzyness to the information that can be extracted from them. Consequently, many summation schemes

can be defined to assign them a reasonable finite number, each with its advantages and disadvantages. This

discussion is particularly relevant when one considers OPEs, where non-perturbative corrections are considered on

top of a perturbative expansion. These non-perturbative corrections will intimately depend on how the divergent

perturbative expansion is regulated.

In this dissertation, one summation scheme to regulate divergent series is explored: Borel summation with the

PV prescription. Two different avenues to estimate the Borel sum from truncated versions of the perturbative

expansions are presented. These methods are then applied to obtain the gluon condensate from the OPE of the

plaquette, and the HQET power correction Λ, both from the lattice and B physics. We also obtain a value for the

QCD strong coupling α(Mz) from lattice data of the singlet static quark-antiquark energy making use of PV Borel

sums.

v
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Chapter 1

Divergent series, asymptotic expansions
and Borel summation

1.1 Introduction

Divergent series are the invention of the devil,
and it is shameful to base on them any
demonstration whatsoever.

Niels Henrik Abel

As Abel’s quote suggests, divergent series have a history of suspicion surrounding them. When one first learns

about infinite series, it is customary to spend a fair amount of time on convergence criteria and on computing

convergence radii. It is then not without irony, how many of the most useful expansions that one encounters

happen to be divergent, a fact that is very often not pointed out. Stirling’s approximation to the factorial features

a classical example. The well-known n! ≈ (2πn)1/2(n/e)n formula is nothing but the LO of the Stirling series

n! = (2πn)1/2
(n
e

)n{
1 +

1

12n
+

1

288n2
− 139

51840n3
− 571

2488320n4
+ . . .

}
. (1.1)

As illustrated in Figure 1.1, for a fixed value of n the expansion above will keep converging to the true value as

we add more terms in the series, up until a point where it will start to diverge1. This behavior of converging at

first, only to end up diverging, is the hallmark of the so called asymptotic expansions, of which the Stirling series is

but an example. We will see that asymptotic expansions give information about the behavior of a function when a

variable tends to a certain value, but regardless of this, are not required to ultimately converge. Nonetheless, they

remain useful in practice since by truncating them before they blow up, we can extract valuable information.

This discussion is particularly relevant for quantum field theories. The lack of analytic tools to deal with

them in the non-peturbative regime has given perturbation theory an importance that cannot be overstated. Quite

interestingly, and perhaps at first surprisingly, perturbative expansions in field theory are expected2 to be divergent.

The first person to appreciate that in QED perturbative expansions were very likely to be divergent was Freeman

Dyson [1]. An account of this story by Dyson himself can be found here https://www.youtube.com/watch?v=

g2xLZlz093g.

In spite of all this, the fact that perturbative expansions in field theory have been so successful in accounting

for experimental data clearly suggests that they are far from being useless expansions that add up to infinity.

1The order in 1/n where the series starts to diverge depends on the value of n, for higher n more terms in the series can be kept.
2We use the word expected because there is no rigorous proof of this fact for non-trivial theories such as QCD.

1

https://www.youtube.com/watch?v=g2xLZlz093g
https://www.youtube.com/watch?v=g2xLZlz093g


Figure 1.1: Left panel Eq. (1.1) with n = 3. Right panel Eq. (1.1) with n = 4. The horizontal axis displays
the last order in 1/n kept inside braces in Eq. (1.1). In both cases, we see that at high orders the series begins to
diverge.

Therefore, it is expected that, just like the Stirling series, these expansions are at least asymptotic expansions.

Asymptotic expansions will play a very prominent role in this thesis, which is why we will precisely define this term

in the next section.

1.2 Asymptotic expansions

The3 intuitive idea behind asymptotic expansions goes along these lines. Let us have a function f defined in some

subset D of the complex plane that includes a point α0. Let f be analytic in D. Expanding this function in a

Taylor expansion around α0

f(α) =

N∑
n=0

1

n!

dn

dαn
f(α)

∣∣∣∣
α=α0

× (α− α0)n +RN (α) . (1.2)

The error function RN (α) satisfies that it goes to zero for a fixed N as α → α0. It also satisfies that RN (α) goes

to zero as N → ∞ for values of α inside the convergence radius of the series above. If on the other hand, we had

an asymptotic expansion of a function f , the error function would still go to zero for fixed N as α→ α0, but this

need not be the case for fixed α as N → ∞. Therefore, asymptotic expansions can yield accurate predictions if

truncated, but in general are not guaranteed to converge.

We will now rigorously define them. In order to properly be able to do that, we first need to introduce a few

building blocks. As a starter, we need to define the so called little-oh notation. Let f(α) and g(α) be two complex

valued functions defined in some subset D of the complex plane, whose closure contains a point α0 (that is α0 is a

limit point of D). Then

f(α) = o (g(α)) , (1.3)

as α→ α0 from D, if for any ε > 0 there is a δ > 0 such that

|f(α)| ≤ ε|g(α)| , (1.4)

for α in D satisfying 0 < |α − α0| < δ. That is, we can always find a region around α0 which is contained in D,

such that f is smaller in absolute value than any multiple of g. For instance, let n and m be integers satisfying

3This section is mainly based on [2].
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n > m, then αn = o(αm) as α → 0. We can also state an analogous definition at infinity. Let f(α) and g(α) be

two complex valued functions defined in an unbounded subset D of the complex plane. Then

f(α) = o (g(α)) , (1.5)

as α→∞ from D, if for any ε > 0 there is a M > 0 such that

|f(α)| ≤ ε|g(α)| , (1.6)

for α in D satisfying |α| > M . That is, we can always find a region in D with points α that are sufficiently far from

the origin so that f is smaller in absolute value than any multiple of g. For instance, let m,n be integers satisfying

n > m, then αm = o(αn) for α→∞.

Closely related to the little-oh notation, we have the big-oh notation. Whereas in the former case we demanded

|f(α)| ≤ ε|g(α)| for any ε > 0, for the big-oh we will just require for there to be some ε > 0 with an associated

δ > 0. We write this as

f(α) = O (g(α)) , (1.7)

as α→ α0 from D. An analogous definition can be given at infinity.

We now need to define asymptotic sequences. Let {φn(α)}∞n=0 be a sequence of complex functions defined on

some subset D of the complex plane whose closure contains a point α0. This sequence is called an asymptotic

sequence as α→ α0 from D if whenever n > m, we have that

φn(α) = o (φm(α)) , (1.8)

as α→ α0 from D. That is, loosely speaking, we see that the functions on the sequence get smaller and smaller the

further we go on the sequence. With obvious modifications, we can also define an analogous version when α→∞.

In perturbative QCD, we will mainly be concerned with the asymptotic sequence {αn}∞n=0 as α→ 0.

We are now in a position to state the definition of an asymptotic expansion. Let {φn(α)}∞n=0 be an asymptotic

sequence as α → α0 from some D. Let f(α) be a complex function defined on D. Let {an}∞n=0 be a sequence of

complex numbers. Let

f(α)−
N∑
n=0

anφn(α) = o (φN (α)) , (1.9)

or equivalently

f(α)−
N∑
n=0

anφn(α) = O (φN+1(α)) , (1.10)

as α→ α0 from D for each integer N > 0. Then, the formal series

∞∑
n=0

anφn(α) , (1.11)

is said to be an asymptotic expansion of f as α→ α0 from D. This is typically denoted as

f(α) ∼
∞∑
n=0

anφn(α) . (1.12)

With obvious changes, an analogous version at infinity can be given. The term formal series has been used to

denote Eq. (1.11) because the series displayed there in general need not be convergent. We will in the following

section say a few more things about formal series. There are some important facts about asymptotic expansions

that are useful to keep in mind:
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a) A function f(α) can have several asymptotic expansions with respect to different asymptotic sequences. In

practice though, we will not care about this much since, as we have already mentioned, in perturbative QCD

we will mainly be concerned with the asymptotic sequence {αn}∞n=0.

b) If a function has an asymptotic expansion to a given asymptotic sequence, then this expansion is unique.

c) Two different functions can both have the same asymptotic expansion.

This last one is easy to illustrate. Let us have some function f defined around the origin with the asymptotic

expansion

f(α) ∼
∞∑
n=0

anα
n . (1.13)

Then, we will also have

f(α) + e−1/α ∼
∞∑
n=0

anα
n , (1.14)

that is, the new non-analytic term e−1/α is not seen by a small α expansion. There is one last interesting property

we want to highlight:

d) Let us have an asymptotic sequence {φn(α)}∞n=0 as α→ α0 from D. Let us consider an arbitrary sequence of

complex numbers {an}∞n=0. Then, there will exist at least one function f(α) defined for α ∈ D with α 6= α0

such that

f(α) ∼
∞∑
n=0

anφn(α) , (1.15)

that is, given an asymptotic sequence and any sequence of complex numbers, without setting any constraint

to how wildly they may grow with n, there is always a function to which the formal series above will be

asymptotic.

1.3 Borel summation

In this section4, we will introduce Borel summation, and we will see its connection to asymptotic expansions. Let

us consider the series that appears in the cover of this thesis

∞∑
n=0

(−1)n . (1.16)

This series oscillates indefinitely between 0 and 1, and it is clear that it does not converge to a sum in the

conventional sense of the word. Nevertheless, we could try to bypass this issue by defining a generalized sum that

may indeed assign a finite number for a conventionally divergent series. Let us call s to this would be sum

s =

∞∑
n=0

(−1)n . (1.17)

Notice that in the equation above, the symbol = is meant to imply equality with respect to our generalized concept

of sum. We could ask to this generalized sum to reasonably satisfy the following properties5

4This section draws mainly from [3, 4].
5These constraints seem reasonable for the concept of a generalized sum, and many summation methods satisfy them, but not all

summation methods satisfy them all. For more details see [4]. For instance, Borel summation (which will be our focus) satisfies the
first three but not necessarily the last.
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1. If
∑∞
n=0 an = s, then

∑∞
n=0 kan = ks.

2. If
∑∞
n=0 an = s and

∑∞
n=0 bn = t, then

∑∞
n=0(an + bn) = s+ t.

3. If
∑∞
n=1 an = s− a0, then

∑∞
n=0 an = s.

4. If
∑∞
n=0 an = s, then

∑∞
n=1 an = s− a0.

Then, by virtue of property 1 above
∞∑
n=0

−1× (−1)n = −s . (1.18)

By performing a simple summation index redefinition

− s =

∞∑
n=0

−1× (−1)n =

∞∑
n=1

(−1)n . (1.19)

From property (3)
∞∑
n=0

(−1)n =

∞∑
n=1

(−1)n + 1 = −s+ 1 , (1.20)

but the LHS above is the original series, and therefore

s = −s+ 1 =⇒ s = 1/2 , (1.21)

and we see that our generalized sum for the series in Eq. (1.16) is s = 1/2. In this simple example, the knowledge

of some properties that we have asked s to satisfy has been enough to obtain a generalized sum for the series in

question, without actually defining the summation procedure, but for more complicated divergent series things are

not that simple. There are many summation methods for divergent series that allow us to assign a finite number to

them that satisfies some properties that are reasonable for the concept of a generalized sum, and that in addition,

reproduce the usual sum for convergent infinite series. A thorough exposition can be found in [4].

In this thesis, we will be concerned with Borel summation. We will define Borel summation on formal series,

so before defining it, we will mention a few elementary remarks on formal series, and then we will go on to define

Borel summation and its relation to asymptotic expansions. The space of all formal complex power series series in

α is denoted by

C[[α]] =

{ ∞∑
n=0

anα
n, for any a0, a1, · · · ∈ C

}
. (1.22)

This set is a complex vector space, with addition of two formal series defined in the following way

∞∑
n=0

anα
n +

∞∑
n=0

bnα
n ≡

∞∑
n=0

(an + bn)αn . (1.23)

The product of a formal series in C[[α]] with a complex number is done by multiplying each element in the series

by the complex number

k

∞∑
n=0

anα
n ≡

∞∑
n=0

kanα
n . (1.24)

It also makes sense to multiply two formal series by the so called Cauchy product( ∞∑
n=0

anα
n

)
·
( ∞∑
n=0

bnα
n

)
≡
∞∑
n=0

cnα
n , (1.25)
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where cn =
∑
p+q=n apbq, which actually makes C[[α]] into an algebra. We emphasize that when doing algebra with

fomal series, the = symbol does not indicate numerical equality (as in general these series need not be convergent),

but rather, equality of all the coefficients of the series on the RHS and on the LHS with respect to the algebraic

rules defined above. We will typically work with formal series without a constant term6. The space of all such

formal series is called αC[[α]]. Let R be a formal power series without a constant term

R ≡
∞∑
n=0

rnα
n+1 . (1.26)

We can then define the Borel transform R̂ of the power series in equation (1.20) as the following power series

R̂(t) =

∞∑
n=0

rn
n!
tn , (1.27)

where t is a complex variable. In mathematical jargon, we would say that the Borel transform is a linear isomorphism

between αC[[α]] and C[[t]]. Some remarks on notation. In the QCD literature it is customary to denote the Borel

transform of R as B[R](t). In most of this thesis7, we will use the more minimalistic notation found for instance

in [3], and denote the Borel transform of the formal series R simply by a hat R̂(t).

It can be proven that the Borel transform has an infinite radius of convergence, and defines an entire function

of bounded exponential type (that is, that there exist A, c > 0 such that |R̂(t)| ≤ Aec|t| for all t ∈ C) if and only if

|rn| ≤ Acn (which actually notice that implies that R is convergent with a radius of convergence of 1/c). We state

this fact for completeness, as the series we will find in QCD are not expected to grow at most as cn, but rather as

cnn!.

These formal series that grow at most factorially are called 1-Gevrey formal series. Being more precise, let

R =
∑∞
n=0 rnα

n+1. This series is called a 1-Gevrey formal series if there exist A, c > 0, such that |rn| ≤ Acnn!.

It can then be proven8 that R̂ has a finite radius of convergence of 1/c. The reverse also holds, that is, Borel

transforms with finite radius of convergence correspond to 1-Gevrey formal series9. It can be seen that the set of

all 1-Gevrey formal series makes up a vector space on its own.

In order to define the Borel sum of R, one then consider the analytic continuation R̂an in some region of the

complex t plane of R̂. For 1-Gevrey formal series, this function is in general expected to have singularities in the t

plane. By an abuse of notation, it is common practice to also call the analytically continued Borel transform the

Borel transform, and to even use the same symbol R̂ to denote it. Usually, one can unambiguously deduce from

the context to which object we are referring to, so we will also interchangeably refer to both the power series in

Eq. (1.27) and to its analytic continuation as the Borel transform.

6There is no loss of generality here since, if we indeed had a series with a constant term, we could always leave it out and consider
Borel summation in the series that begins at order α. Nevertheless, if for whatever reason we insist on working with series with a
constant term, this can be done. See for instance [3].

7There is one caveat that should be mentioned. In section 2.2, we will see that in the QCD literature it is common to work in the
complex u plane defined by Eq. (2.15), and thus, we will denote a slightly altered version of Eq. (1.27) with B(u).

8Just take the ratio test: limn→∞

∣∣∣∣ rn+1/(n+1)!tn+1

rn/n!tn

∣∣∣∣ = c|t| < 1 =⇒ |t| < 1/c.

9Assume the opposite, that is, assume R̂(t) =
∑∞
n=0

rn
n!
tn has a finite radius of convergence, and that there is no A, c > 0 such that

|rn| ≤ Acnn!. Then, for any and all A, c > 0, the fixed order term of the series of the Borel transform satisfies | rn
n!
tn| > Acn|t|n. Let

us pick a t inside the radius of convergence, and let us also pick c > |t|. Then, for n→∞, | rn
n!
tn| > Acn|t|n implies that the (absolute

value of the) fixed order term of the series of the Borel transform goes to infinity, which contradicts that t lies inside the radius of
convergence.
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The Borel sum of the formal series R is then defined as the Laplace transform of the analytically continued

Borel transform

RBS ≡
∫ ∞

0

dt e−t/αR̂(t) . (1.28)

Recall that the Laplace transform above is well defined if R̂ is continuous in R+ and if

|R̂(t)| ≤ Aeωt, for t ≥ 1 , (1.29)

for some A > 0 and ω ∈ R. Then, the Borel sum is analytic in the complex α plane in the region {α ∈ C :

Re(1/α) > ω}. Now comes the important statement: it can be seen that the original formal series R is an

asymptotic expansion10 of RBS(α) as α→ 0.

RBS(α) ∼
∞∑
n=0

rnα
n+1 . (1.30)

This is just Watson’s lemma for the case of the Borel sum. Thus, we see that by starting off with a formal series,

we construct a function, the Borel sum, such that the original formal series is an asymptotic expansion of this

function. Borel summation [5] is a well known method11 to sum divergent series. It satisfyes properties 1,2 and 3

of the beginning of this section, but not the fourth [4]. Moreover, it can be seen that if R converges, we have that

R = RBS, a property known as regularity of the summation method [4].

A heuristic argument motivating the connection between the Borel sum and the formal series R is that if one

inserts the Borel transform written as a power expansion in t as in Eq. (1.27), and commutes with impunity sum

and integral (even though we may be integrating outside the radius of convergence of the power series), the original

formal series R is recovered∫ ∞
0

dt e−t/α
∞∑
n=0

rn
n!
tn →

∞∑
n=0

rn
n!

∫ ∞
0

dt e−t/αtn =

∞∑
n=0

rnα
n+1 . (1.31)

To illustrate the method, let’s consider again the series of the beginning of this section Eq. (1.16)

R =

∞∑
n=0

(−1)n . (1.32)

The Borel transform is clearly12 (we may consider the series above as a power series with α = 1).

R̂(t) =

∞∑
n=0

(−1)n

n!
tn = e−t . (1.33)

Therefore, the Borel sum is

RBS =

∫ ∞
0

dt e−te−t =
1

2
, (1.34)

which is the same sum we obtained before13.

10In this case, {αn}∞n=0 is the asymptotic sequence considered, and D is the set where the Borel sum has been said to be analytic.
11In fact, there are two methods to sum divergent series due to Borel, the one we have just mentioned which is known as the integral

summation method, and a so-called exponential summation method. Nevertheless, it can be seen that the integral method is stronger
in the sense that both methods agree on the sum whenever a formal series is summable by the two methods, but the integral method
can sum all the functions the exponential method can and more. For more details see [4].

12Notice that the Borel transform is entire and of bounded exponential type, but there is no contradiction with the fact that R above
is divergent. In this example R =

∑∞
n=0(−1)nαn+1 which is convergent only for α < 1, and we are considering the α = 1 case.

13This hardly comes as a surprise, as the method of Borel summation satisfies properties 1 and 3 of the beginning of this section
which have allowed us deduce the value 1/2.
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1.4 Directional Borel sums, the discontinuity function and the princi-
pal value Borel sum

In the previous section14, we have introduced Borel sums as a summation method for divergent series. This

procedure involves an integral in the positive real line. Unfortunately, in QCD one expects to find singularities in

the integration path of Eq. (1.28) [7], and one cannot perform the integral present in the Laplace transform of the

analytically continued Borel transform. To circumvent this problem, other paths of integration where the Borel

transform doesn’t have singularities are considered. This leads us to define the lateral Borel sums as

R± ≡
∫
C±

dt e−t/αR̂(t) = e±iη
∫ ∞

0

dx e
−xe±iη

α R̂(xe±iη) , (1.35)

where the paths of integration C± are parametrized by t = xe±iη. Even if all the coefficients rn of the original

formal series of Eq. (1.26) are real, lateral Borel sums are in general complex. Actually, R+ and R− only differ

by an imaginary part that has a different sign for each lateral Borel sum (when η → 0). This imaginary part that

would be absent in a Borel sum along the positive real line is what sometimes is called the ambiguity of the formal

series R. The idea is that in the presence of singularities in the integration path, we can only define the Borel

sum up to this ambiguous term, that makes the Borel sum itself ambiguous. We can isolate this imaginary part by

taking the difference of both lateral sums

disc(R) ≡ lim
η→0+

{∫
C+

dt e−t/αR̂(t)−
∫
C−

dt e−t/αR̂(t)

}
. (1.36)

The function disc(R) above is called the discontinuity function. This function is a non-analytic exponentially

suppressed function in α. The strength of the suppression is related to the location of the singularity of R̂ that is

closest to the origin in the t plane. For instance, if t = A where A > 0

disc(R) = e
−A
α × (. . . ) . (1.37)

We will see in Eq. (2.91) an example of a discontinuity function for the case of a branch point singularity in the

Borel plane. The non analytic term e
−A
α is reminiscent of a non-perturbative term which hints to a connection

between perturbative and non-perturbative sectors. This connection is captured in the resurgent approach to field

theory, which we will very briefly mention in section 2.6.

Coming back to physics for a while, let’s consider the perturbative expansion of the QCD singlet static potential,

whose Borel transform’s singularity that happens to be closest to the origin is located at15 [8]

t =
2π

β0
, (1.38)

where β0 is the first coefficient of the perturbative expansion of the beta function. In this thesis, we follow the

convention

µ
d

dµ
α(µ) = β(α) = −2α(µ)

∞∑
j=0

βj
(4π)j+1

αj+1(µ) , (1.39)

where in particular, β0 = 11− 2
3nf and β1 = 102− 38

3 nf . Then, the discontinuity function is

disc(R) = e
−2π
β0α × (. . . ) = ΛQCD × (. . . ) , (1.40)

14This section draws mainly from [6].
15We will see this proven in the large β0 approximation in section 2.3.
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which is what prompts the often mentioned statement that the ambiguity of the Borel sum of the static potential

is of order ΛQCD.

Since both lateral Borel sums differ by an imaginary constant, we can define a real term by taking the averaged

sum of both. This is the principal value Borel sum (PV Borel sum for short)

RPV ≡
1

2
lim
η→0+

{∫
C+

dt e−t/αR̂(t) +

∫
C−

dt e−t/αR̂(t)

}
. (1.41)

We will also sometimes use the notation

RPV ≡ PV

∫ ∞
0

dt e−t/αR̂(t) , (1.42)

or

RPV ≡ PV

∞∑
n=0

rnα
n+1 . (1.43)

This object will have a very prominent role in this thesis. We will further on see two methods to compute it from

truncated versions of Eq. (1.26), and use it for various purposes in subsequent chapters. We will see in Appendix B

that by assuming some properties of R̂an, the PV Borel sum of a formal series that is formally renormalization scale

and scheme indenpendent is renormalization scale and scheme independent. This is in contrast to what happens

to truncated versions of Eq. (1.26), which (when truncated at order αN (µ)) have a O
(
αN+1(µ)

)
dependence in the

scale and the scheme (for more details see Appendix B).

1.5 The large order behavior of perturbation theory

In the previous section, we have seen that in general we expect singularities in the Borel transforms of perturbative

expansions in QCD. In this section, we will see that the large order behavior of the coefficients rn of Eq. (1.26) is

intimately related to singularities in the t plane of the Borel transform in Eq. (1.27).

This idea stems from an old theorem by Darboux [9] that links the large order behavior of the coefficients of the

Taylor expansion of a function that is analytic around the origin with its singularities in the complex plane. This

theorem can be applied to 1-Gevrey divergent series, once one realizes their Borel transforms do have a finite radius

of convergence, which allows us to apply the theorem to their coefficients, which are straightforwardly related to

the coefficients of the original series by a factorial [10].

Let us be more explicit. Let us consider a complex function f defined in some subset of the complex plane that

is analytic in an open ball around the origin, but that has singularities in the complex plane. The singularity that

lies closest to the origin will be called ti. Let the Taylor expansion around t = 0 of f be

f(t) =

∞∑
n=0

ant
n . (1.44)

Now, let’s consider another function g that has the same singularity at ti in the sense that f − g is not singular at

this point. Let the Taylor expansion around t = 0 of g be

g(t) =

∞∑
n=0

bnt
n . (1.45)

Then, it can be proven that [11]

an = bn + o(|ti|−n) . (1.46)
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Thus, we see that the large n behavior of the coefficients an is dictated by the the coefficients bn of the Taylor

expansion of g. We will apply this method to the Borel transform Eq. (1.27) of the formal series Eq. (1.26), so that

f = R̂. Then, one would have

an =
rn
n!
, (1.47)

and by Eq. (1.46), we can easily obtain the large n behavior of rn. In this thesis, we will be concerned with Borel

transforms whose behavior around its singularities located at the points ti is of the form

R̂sing(t) = Z
1

(1− t/ti)s
∞∑
j=0

wj(1− t/ti)j , (1.48)

for some Z,wj , s. Therefore, our choice for g will simply be

g(t) = Z
1

(1− t/ti)s
∞∑
j=0

wj(1− t/ti)j . (1.49)

The form bn takes for such a g is readily obtained by noticing that at t = 0, we can Taylor expand

(1− t/ti)j
(1− t/ti)s

=

∞∑
n=0

Γ(n+ s− j)
Γ(s− j)Γ(n+ 1)

1

tni
tn . (1.50)

This immediately leads to

bn = Z
1

tni

∞∑
j=0

wj
Γ(n+ s− j)

Γ(s− j)Γ(n+ 1)
. (1.51)

It can be easily seen that each subsequent term in the j expansion above goes like n−j , and is thus, less and less

important for large n. In order to make this explicit, we just have to factor out16 the gamma function in Eq. (1.51)

bn = Z
1

tni

Γ(n+ s)

Γ(s)Γ(n+ 1)

∞∑
j=0

wj

j∏
k=1

(s− k)

(n+ s− k)
. (1.52)

At long last, combining Eqs. (1.47) and (1.46) with Eqs. (1.51) and (1.52)

rn → Z
1

tni

∞∑
j=0

wj
Γ(n+ s− j)

Γ(s− j) , (1.53)

or alternatively

rn → Z
1

tni

Γ(n+ s)

Γ(s)

∞∑
j=0

wj

j∏
k=1

(s− k)

(n+ s− k)
. (1.54)

Notice that the closer the singularity lies in the Borel plane, its contribution to the large n asymptotics of rn will

be more important (as long as s doesn’t change the picture of course) due to the 1/tni suppression. Nonetheless, it

must be mentioned that, even though the former statement is true as n→∞, in some cases it is possible that the

residue Z of some singularities to be suppressed (or enhanced) for whatever reason, and that it may happen that

a singularity that lies further from the origin dominates a singularity that lies closer, for some values of n where

naively17 you would expect this not to be the case. We will see this happening in section 3.7 for the pole mass in

the large β0 approximation.

So far, we have computed the large order behavior of the coefficients of a formal series whose leading singularity

in the Borel plane is given by Eq. (1.48), but no mention to physics has been done. In QCD, we will expect this

16Keep in mind that
∏b
a(. . . ) = 1 if b < a.

17Using the arguments we will review in section 1.6.
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behavior in the Borel plane, so the results of Eqs. (1.53) and (1.54) still apply, but there is an additional feature

that deserves mention. Let us consider the formal series computed using perturbative QCD of a quantity that has

zero mass dimensions (for instance, if we had the QCD static potential V in mind, we would consider rV )

R =

∞∑
n=0

rn(µ)αn+1(µ) , (1.55)

where we have made explicit the dependence on µ, the renormalization scale. We will now prove that if the large

order asymptotics of rn(µ) for µ = Q, where Q is some external scale18, is given by Eqs. (1.53) and (1.54), then

for arbitrary µ we need to perform the replacement

Z → Z

(
µ

Q

)d
, (1.56)

where the singularity in the t plane of the Borel transform of Eq. (1.55) is located at ti = 2πd
β0

. At this point, d can

be an arbitrary complex number, but in the next chapter, we will see that in fact, we will be interested in positive

and negative integer values. We will later call the constant Z the normalization of the renormalon. Let us consider

first the formal series in Eq. (1.55), where the renormalization scale takes the value µ = Q.

R =

∞∑
n=0

rn(Q)αn+1(Q) . (1.57)

As we have said, we assume the singularity of the Borel transform of the series above to be located at ti = 2πd
β0

, and

to be given by Eq. (1.48). Therefore, the large order asymptotics of the coefficients of the series above is simply

given by either Eq. (1.53) or Eq. (1.54). Keeping this in mind, we consider the relation between α(Q) and α(µ)

α(Q) =
α(µ)

1 + α(µ) β0

2π log
(
Q
µ

) , (1.58)

where we have considered the one loop relation for simplicity. Making use of the equation above, we re-expand

Eq. (1.57) in terms of α(µ)

∞∑
n=0

rn(µ)αn+1(µ) =

∞∑
n=0

rn(Q)
αn+1(µ)(

1 + α(µ) β0

2π log
(
Q
µ

))n+1 (1.59)

=

∞∑
n=0

∞∑
m=0

rn(Q)

(−n− 1

m

)
βm0

(2π)m
logm

(
Q

µ

)
αn+m+1(µ) . (1.60)

where
(
a
b

)
is a binomial coefficient19. Changing the summation index above to j = n + m, and renaming after

j → n, we get

∞∑
n=0

rn(µ)αn+1(µ) =

∞∑
n=0

n∑
m=0

rn−m(Q)

(−n− 1 +m

m

)
βm0

(2π)m
logm

(
Q

µ

)
αn+1(µ) , (1.61)

where we have defined rnegative ≡ 0. Thus, we can write

rn(µ) =

n∑
m=0

rn−m(Q)

(−n− 1 +m

m

)
βm0

(2π)m
logm

(
Q

µ

)
. (1.62)

18For example, typically Q = 1/r for the static potential.
19The binomial formula for negative exponents is defined by

(−N
k

)
= (−1)k

(N+k−1
k

)
, with N > 0 and k ≥ 0, where

(a
b

)
= a!

b!(a−b)!
for a, b ≥ 0.
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We are interested in the large n asymptotics of the equation above. In order to obtain that, we will substitute the

large order behavior of the coefficients rj(Q) that we already know from Eqs. (1.53) and (1.54). Thus, we get

r(as)
n (µ) = Z

1

tni

∞∑
j=0

wj
1

Γ(s− j)
n∑

m=0

Γ(n−m+ s− j)
(−n− 1 +m

m

)
dm logm

(
Q

µ

)
. (1.63)

Noting

Γ(n−m+ s− j) = Γ(n+ s− j)
m∏
l=1

1

n+ s− j − l , (1.64)

we can further write

r(as)
n (µ) = Z

1

tni

∞∑
j=0

wj
Γ(n+ s− j)

Γ(s− j)
n∑

m=0

dm logm
(
Q

µ

)(−n− 1 +m

m

) m∏
l=1

1

n+ s− j − l . (1.65)

Expanding for large n (−n− 1 +m

m

) m∏
l=1

1

n+ s− j − l =
(−1)m

m!
+O(n−1) , (1.66)

we see that Eq. (1.65) becomes

r(as)
n (µ) = Z

1

tni

∞∑
j=0

wj
Γ(n+ s− j)

Γ(s− j)
n∑

m=0

{[− d log
(
Q
µ

)]m
m!

+O(n−1)

}
. (1.67)

Thus, we see that when we consider the large n asymptotics of the expression above, the logs add up to an

exponential, so for n ∼ ∞ we write

r(as)
n (µ) = Z

(
µ

Q

)d
1

tni

∞∑
j=0

wj
Γ(n+ s− j)

Γ(s− j) . (1.68)

The equation above is the generalization of Eq. (1.53) for arbitrary µ. We can also write Eq. (1.54) for a general

value of µ in a similar fashion

r(as)
n (µ) = Z

(
µ

Q

)d
1

tni

Γ(n+ s)

Γ(s)

∞∑
j=0

wj

j∏
k=1

(s− k)

(n+ s− k)
. (1.69)

As it has already been mentioned, we will later be interested in singularities in the t plane parametrized by positive

and negative integer values of d. The ones with positive (negative) d will be called IR (UV) renormalons. It is

worth noticing that for IR renormalons, we will have the factor(
µ

Q

)|d|
, (1.70)

whereas for UV renormalons, we we will instead have(
Q

µ

)|d|
. (1.71)

1.6 Superasymptotics

Let us consider again the formal series

R =

∞∑
n=0

rnα
n+1 , (1.72)
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and let’s assume that it is asymptotic to some function f(α) ∼∑∞n=0 rnα
n+1 for α→ 0. It has already been stated

that for a fixed truncation point, the truncated R series will converge to the value given by f for small values of α.

One may wonder which is the best truncation point, so that, for a given fixed small value of α, the error committed

is the smallest. In order to answer this, let us consider the (absolute value of the) fixed order term

|rnαn+1| , (1.73)

where rn grows factorially in n. For a fixed small value of α, this fixed order term becomes smaller and smaller

as n gets bigger due to the power suppression in αn+1. However, eventually, no matter how small α may be, the

factorial growth in rn will overpower the power suppression, and the fixed order term will reach a minimum, and

will boundlessly grow henceforth. This behavior can be illustrated in the simple example of the series

∞∑
n=0

(−1)nn!αn+1 . (1.74)

This series is an asymptotic expansion of the function αS(α) where

S(α) ≡
∫ ∞

0

dx e−x
1

1 + αx
, (1.75)

is the Stieltjes function. Figure 1.2 depicts the behavior of the fixed order term for this series for α = 1/10, as well

as the behavior of the truncated series for various orders of truncation. As it can be seen, the fixed order term

seems to converge around n = 10, and explodes a few orders later. The same behavior is exhibited by the truncated

asymptotic expansion. The prediction becomes stable around the orders on which the fixed order term is minimal,

and afterwards, the series diverges.

We also see in Figure 1.2 that the asymptotic series truncated at the orders on which the fixed order term is

minimal in absolute value, yields a prediction that agrees quite well with the exact value (the dot dashed blue

line in the right panel). Asymptotic expansions truncated at the minimal term are said to be superasymptotic

[12, 13, 14]. The first thing one needs to notice is that the truncation point for a superasymptotic approximation

is a blurry concept since, in general, there may be a few orders on which the minimal term is small and more or

less of the same size, and there is no absolute rule that says which is the best. This behavior is clearly seen in

Figure 1.2, where between N = 7 and N = 12 we have a plateau. Nevertheless, one can always obtain the order

at which truncating the sum yields superasymptotic accuracy by simply minimizing the absolute value of the fixed

order term in Eq. (1.73). For the series in Eq. (1.74), we have

d

dN?
|(−1)N?N?!α

N?+1| = 0 , (1.76)

which implies

ψ(N? + 1) + logα = 0 , (1.77)

where ψ is the digamma function. This function has the following asymptotic expansion for large values of N?

ψ(N? + 1) = logN? +
1

2N?
− 1

12N2
?

+ . . . . (1.78)

Assuming N? is large enough, we can approximate Eq. (1.77) by

log(N?) + logα = 0 , (1.79)
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Figure 1.2: Plots with α = 1/10. Left panel: (−1)nn!αn+1 for various orders n. Right panel:
∑N
n=0(−1)nn!αn+1

for various truncation points N . The dot dashed blue line in the right panel is the exact value given by αS(α).

which leads to

N? =
1

α
. (1.80)

For α = 1/10, we see that the superasymptotic approximation is obtained around the order N? = 10, which agrees

with what is displayed in Figure 1.2. We emphasize again that the value of N? above is not a well defined concept,

and that we can truncate a few orders below or above that. This prompts the idea that, so to speak, the resolution

of the asymptotic expansion is of the order of this minimal term, and that we can estimate the ambiguity due to

the arbitraryness of the optimal truncation point by evaluating the fixed order term around the superasymptotic

truncation point

∆

(
N?∑
n=0

rnα
n+1

)
≡ |rN?αN?+1| (1.81)

= N?!α
N?+1 . (1.82)

Using the asymptotic expansion of the factorial of Eq. (1.1), we can obtain for large enough values of N?

∆

(
N?∑
n=0

rnα
n+1

)
≈ (2π)1/2α1/2e−

1
α . (1.83)

We obtain a non-analytic term that is reminiscent of the ambiguity of the Borel sum we have ecountered before in

Eq. (1.37). All of this seems to suggest that, no matter what we do to try to make sense of divergent asymptotic

expansions, we will always encounter a source of ambiguity that will be non analytic and reminiscent of non-

perturbative terms.

Needless to say, that the asymptotic series we have just considered is a very simple example, where we only

have a sign alternating factorial. In general, the coefficients rn of the series we will have in QCD will by far not

be so simple. Nonetheless, assuming they are 1-Gevrey formal series, we still can say that, just as we have seen

in the previous section, their large order behavior is again factorial (or being more precise, a gamma function as

given by Eqs. (1.53) and (1.54)). Therefore, the qualitative behavior seen in the simple example of the asymptotic

expansion of the Stieltjes function will take place in this scenario too. That is, the series will be at first dominated

by the power suppression in αn+1, and become smaller as n gets bigger, but eventually, the Γ(n + s) in rn will

become the dominant term in rn, and will overpower the power suppression making the series diverge.

Therefore, we can use the large n behavior of the coefficients rn to obtain an estimate of the optimal su-

perasymptotic truncation order for 1-Gevrey formal series, by repeating the same procedure as before, using the
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leading term in Eq. (1.54) for rn, and minimizing the absolute value of the fixed order term. This yields

log

( |ti|
α

)
− ψ(N? + s) = 0 . (1.84)

In this case, we have the following asymptotic expansion for the digamma function

ψ(N? + s) = logN? +
−1 + 2s

2N?
+
−1 + 6s− 6s2

12N2
?

+ . . . , (1.85)

so assuming again that N? is high enough to allow us reliably take the leading term in Eq. (1.85), we obtain from

Eq. (1.84)

N? =
|ti|
α
. (1.86)

In this thesis, we will use the relation given above between N? and α to superasymptotically truncate perturbative

expansions. In general, it reproduces very well the order at which the fixed order term becomes minimal. Never-

theless, it should be emphasized that in order to obtain Eq. (1.86), we have assumed that at the order at which

the fixed order term is minimal, rN? to be given by its leading asymptotic expression given by Eq. (1.54). Thus,

the precission of Eq. (1.86) at giving the optimal truncation point depends on how well rN? is saturated by its

asymptotic expression.

Just as we have done for the series of the Stieltjes function, estimating the ambiguity of the superasymptotic

truncation by assuming rN? to be saturated by its large N? behavior

∆

(
N?∑
n=0

rnα
n+1

)
≡ |rN?αN?+1| (1.87)

= | Z
Γ(s)

1

tN?i
Γ(N? + s)αN?+1| . (1.88)

Using again the LO of the Stirling series to approximate the gamma function

∆

(
N?∑
n=0

rnα
n+1

)
≈ | Z

Γ(s)
|(2π)1/2|ti|1/2+sα1/2−se−

|ti|
α , (1.89)

and yet again, a non analytic term in α appears.

Just as in section 1.4, let us again consider the case of the perturbative expansion of the QCD singlet static

potential. We have already mentioned that the leading singularity in the Borel plane is located at t = 2π
β0

. Thus,

the superasymptotic approximation is obtained around the order

N? =
2π

β0α
. (1.90)

The ambiguity in the superasymptotic approximation is

e−
2π
β0α × (. . . ) = ΛQCD × (. . . ) , (1.91)

just as in Eq. (1.40).
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Chapter 2

Renormalons

We have pointed out in the previous chapter that perturbative series in field theory are expected to be divergent.

This divergence of perturbative expansions is not a phenomenon that is expected to happen only in quantum field

theories, but it is more a feature that seems to follow perturbation theory wherever it goes1. It also happens in

quantum mechanics [17, 18, 19], in perturbative string theory [20], and even in more simple settings, such as field

theory in 0 dimensions, where path integrals are just ordinary integrals, and in some examples you can actually

compute the general form of the n-th order coefficient of the series, and the divergent nature of the expansion is

explicitly seen. Let us for instance consider the partition function of zero dimensional Euclidean φ4 theory defined

on just a point

Z =
1

(2π)1/2

∫
R
dφ e−

1
2φ

2− α
4!φ

4

. (2.1)

Expanding the integrand for small α, and commuting sum and integral, we find the following asymptotic expansion

Z ∼
∞∑
n=0

1

π1/2

(−1

6

)n
Γ(2n+ 1/2)

Γ(n+ 1)
αn . (2.2)

Clearly, the factorials above will eventually beat the power suppression of αn, no matter how small α is, and the

series ultimately diverges.

We have seen in section 1.5 that the large order behavior of the coefficients of perturbative expansions are

related to singularities on the Borel plane. The closer the singularity, the bigger its impact on the large n behavior.

In quantum mechanics, this large order behavior is related to instanton singularities in the Borel plane2, and is due

to the proliferation of the number of Feynman diagrams [21]. There are other settings beyond quantum mechanics

where the large order behavior of perturbation theory is still dominated by instantons. This seems to be the case

too for super-renormalizable3 field theories [25, 26, 19, 27].

In renormalizable quantum field theories there is another source of divergence that is more important than

instantons4: renormalons [7]. This divergence is not related to the existence of saddles in Euclidean actions, but

rather, it is related to momenta integration regions in the computation of Feynman diagrams. We distinguish

two types of renormalons, UV and IR. UV renormalons correspond to the UV part of Feynman diagrams, and IR

renormalons correspond to the IR region of Feynman diagrams. Wording this differently, there would be no IR(UV)

1See [15, 16] for a nice exposition of the divergent high order behavior of perturbation theory on various settings.
2For a heuristic argument for the relation between instantons and the Borel plane, see [7].
3The viewpoint presented is the usual lore, nevertheless, there are recent papers claiming renormalons in a super-renormalizable

theory [22]. See also [23, 24] for renormalons in quantum mechanics.
4That is, they are closer to the origin in the Borel plane.
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renormalon singularities in the Borel plane associated to perturbative expansions in renormalizable quantum field

theories, if in the computation of the Feynman diagrams, we set an IR(UV) cutoff in the momentum integration.

In this thesis, we will be concerned with QCD, and therefore, the large order behavior of the series we will

consider will be dominated by renormalons. In the next section, we use the large β0 approximation (see Appendix A)

to illustrate the relation between momenta integration regions for Feynman diagrams and singularities in the Borel

plane.

2.1 A first glimpse on renormalons

We will make use of the framework of the large β0 approximation in QCD to showcase how renormalons make

their appearance. We review the large β0 approximation to QCD in Appendix A. Let us consider an observable

R in QCD. As it is explained in detail in Appendix A, the perturbative expansion associated to R in the large β0

approximation is given by Eq. (A.15)

Rlarge β0
= α(µ)

∞∑
n=0

∫ ∞
0

dq F (q)

{
β0α(µ)

4π
log

(
µ2

q2
e−cX

)}n
. (2.3)

In the equation above, µ is the renormalization scale, and cX is related to the renormalization scheme chosen and,

for instance, in the MS scheme, we have cMS = −5/3. F will of course depend on the observable in question, and

as seen in Eq. (A.11), it is related to the LO term in the perturbative expansion of R. The equation above features

a momenta integral. We will show how the IR and the UV regions of this integral give rise to singularities in the

Borel plane. Let us first consider the Borel transform of this series

R̂large β0(t) =

∞∑
n=0

1

n!

∫ ∞
0

dq F (q)

{
β0t

4π
log

(
µ2

q2
e−cX

)}n
(2.4)

=

∫ ∞
0

dq F (q)

∞∑
n=0

1

n!

{
β0t

4π
log

(
µ2

q2
e−cX

)}n
(2.5)

=
(
µ2e−cX

) β0t
4π

∫ ∞
0

dq F (q)
1

q
β0t
2π

. (2.6)

Let’s first worry about the IR part. In order to do this, we will introduce a cutoff λ in the integral

R̂IR
large β0

(t) ≡
(
µ2e−cX

) β0t
4π

∫ λ

0

dq F (q)
1

q
β0t
2π

. (2.7)

Also, since we are dealing with the IR behavior of the integral, we are interested in the small q behavior of F , and

therefore, we can perform a small q expansion

F (q) =

∞∑
n=0

fnq
n , (2.8)

and hence5

R̂IR
large β0

(t) =
(
µ2e−cX

) β0t
4π

∞∑
n=0

fn

∫ λ

0

dq qn−
β0t
2π (2.9)

=

(
µ2

λ2
e−cX

) β0t
4π ∞∑

n=0

fn
λ1+n

1 + n− β0t
2π

. (2.10)

5The equality
∫ λ
0 dq qn−

β0t
2π = λ

1+n− β0t
2π

1+n− β0t
2π

is only true if Re(n − β0t
2π

) > −1 which for low values of n can look like a problem.

Nevertheless, notice that we can always compute the Borel transform for t < 0 values, for which the relation holds. Then, by analytic
continuation, the expression obtained in Eq. (2.10) is true.
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This is the expression we wanted to obtain. We see that we have singularities in the Borel plane located at t = j× 2π
β0

for j = 1, 2, 3, 4, 5, . . . . These singularities are the IR renormalons. Since in QCD β0 > 0, we see that they are

located in the positive real line, and indeed, they pose a problem to Borel summation. Let us now come back to

Eq. (2.6), and explore the UV region

R̂UV
large β0

(t) ≡
(
µ2e−cX

) β0t
4π

∫ ∞
λ

dq F (q)
1

q
β0t
2π

. (2.11)

In this case, we will be dealing with the UV behavior of the integral, and hence, we will be interested in the large

q behavior of F . Therefore, we will perform a large q expansion

F (q) =

∞∑
n=2

f ′n
1

qn
, (2.12)

which leads to

R̂UV
large β0

(t) =
(
µ2e−cX

) β0t
4π

∞∑
n=0

f ′n

∫ ∞
λ

dq
1

qn+
β0t
2π

(2.13)

=

(
µ2

λ2
e−cX

) β0t
4π ∞∑

n=0

f ′n
λ1−n

−1 + n+ β0t
2π

. (2.14)

Thus, we see that we have singularities at t = −j × 2π
β0

for j = 1, 2, 3, 4, 5, . . . . These singularities are UV

renormalons. Since in QCD β0 > 0, we find that they are located at the negative real line.

2.2 The u plane and the t plane

Before going any further, it is worthwhile to make a remark on notation. There is a trend in the literature to,

instead of working in the complex t plane, to work with the complex variable u where

u =
β0

4π
t . (2.15)

This is equivalent to considering formal series where the expansion parameter is β0α
4π instead of α. That is, instead

of

R =

∞∑
n=0

rnα
n+1 , (2.16)

we consider

R =

∞∑
n=0

rnα
n+1 ≡

∞∑
n=0

ρn

(
β0α

4π

)n+1

, (2.17)

and take the Borel transform with respect to the expansion parameter β0α
4π

B(u) ≡
∞∑
n=0

ρn
n!
un . (2.18)

Notice that B(u) and R̂(t) are not the same object6, although they are trivially related. The expression for the

Borel sum when working in the u plane is ∫ ∞
0

du e−
4πu
β0αB(u) . (2.19)

6To avoid any potential for ambiguity, in this thesis, we will use the symbol R̂ when we are working in the t plane, and the symbol
B when we are working in the u plane. The reader is warned though, that in the literature, one may find B to denote either case.
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Making this agree with the Borel sum we have been using in the t plane∫ ∞
0

du e−
4πu
β0αB(u) =

∫ ∞
0

dt e−
t
α R̂(t) , (2.20)

which implies

B(u) =
4π

β0
R̂(t =

4π

β0
u) , (2.21)

R̂(t) =
β0

4π
B(u =

β0

4π
t) . (2.22)

Despite both objects not being the same, we will denote them both as the Borel transform, and the context (and

the notation) will make it clear to which we are referring to. We finish this section by mentioning that in the u

plane, the IR and UV renormalons of the previous section are located at

urenormalon = ±j × 1

2
, (2.23)

that is, at positive and negative entire and semi entire values.

2.3 The Borel transform of the QCD singlet static potential in the
large β0 approximation

We will later use the QCD singlet static potential in the large β0 approximation as a toy model, so we will review

it in this section. Let us consider its pertubative expansion

V =

∞∑
n=0

Vnα
n+1 . (2.24)

The LO term is

VLO ≡ V0α = −CF
r
α = α

∫ ∞
0

dq
−2CF
π

sin(qr)

qr
, (2.25)

where CF is the Casimir of the fundemantal representation of SU(3). Therefore, recalling Eq. (A.11), we have that

F (q) =
−2CF
π

sin(qr)

qr
. (2.26)

Therefore, from Eq. (A.15), we find that the perturbative expansion of the singlet static potential in the large β0

approximation is

Vlarge β0
=
−2CFα(µ)

π

∞∑
n=0

∫ ∞
0

dq
sin(qr)

qr

{
β0α(µ)

4π
log

(
µ2

q2
e−cX

)}n
. (2.27)

Let us consider its Borel transform. From Eq. (2.6), we can write

V̂largeβ0
(t) =

−2CF
π

e
−β0t
4π cX

∫ ∞
0

dq
sin(qr)

qr

(
µ

q

) β0t
2π

. (2.28)

Let’s now notice [28] (
µ

q

)w
=

1

Γ(w)

∫ ∞
0

dxxw−1e−xq/µ , (2.29)
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so that

V̂largeβ0
(t) =

−2CF
π

e
−β0t
4π cX

∫ ∞
0

dq
sin(qr)

qr

1

Γ(β0t
2π )

∫ ∞
0

dxx
β0t
2π −1e−xq/µ (2.30)

=
−2CF
π

e
−β0t
4π cX

1

Γ(β0t
2π )

∫ ∞
0

dxx
β0t
2π −1

∫ ∞
0

dq
sin(qr)

qr
e−xq/µ (2.31)

=
−2CF
πr

e
−β0t
4π cX

1

Γ(β0t
2π )

∫ ∞
0

dxx
β0t
2π −1 arctan

(rµ
x

)
(2.32)

=
−CF
r

e
−β0t
4π cX (rµ)

β0t
2π

1

Γ(β0t
2π + 1)

sec

(
β0t

4

)
, (2.33)

and we obtain the expression for the Borel transform. Nevertheless, in the literature, it is customary to write this

function in another way. In order to do that, we recall the trigonometric identity

sec(z) =
1

sin
(
π
2 − z

) , (2.34)

and Euler’s reflection formula

Γ(1− z)Γ(z) =
π

sin(πz)
, (2.35)

which allow us to write Eq. (2.33) in the following way

V̂largeβ0(t) =
−CF
rπ

e
−β0t
4π cX (rµ)

β0t
2π

Γ
(

1/2 + β0t
4π

)
Γ
(

1/2− β0t
4π

)
Γ(β0t

2π + 1)
. (2.36)

Writing this Borel transform in the u plane

B(u) =
−4CF
β0r

e−cXu(rµ)2uΓ (1/2 + u) Γ (1/2− u)

Γ(1 + 2u)
. (2.37)

The above expression is the expression found in the original article [8] where this Borel transform was first computed.

There is another, shorter way to write it. In order to compute it, we make use of the Legendre duplication formula

Γ(1/2 + u) = 21−2uπ1/2 Γ(2u)

Γ(u)
, (2.38)

which leads to

B(u) =
−4CFπ

1/2

β0r
e−cXu(

r2µ2

4
)u

Γ (1/2− u)

Γ(1 + u)
, (2.39)

or writing the Borel tranfrom in the t plane

V̂largeβ0(t(u)) =
−CF
π1/2r

e−cXu
(
r2µ2

4

)u
Γ(1/2− u)

Γ(1 + u)
. (2.40)

From the above equation, we find that this Borel transform has IR renormalons located at u = 2n+1
2 for n =

0, 1, 2, . . . , that is, at half integer values u = 1/2, 3/2, 5/2, . . . . There are no UV renormalons. The Laurent

expansion around the leading singularity u = 1/2 of Eq. (2.40) yields

V̂largeβ0
(t(u)) = µ

−2CF
π

e−cX/2
1

1− 2u
+ . . . , (2.41)

where the dots denote analytic terms. It is customary to call to the residue of the pole the normalization of the

u = 1/2 renormalon in the following way

Z largeβ0

V ≡ −2CF
π

e−cX/2 . (2.42)
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Writing Vlargeβ0
≡∑∞n=0 Vnα

n+1, the large n behavior associated to this u = 1/2 renormalon is

V (as:u=1/2)
n = µ

−4CF
β0

e−cX/2
(
β0

2π

)n+1

n! . (2.43)

It is worthwhile to point out that there is no r dependence on this renormalon. Furthermore, it is also interesting

that, as we will see in the next section, the singularity in Eq. (2.41) coincides with the u = 1/2 singularity of the

Borel transform of minus twice the pole masss, which makes the sum V + 2mOS devoid of the u = 1/2 renormalon

[29]. The Laurent expansion of the Borel transform around u = 3/2 is

V̂largeβ0
(t(u)) = r2µ3CF

9π
e−3cX/2

1

1− 2u
3

+ . . . , (2.44)

where the dots denote analytic terms. Thus, the subleading large order behavior associated to this singularity is

V (as:u=3/2)
n = r2µ3 2CF

3β0
e−3cX/2

(
β0

6π

)n+1

n! . (2.45)

We note that we can obtain similar formulas for all the singularities present in Eq. (2.40).

2.4 The Borel transform of the pole mass in the large β0 approximation

After having dealt with the static potential in the large β0 approximation, we will now review the pole mass, also

in the large β0 approximation. Let us consider M̃ , the perturbative expansion of the pole mass mlarge β0

OS minus the

MS mass m in the large β0 approximation

M̃ ≡ mlarge β0

OS −m =

∞∑
n=0

rnα
n+1 . (2.46)

The Borel transform in the MS scheme of the series above reads [30, 31, 32]

ˆ̃M(t(u)) = m
CF
4π

[(
m2

µ2

)−u
e−cMSu6(1− u)

Γ(u)Γ(1− 2u)

Γ(3− u)
− 3

u
+R(u)

]
, (2.47)

where u = β0

4π t, and

R(u) =

∞∑
n=1

1

(n!)2

dn

dzn
G(z)

∣∣∣∣
z=0

un−1 = −5

2
+

35

24
u+O(u2) , (2.48)

G(u) = −1

3
(3 + 2u)

Γ(4 + 2u)

Γ(1− u)Γ2(2 + u)Γ(3 + u)
. (2.49)

The formula for R(u) above is only valid in the MS scheme. The Borel transform in Eq. (2.47) has singularities at the

positive real line located at u = 1/2, 3/2, 2, 5/2, 7/2, 9/2, . . . , and at the negative real line at u = −1,−2,−3,−4, . . . ,

and thus, as opposed to what we had with the static potential, we have UV renormalons. The Laurent expansion

around the leading singularity located at u = 1/2 is

ˆ̃M(t(u)) = µ
CF
π
e−cMS/2

1

1− 2u
+ . . . , (2.50)

and we see that it is exactly −1/2 times the one we have in Eq. (2.41), and thus, as we have already mentioned,

we see that the formal series 2mlargeβ0

OS + Vlargeβ0 has no renormalon at u = 1/2 [29].
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2.5 The operator product expansion

The operator product expansion (OPE) and its relation with renormalons will be important for this thesis, so we

will briefly review it in this section. The OPE was introduced by Wilson in [33] (see also [34]) as a conjecture for

the short distance expansion of products of local operators. At first, it was rigorously proven to hold true in the

framework of perturbation theory [35]. Afterwards, it was posited to also be valid beyond perturbation theory, and

implemented in the famous QCD sum rules [36, 37, 38] (see also [39]). Being more precise, let A(x) and B(y) be

local operators on some field theory, where with local what is meant is that they only depend on one spacetime

point. Then, the idea is that we can write their operator product when x→ y as a sum over all local operators On

A(x)B(y) =
∑
n

CABn (x− y)On(y) for x ∼ y . (2.51)

The CABn above are known as the Wilson coefficients, and due to translational symmetry, they depend only on

the difference x − y. Typically, the Wilson coefficients will be singular for x = y, and in general, they will be

distributions. Let dA, dB and dOn be the mass dimensions of the operators A, B and On respectively. Then, naive

dimensional arguments suggest that7

CABn (x− y) ∼ (x− y)dOn−dA−dB . (2.52)

If we organize the sum in n in Eq. (2.51) according to the mass dimension of the operators On, then Eq. (2.52)

tells us that only the operators with lowest mass dimensions will be singular as x→ y.

Eq. (2.51) is meant to be understood as an operator equation, that is, it is valid when taken inside any two

states 〈Ψ|A(x)B(y) |Φ〉, and the beauty of it is that the Wilson coefficients will remain the same regardless of 〈Ψ|
and |Φ〉. In this thesis, we will mainly be interested in vacuum expectation values

〈Ω|T{A(x)B(y)} |Ω〉 ≡ 〈A(x)B(y)〉 , (2.53)

where |Ω〉 is the full vacuum of QCD. Thus, we write

〈A(x)B(y)〉 =

∞∑
d=dlowest

CABd (x− y)〈Od(y)〉 for x ∼ y , (2.54)

where we have now organized the operators in the sum according to their mass dimension, from lower to higher.

Typically, the operator with lowest mass dimension will be the identity operator 1 with d = 0. It is worth

mentioning that the vacuum expectation values 〈Od(y)〉 in Eq. (2.53) cancel in perturbation theory, except for

the trivial operator, where we simply have 〈1〉 = 1. Furthermore, since we are considering vacuum expectation

values in Eq. (2.54), only gauge invariant Poincaré scalar operators Od will survive. These are the first few vacuum

expectation values in the OPE (also called the condensates) that we will have in QCD, ordered according to their

mass dimension:

• for d = 0 the identity operator trivially leads to 〈1〉 = 1,

• for d = 3 the quark condensate 〈q̄αqα〉,

• for d = 4 the gluon condensate 〈GaµνGaµν〉,
7Eq. (2.52) holds for free theories, but in general, renormalization slightly alters it.
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• for d = 5 the quark gluon condensate 〈q̄ασµνtaαβqβGaµν〉,

• for d = 6 the three gluon condensate 〈fabcGaµνGbνξGcξµ〉, and the four quark condensate 〈q̄αΓαβq
β q̄γΓγδq

δ〉,

where a, b, c are SU(3) adjoint indexes, α, β, γ, δ are SU(3) fundamental representation indexes, taαβ are the genera-

tors of SU(3) in the fundamental representation with the normalization taαβt
b
βα = 1/2× δab, fabc are the structure

constants satisfying [ta, tb] = ifabctc, and

σµν =
i

2
(γµγν − γνγµ) , (2.55)

where γµ are the usual gamma matrices acting on spinors. We will not bother defining the Γ terms in the four

quark condensate, as we will not use them. It is worth mentioning that there are no allowed operators with d = 1

or d = 2.

We haven’t explicitly said it so far, but the terms in Eq. (2.54) depend on a factorization scale µ that separates

long and short distance effects. Making this explicit

〈A(x)B(y)〉 =
∑
d

CABd (x− y, µ)〈Od(y, µ)〉 for x ∼ y . (2.56)

The Wilson coefficients will contain the short distance behavior, and the condensates parametrize long distance

effects. Thus, the Wilson coefficients can be approximated using perturbation theory, whereas for the condensates,

a non-perturbative treatment is necessary. After renormalization, the condensates we have seen so far will, in

general, depend on the scale µ. RG invariant versions can be defined [40, 41, 42]. For instance, for the quark and

gluon condensate, we would have

〈mq̄αqα〉 , (2.57)

−2

β0
〈β(α)

α
GaµνG

a
µν〉 , (2.58)

where β is the beta function, and m is the quark mass. We finish by writing the Fourier tranformed version of the

OPE. Without loss of generality, we can consider the y = 0 case.

〈A(x)B(0)〉 =
∑
d

CABd (x, µ)〈Od(0, µ)〉 for x ∼ 0 . (2.59)

We can write a Fourier transformed version of Eq. (2.59)∫
d4x e−iqx〈A(x)B(0)〉 =

∑
d

〈Od(0, µ)〉
∫
d4x e−iqxCABd (x, µ) (2.60)

≡
∑
d

1

Qd
C̃ABd (Q,µ)〈Od(0, µ)〉 , (2.61)

where Q is Euclidean momenta, and we have factorized the Q−d from the Wilson coefficients in momentum space.

Just as the position space version works for x ∼ 0, the Fourier transformed version is expected to be true for

Q→∞.
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2.6 The OPE and renormalons

In this section8, we will highlight the relation between renormalons and the OPE. Let us consider an OPE in

momentum space of a dimensionless observable R (we skip the tilde in the Wilson coefficients on momentum space)

〈R〉OPE =

∞∑
d=0

1

Qd
CRd (Q,µ)〈Od(0, µ)〉 . (2.62)

The d = 0 operator will just be the identity operator, so we write

〈R〉OPE = CR0 (Q,µ)+
1

Qd1
CRd1(Q,µ)〈Od1(0, µ)〉+ 1

Qd2
CRd2(Q,µ)〈Od2(0, µ)〉+ 1

Qd3
CRd3(Q,µ)〈Od3(0, µ)〉+. . . , (2.63)

where di is the mass dimension of the operator Odi , and d1 is the lowest non-trivial one. As we have already

mentioned, the Wilson coefficients are usually computed as power series expansions in the strong coupling

CRdi(Q,µ) =

∞∑
n=−1

c(di)n (Q,µ)αn+1(µ) , (2.64)

where the series above is understood as a formal series that, in general, is expected to be divergent and asymptotic.

Thus, the OPE takes the form

〈R〉OPE =

∞∑
n=−1

c(0)
n (Q,µ)αn+1(µ) +

〈Od1(0, µ)〉
Qd1

∞∑
n=−1

c(d1)
n (Q,µ)αn+1(µ) + . . . . (2.65)

We emphasize again that the series above are, in general, expected to be divergent and asymptotic. In practice,

when implementing them, one has to choose a way to handle the divergent series, say by truncating them, or say by

doing something else, for instance Borel summation. It is only after the specific way to regularize the perturbative

sums has been stated, that one can give well defined numbers for each of the terms of the OPE. Note, however,

that different regularizations of the perturbative sums will yield different numerical values, which will affect the

values of the condensates. This is somewhat analogous to the freedom of scheme one has in the renormalization of

the coupling constant.

There is a method that exploits these ideas to fix some coefficients of the Borel transform of the first series in

the RHS of Eq. (2.65) in the vicinity of the closest IR renormalon. The idea is to compare the ambiguity of the

first series in the RHS of Eq. (2.65) with the first condensate sector. In particular, we will see that this approach

fixes the location of the first IR renormalon to be at t = 2πd1
β0

. Let us see how this works in more detail. We will

use µ independent versions of the condensates by considering

〈Ōdi〉 ≡ 〈Odi(0, µ)〉 exp

{∫ α(µ)

k

dα′
γOdi (α

′)

β(α′)

}
, (2.66)

where k is an integration constant that will be irrelevant for us. Just as in Eq. (1.39), the beta function is

µ
d

dµ
α(µ) = β(α(µ)) . (2.67)

The anomalous dimension γOdi of the operator Odi is defined in the following way

µ
d

dµ
〈Odi(0, µ)〉 ≡ −γOdi 〈Odi(0, µ)〉 , (2.68)

8This section is based on [43, 44, 45, 46, 47, 48].
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and

γOdi (α) =

∞∑
k=1

γ
(di)
k αk . (2.69)

It is easy to see using Eq. (2.68) and Leibniz’s integral rule that

µ
d

dµ
〈Ōdi〉 = 0 . (2.70)

Also, we expect the condensate to be proportional to the QCD scale

〈Ōdi〉 = #ΛdiQCD , (2.71)

and recall that we can write the small α(µ) expansion of ΛQCD by integrating the beta function in Eq. (1.39)

ΛQCD = Qe
−2π

β0α(Q)

(
β0α(Q)

4π

)−b
exp

{
−
∞∑
n=1

sn

(−bβ0α(Q)

2π

)n}
, (2.72)

where we have defined

b ≡ β1

2β2
0

, (2.73)

s1 ≡
β2

1 − β0β2

2β2
0β1

, (2.74)

s2 ≡
β3

1 − 2β0β1β2 + β2
0β3

4β2
0β

2
1

, (2.75)

s3 ≡
β4

1 − 3β0β
2
1β2 + 2β2

0β1β3 + β2
0β

2
2 − β3

0β4

6β2
0β

3
1

, (2.76)

s4 ≡
β5

1 − 4β0β
3
1β2 + 3β2

0β
2
1β3 + 3β2

0β1β
2
2 − 2β3

0β1β4 − 2β3
0β2β3 + β4

0β5

8β2
0β

4
1

, (2.77)

s5 = . . . . (2.78)

All in all, a generic term of the OPE in Eq. (2.63) becomes

1

Qdi
CRdi(Q,µ)〈Odi(Q,µ)〉 =

1

Qdi
CRdi(Q,µ) exp

{
−
∫ α(µ)

k

dα′
γOdi (α

′)

β(α′)

}
〈Ōdi〉 . (2.79)

Let us now define

C̄Rdi(Q) ≡ CRdi(Q,µ) exp

{
−
∫ α(µ)

k

dα′
γOdi (α

′)

β(α′)

}
, (2.80)

and expand

C̄Rdi(Q) = c̄
(di)
−1 × α

2πγ
(di)
1
β0 (Q)

{
1 +

∞∑
n=0

c̄(di)n αn+1(Q)

}
. (2.81)

Notice that the coefficients c̄
(di)
n will mingle the coefficients βn, γ

(di)
n and those of the perturbative expansion of

CRdi . With these definitions, a generic term in the OPE becomes

1

Qdi
CRdi(Q,µ)〈Odi(0, µ)〉 =

1

Qdi
C̄Rdi(Q)〈Ōdi〉 , (2.82)

which using Eq. (2.81), we write as

1

Qdi
C̄Rdi(Q)〈Ōdi〉 =

〈Ōdi〉
Qdi

c̄
(di)
−1 α

2πγ
(di)
1
β0 (Q)

{
1 +

∞∑
n=0

c̄(di)n αn+1(Q)

}
. (2.83)
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Using Eq. (2.72) to to kick out the 1/Qdi dependence

1

Qdi
C̄Rdi(Q)〈Ōdi〉 = const×

(
β0

4π

)−bdi
e
−di2π
β0α(Q)α

2πγ
(di)
1
β0

−bdi(Q)

×
{

1 +

∞∑
n=0

c̄(di)n αn+1(Q)

}
exp

{
−
∞∑
n=1

sn

(−bβ0α(Q)

2π

)n}di
, (2.84)

where const ≡ #c
(di)
−1 is an irrelevant constant. Ignoring this constant, and all the other Q independent constants

above, and expanding it all in α(Q)

1

Qdi
C̄Rdi(Q)〈Ōdi〉 ∼ e

−di2π
β0α(Q)α

2πγ
(di)
1
β0

−bdi(Q)

{
1 +

∞∑
n=0

f (di)
n αn+1(Q)

}
, (2.85)

where the constants f
(di)
n combine the sn and the c̄

(di)
n . We will now consider the ambiguity associated to an IR

renormalon9 located in u = d/2, and we will find out that the ambiguity associated to it will scale like e
−d2π
β0α(Q) .

We will then use this fact to fix some coefficients of the Borel transform in the vicinity to the aforementioned

renormalon. Thus, let’s consider the formal series10 of the first term on the RHS of Eq. (2.63)

CR0 (Q) =

∞∑
n=0

c(0)
n αn+1(Q) , (2.86)

and its Borel transform

ĈR0 (t) =

∞∑
n=0

c
(0)
n

n!
tn . (2.87)

In the large β0 examples we have considered so far, we have found renormalons to be poles in the complex plane.

For real QCD, we will generalize this behavior to a branch cut singularity, so that for an IR renormalon located

at u = d/2, we assume the behavior of the Borel transform around this singularity to be the one we have seen in

section 1.5

ĈR0 (t(u)) = Z
1

(1− 2u/d)1+l

∞∑
j=0

wj(1− 2u/d)j , (2.88)

with w0 = 1, and the rest of the coefficients wj , l and Z are arbitrary. We have seen in section 1.4 that the

ambiguity associated to the singularity above is related to the discontinuity function

disc(CR0 ) = lim
η→0+

{∫
C+

dt e−t/α(Q)ĈR0 (t)−
∫
C−

dt e−t/α(Q)ĈR0 (t)

}
, (2.89)

where C± is parametrized by t = xe±iη. These integrals yield

disc(CR0 ) = Z

(
2πd

β0

)1+l

2i sin(π[1 + l])Γ(−l)e
−d2π
β0α(Q)α−l(Q)

∞∑
n=0

Γ(n− l)
Γ(−l)

(−β0

2πd

)n
wnα

n(Q) , (2.90)

where ignoring the constant factors, we obtain

disc(CR0 ) ∼ e
−d2π
β0α(Q)α−l(Q)

∞∑
n=0

Γ(n− l)
Γ(−l)

(−β0

2πd

)n
wnα

n(Q) . (2.91)

9Recall that, as we saw in section 1.5, the Borel transform around an UV renormalon located at u = d/2, where d < 0, will

be proportional to (Q/µ)|d|. Then, the discontinuity function of Eq. (2.91) will schematically be ∼ Q|d|/µ2|d|Λ
|d|
QCD, as opposed to

∼ Λ
|d|
QCD/Q

|d| if we had an IR renormalon located at u = |d|/2, and thus, it cannot be absorbed in the condensates of the OPE whose

terms are all powers of ΛQCD/Q.
10We assume the c

(0)
−1 term to be zero.
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Taking a look at Eq. (2.91) and Eq. (2.85), we notice that the parametric dependence in α(Q) is the same. Keeping

this in mind, let us come back to Eq. (2.63)

〈R〉OPE =

∞∑
n=0

c(0)
n αn+1 +

1

Qd1
CRd1〈Od1〉+

1

Qd2
CRd2〈Od2〉+

1

Qd3
CRd3〈Od3〉+ . . . . (2.92)

As we have just seen, the ambiguity associated to the leading IR renormalon of the series of the first term of the

RHS above has a parametric dependence in α(Q) that is the same as that of the condensates. The heuristic idea

then is that since the LHS of the equation above is meant to be a well defined object, then for the leading ambiguity

of the perturbative series to be absorbed in the leading condensate 〈Ōd1〉. Thus, we need to equate the parametric

dependence in α(Q) of Eqs. (2.91) and (2.85), yielding the relations

d = d1 , (2.93)

l = db− 2πγ
(d1)
1

β0
, (2.94)

w1 =
d

bdβ0 − 2πγ
(d1)
1

{
2πc̄0 + bdβ0s1

}
, (2.95)

w2 =
d2

2(bdβ0 − 2πγ
(d1)
1 )((bd− 1)β0 − 2πγ

(d1)
1 )

{
8π2c̄1 + 4bdπβ0s1c̄0 + b2dβ2

0(ds2
1 − 2s2)

}
, (2.96)

w3 =
−d3

6β3
0(−bd+

2πγ
(d1)
1

β0
+ 2)(−bd+

2πγ
(d1)
1

β0
+ 1)(−bd+

2πγ
(d1)
1

β0
)

{
48π3c̄2 + 24bdπ2β0s1c̄1 (2.97)

+ 6b2dπβ2
0(ds2

1 − 2s2)c̄0 + b3dβ3
0(d2s3

1 − 6ds1s2 + 6s3)
}
, (2.98)

w4 = . . . . (2.99)

In particular, we see that the location of the leading IR renormalon of the perturbative expansion is dictated by

the mass dimensions of the leading condensate, and that the coeficients wj parametrizing this singularity are given

by the beta function coefficients and the coefficients of the Wilson coefficient. It is worth emphasizing that with

this approach, we cannot fix the normalization of the renormalon Z of Eq. (2.88).

Before finishing this section, it is noteworthy pointing out the similarities between the procedure that has just

been carried out, and resurgent transseries [49, 50, 51]. Roughly speaking, a transseries11 is essentially an expansion

in exponentials and powers of some parameter12

∞∑
m=0

e
−am
α

∞∑
n=0

r(m)
n αn+1 . (2.100)

Let a0 = 0 so that the first exponential sector above is just a perturbative expansion. Resurgence remarkably

hypothesizes that the coefficients of the series of the various exponential sectors in the object above are deeply

related, and that knowledge of the large order behavior of the coefficients r
(0)
n in fact gives us knowledge on the

coefficients r
(m)
n of the rest of non-perturbative sectors. That is, perturbation theory seems to encode information

of non-perturbative physics already(!), and its all hidden in its large order behavior. Moreover, each sector has a

formal series that is in general divergent and whose sum is ambiguous, but these ambiguities can be made sense

of when the whole transseries is considered. The connection with these ideas and the OPE comes from realizing

that as we see in Eq. (2.85), a generic term in the OPE follows the schematic form displayed in the transseries

11For a nice introduction to transseries see [52].
12In general, there can also be logarithms, and the functions that appear can have higher depth, that is, things like ee

−1/α
can

appear.
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above with various exponentially suppressed sectors. To name a few applications of resurgence in physics, we have

quantum mechanics [53, 54, 55, 56, 57] and certain asymptotically free theories [58, 59, 60, 61]. For a perspective

on resurgence and the OPE in supersymmetric theories see [62, 63].

2.7 Fixing the condensates from the OPE

Let us now consider again the OPE

〈R〉OPE =

∞∑
n=0

c(0)
n (Q,µ)αn+1(µ) +

1

Qd1
C̄Rd1〈Ōd1〉+ . . . , (2.101)

where we have only explicitly written the first condensate term. A major theme in the following chapters will be

to use the equation above to fix the leading condensate. We will do this by writing

〈Ōd1〉 = Qd1
1

C̄Rd1

{
〈R〉OPE −

∞∑
n=0

c(0)
n (Q,µ)αn+1(µ)

}
+ . . . , (2.102)

where we ignore the contributions of subleading terms in the OPE. As we have already emphasized many times, the

various series in the equation above are divergent, and therefore, before making sense of the equation above, these

need to be regularized. Consequently, the ambiguity on the method chosen to regularize them will translate itself

on the condensate. For instance, we could simply truncate the various series above at order αNdi+1, and obtain for

the condensate a value

〈Ōd1〉N ≡ Qd1
1

C̄Rd1

∣∣
Nd1

{
〈R〉OPE −

N0∑
n=0

c(0)
n (Q,µ)αn+1(µ)

}
+ . . . . (2.103)

One must keep in mind that since 〈Ōd1〉N is expected to scale as Λd1QCD, the series in braces above needs to be

regularized with Λd1QCD precision, because it is pointless to attempt to extract ∼ Λd1QCD terms from 〈R〉OPE if the

Wilson coefficient of the trivial operator that we are subtracting to 〈R〉OPE itself doesn’t have ∼ Λd1QCD precision.

For instance, this is achieved if we truncate the series in braces above at the optimal truncation point as given in

Eq. (1.86) dictated by the leading IR renormalon, which as we have seen in the previous section, will be located at

t = 2πd1
β0

. It is worth pointing out that, as we have already mentioned, we can always keep one order more, or one

order less around the optimal truncation point, and by doing this, the value of the condensate changes by terms

that are of order Λd1QCD.

Truncation has the obvious advantage that one can always do it if one simply knows enough coefficients of the

series. Nonetheless, truncation is not without its drawbacks. So far, we have assumed the various terms in the

OPE to be formally µ independent, which implies

µ
d

dµ

∞∑
n=0

c(0)
n (Q,µ)αn+1(µ) = 0 , (2.104)

order by order in α(µ). Despite this, when one truncates the series above, there will always linger some residual

O
(
αN0+2(µ)

)
scale dependence (where we truncate at αN0+1(µ)), which will be carried to the condensate as defined

in Eq. (2.103). In this thesis, we will use the PV Borel sum to regularize the formal series in braces13 in Eq. (2.102).

As we show in Appendix B, assuming some properties for the analytically extended Borel transform of CR0 , we can

13We will not worry much about the Wilson coefficient C̄Rd1 because in the cases we will consider, the series will not be known to
high enough orders to reach its asymptotic behavior, and in practice, we will just truncate it.
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see that the PV Borel sum is renormalization scale and scheme independent. Thus, a condensate defined in the

following way

〈Ōd1〉PV ≡ Qd1
1

C̄Rd1

∣∣
Nd1

{
〈R〉OPE − PV

∞∑
n=0

c(0)
n (Q,µ)αn+1(µ)

}
+ . . . , (2.105)

will be renormalization scale and scheme independent (up to subleading terms in the OPE).

The obvious drawback, of course, is that in order to compute the PV Borel sum, we need the Borel transform

first, and this requires the knowledge of all the coefficients of the divergent series. Quite remarkably, it is possible

to relate truncated formal series with their PV Borel sums. In this thesis, we will explore two avenues for that,

which will be shown in the next two chapters. The first is based in the so called Dingle’s theory of terminants [10],

and the second draws from [64, 65, 66, 67].
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Chapter 3

Approximating the PV Borel sum:
Method 1

In this chapter, we review Dingle’s method to obtain the PV Borel sum of a divergent series from truncated versions

of it, and then apply it to some examples in the large β0 approximation (see [68, 69, 70] for the original articles).

3.1 Dingle’s terminants

In chapter 21 of his book [10], Dingle was concerned with the problem of extracting information from the remainder

tail of a truncated divergent asymptotic expansion (which of course is also divergent), what he refers to as termi-

nating a truncated series. Inspired by Borel summation, he proposed a method to assign a finite number to the

remainder tail of a series, and called this object a terminant. Let’s make all of this more precise. First of all, we

should remind ourselves a feature of Borel summation. Let’s consider a divergent asymptotic series and its Borel

transform

R =

∞∑
n=0

rnα
n+1 , (3.1)

R̂ =

∞∑
n=0

rn
n!
tn . (3.2)

As we have already seen, if we introduce this object in a Laplace transform, ignoring the fact that we are considering

the power series of the Borel transform outside its convergence radius, and commute sum and integral with impunity∫ ∞
0

dt e−t/α
∞∑
n=0

rn
n!
tn →

∞∑
n=0

rn
n!
αn+1

∫ ∞
0

dt e−ttn =

∞∑
n=0

rnα
n+1 = R , (3.3)

we recover the original series. Let us now remark that the same can be achieved with a slight modification. We

can define an analogue of the Borel transform of R changing slightly the factorial

R̂′ =

∞∑
n=0

rn
Γ(n+ 1 + σ)

tn , (3.4)

and modifying slightly the Laplace transform, introducing a factor (t/α)σ to compensate∫ ∞
0

dt e−t/α(t/α)σ
∞∑
n=0

rn
Γ(n+ 1 + σ)

tn , (3.5)

such that, when we again commute integral and sum∫ ∞
0

dt e−t/α(t/α)σ
∞∑
n=0

rn
Γ(n+ 1 + σ)

tn →
∞∑
n=0

rn
Γ(n+ 1 + σ)

αn+1

∫ ∞
0

dt e−ttn+σ =

∞∑
n=0

rnα
n+1 = R , (3.6)
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we again obtain the original series. This change to the Borel sum might seem strange at this point, but the reason

to consider it will be apparent soon. Keeping this in mind, let’s consider a truncated divergent asymptotic series

and its remainder

R =

N∑
n=0

rnα
n+1 +

∞∑
n=N+1

rnα
n+1 . (3.7)

As we have mentioned earlier, Dingle was concerned in trying to assign a value to the (divergent) remainder tail

above. In order to do that, he applied the expression in Eq. (3.5) to the remainder tail. That is, he considered∫ ∞
0

dt e−t/α(t/α)σ
∞∑

n=N+1

rn
Γ(n+ 1 + σ)

tn . (3.8)

Dingle sought to apply the method to series that for large n diverged factorially, that is, rn ∼ Γ(n+1+σ) for some σ,

for large enough n. Now, since we are appplying Eq. (3.8) to the remainder tail, rn will be already well approximated

by the leading asymptotic behavior, and we can substitute it above. Therefore, we see that in Eq. (3.8), we will

basically have a geometric series and the reason for having introduced the σ in Eq. (3.5) is clear. Dingle considered

both1 fixed sign and sign alternating factorials r
(as)
n = KAnΓ(n+ 1 +σ) and r

(as)
n = (−1)nKAnΓ(n+ 1 +σ), where

we have added a power An to match precisely the type of behavior we have seen in Eq. (1.68). Let’s first consider

the fixed sign factoral. Introducing r
(as)
n = KAnΓ(n + 1 + σ) in Eq. (3.8), we see that the analogue of the Borel

transform becomes

K

∞∑
n=N+1

Antn = KAN+1 tN+1

1−At . (3.9)

The sum above is true if |At| < 1, but we generalize it to C− {1/A} by analytic continuation. Plugging it back in

the expression of Eq. (3.8)
1

ασ
KAN+1

∫ ∞
0

dt e−t/α
tN+1+σ

1−At . (3.10)

Now there is a catch. The integral above is ill defined, as there is a singularity on the integration path. Dingle

proposed using the PV prescription to regulate it

T+ ≡
1

ασ
KAN+1PV

∫ ∞
0

dt e−t/α
tN+1+σ

1−At . (3.11)

The object above is what we will call a terminant. The subscript + is meant to denote that the singularity in

the t plane of the integrand is located at a positive value of t. We will generically denote a terminant with the

symbol T , and sometimes add a subscript to specify some feature. It is worth mentioning that what Dingle called

a terminant in chapter 21 of his book is slightly different to the object above. Quoting Dingle’s book2: “Defining

the terminant TDingle as the function which when multiplied by the (N + 1)-th term in an asymptotic series would

correctly terminate that series. . . ”. That is

T = rN+1α
N+1TDingle , (3.12)

where we truncate the series at order αN+1, as we have done in Eq. (3.7). Had we had a sign alternating factorial,

every step above could be repeated verbatim, except for the fact that we would not have a singularity in the

1Actually, Dingle distinguishes other two cases where the series
∑∞
n rnαn+1 has an index n that does not range in all the integers,

but instead lacks every second term, just like the series expansions of the sine and the cosine. In any case, these cases will not be
relevant for us.

2Page 404. We have adapted his notation to match ours. In particular, he considers asymptotic expansions at infinity and not at
the origin, and he also includes a constant term (what for us would be ∼ α0) in his series.
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integration path, and the terminant would simply be

T− ≡ (−1)N+1 1

ασ
KAN+1

∫ ∞
0

dt e−t/α
tN+1+σ

1 +At
. (3.13)

The subscript − denotes that the singuarity of the integrand in the t plane is located at a negative t value.

Summarizing, we consider a (factorially) divergent asymptotic series

R =

∞∑
n=0

rnα
n+1 , (3.14)

we truncate it

R =

N∑
n=0

rnα
n+1 +

∞∑
n=N+1

rnα
n+1 , (3.15)

and we estimate the remainder series by the terminant Ti
∞∑

n=N+1

rnα
n+1 ∼ T+ =

1

ασ
KAN+1PV

∫ ∞
0

dt e−t/α
tN+1+σ

1−At , (3.16)

or
∞∑

n=N+1

rnα
n+1 ∼ T− = (−1)N+1 1

ασ
KAN+1

∫ ∞
0

dt e−t/α
tN+1+σ

1 +At
, (3.17)

depending on whether the factorial is fixed or alternate signed. Therefore, the terminated series would be

N∑
n=0

rnα
n+1 + T . (3.18)

We will see that this expression approximates the PV Borel sum of the original divergent series R.

3.2 Examples

3.2.1 The Stieltjes function

This is a very simple example where we will see that, in fact, adding Dingle’s terminant will reproduce the original

function exactly. Let us consider the Stieltjes function S(α) that we have already encountered in section 1.6

S(α) ≡
∫ ∞

0

dx e−x
1

1 + αx
. (3.19)

As we have already seen, αS(α) has the following divergent asymptotic expansion

αS(α) ∼
∞∑
n=0

(−1)nn!αn+1 , (3.20)

that is, a simple sign alternating factorial. Therefore, from Eq. (3.17), the terminant is

T = (−1)N+1

∫ ∞
0

dt e−t/α
tN+1

1 + t
, (3.21)

and the terminated series is

αSterminated(α) =

N∑
n=0

(−1)nn!αn+1 + (−1)N+1

∫ ∞
0

dt e−t/α
tN+1

1 + t
. (3.22)

Numerical evaluation of the terminated series vs. the exact Stieltjes function reveals exact agreement to any desired

number of decimal places. This is just a consequence of the simplicity of the example. As it happens, the equation

above is an exact one, as it can be seen from the relation

1

1 + αx
=

N∑
n=0

(−1)n(αx)n +
(−αx)N+1

1 + αx
, (3.23)
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that when inserted in Eq. (3.19), exactly reproduces Eq. (3.22). In general, things will not be so simple, and we

will not obtain exact results.

3.2.2 A branch cut singularity in the Borel plane

The previous example is a very simple one, where we only have one singularity in the Borel plane (the Borel

transform of Eq. (3.20) is just R̂ = 1
1+t ) which is a simple pole. As we have already discussed, in QCD, we typically

expect singularities in the Borel plane to be of the form

R̂(t) =
1

(1− β0

2π t)
1+b

, (3.24)

where we have picked a singularity at t = 2π
β0

. From Eq. (1.53), we know that the associated divergent series is

∞∑
n=0

(
β0

2π

)n
Γ(n+ 1 + b)

Γ(1 + b)
αn+1 . (3.25)

Therefore, from Eq. (3.16), the associated terminant is

T =
1

αb
1

Γ(1 + b)

(
β0

2π

)N+1

PV

∫ ∞
0

dt e−t/α
tN+1+b

1− β0

2π t
, (3.26)

and the PV Borel sum of the series in Eq. (3.25) is

PV

∫ ∞
0

e−t/α
1

(1− β0

2π t)
1+b

=

N∑
n=0

(
β0

2π

)n
Γ(n+ 1 + b)

Γ(1 + b)
αn+1 + T . (3.27)

Indeed, numerical evaluation shows agreement. It is interesting noticing that on the LHS above, we have a branch

cut singularity, whereas on the RHS, we take the PV over a simple pole.

3.2.3 The double Stieltjes function

We come back now to the Stieltjes functions with which we have dealt before, but with a slight twist that will let

us highlight a few things. Let us consider the double Stieltjes function in the following way3

S2(α) ≡ S(α) + S(α/2) . (3.28)

where S(α) is the Stieltjes function. From the asymptotic expansion of the the Stieltjes function, we easily obtain

the following asymptotic expansion

αS2(α) ∼
∞∑
n=0

(−1)nn!

{
1 +

1

2n

}
αn+1 . (3.29)

Notice that the large n behavior of the coefficients of the expansion above is the same as for the Stieltjes function

since the 1 inside braces above dominates over 1/2n. Consequently, the function can be terminated using the same

terminant as for the Stieltjes function

αS2;terminated(α) =

N∑
n=0

(−1)nn!

{
1 +

1

2n

}
αn+1 + (−1)N+1

∫ ∞
0

dt e−t/α
tN+1

1 + t
. (3.30)

3This example is drawn from [14].
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Let us compare this expression against the exact result and the superasymptotic one. From Eq. (1.80), we know

that the optimal truncation point for a series whose leading asymptotic behavior is r
(as)
n = (−1)nn! is N? ∼ 1/α.

For α = 10−1, we have (we display 12 decimal places)

αS2(α) = 0.187000424931 , (3.31)

αS2;superasymptotic = 0.187019023312 , (3.32)

αS2;terminated = 0.187000437252 . (3.33)

We see that the terminated expansion improves the result obtained by traditional asymptotics. Actually, we will

now see that we can improve upon this by considering the contribution to the remainder tail of the series coming

not only from the leading singularity in the Borel plane, but from the subleading ones as well.

3.3 Beyond the leading terminant

Let’s get back to Eq. (3.8). So far, we have considered the contribution to rn coming from the leading factorial

divergence in rn and associated to it a terminant. In general, we may have subleading factorial divergences as well.

For instance, that is the case we had in Eq. (3.29). In general, in QCD, we expect a factorial divergence associated

to each singularity in the Borel plane, where the ones closer to the origin give the leading behavior as n → ∞.

We will now include the contributions of this subleading terms. Being more precise, so far, we have considered a

formal series R

R =

∞∑
n=0

rnα
n+1 , (3.34)

we have superasymptotically truncated it

R =

Nd1∑
n=0

rnα
n+1 +

∞∑
n=Nd1+1

rnα
n+1 , (3.35)

we have estimated the contribution of the remainder tail of the leading factorial behavior in rn with a terminant

∞∑
n=Nd1+1

r(as:d1)
n αn+1 ∼ Td1 , (3.36)

and then, written the following expression for the PV Borel sum of R

RPV ≈
Nd1∑
n=0

rnα
n+1 + Td1 , (3.37)

where d1 is meant to parametrize the location of the singularity in the Borel plane closest to the origin by

tdi =
2πdi
β0

. (3.38)

Now, coming back to Eq. (3.35), we still have not accounted for most of what is in the remainder tail. In particular,

the last term of the RHS below still has not been considered

R =

Nd1∑
n=0

rnα
n+1 +

∞∑
n=Nd1+1

r(as:d1)
n αn+1 +

∞∑
n=Nd1+1

(rn − r(as:d1)
n )αn+1 . (3.39)

The term
∞∑

n=Nd1+1

(rn − r(as:d1)
n )αn+1 , (3.40)
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will in general be a formal series that at some point will start to diverge as dictated by a subleading (we will assume

for this section that we have many singularities in the Borel plane of R̂) divergence in rn that we call r
(as:d2)
n . Thus,

the situation is the same as we had initially, and we can truncate this series superasymptotically, and then associate

a terminant to its leading divergence. That is, we write

R =

Nd1∑
n=0

rnα
n+1 +

∞∑
n=Nd1+1

r(as:d1)
n αn+1 +

Nd2∑
n=Nd1+1

(rn − r(as:d1)
n )αn+1

+

∞∑
n=Nd2+1

r(as:d2)
n αn+1 +

∞∑
n=Nd2+1

(rn − r(as:d1)
n − r(as:d2)

n )αn+1 , (3.41)

where Nd2 is the superasymptotic truncation point of the series
∑∞
n=Nd1+1(rn − r(as:d1)

n )αn+1. Then, just as in

Eq. (3.36), we associate a terminant to the divergent tail associated to the subleading factorial divergence

∞∑
n=Nd2+1

r(as:d2)
n αn+1 ∼ Td2 , (3.42)

just as we have done for the leading divergence. Of course, the values of K,A,N and σ in Eqs. (3.17) and (3.16) will

be different compared to the terminant associated to the leading factorial divergence, and recall that from Eq. (1.54)

A = 1/ti, where ti is the location in the Borel plane of the singularity associated to the factorial divergence we are

considering. Thus, we write

RPV =

Nd1∑
n=0

rnα
n+1 + Td1 +

Nd2∑
n=Nd1+1

(rn − r(as:d1)
n )αn+1 + Td2 +

∞∑
n=Nd2+1

(rn − r(as:d1)
n − r(as:d2)

n )αn+1 . (3.43)

Of course, nothing stops us from systematically iterating this procedure, taking into account all the singularities

in the Borel plane of R̂ by writing

RPV =

...∑
i=0

{ Ndi+1∑
n=Ndi+1

(rn −
i∑

j=1

r(as:dj)
n )αn+1 + Tdi+1

}
, (3.44)

where Nd0 ≡ −1, and di is meant to parametrize singularities in the Borel plane.

3.4 The hyperasymptotic expansion

Let’s continue with Eq. (3.44). We have said that Nd1 , Nd2 , . . . are the orders around which the series

∞∑
n=Ndi+1

(rn −
i∑

j=1

r(as:dj)
n )αn+1 (3.45)

reaches the superasymptotic regime. Following Eq. (1.86), we will take these to be given by

NP(d) ≡ 2π|d|
β0α

(1− cα) , (3.46)

where the value of c is chosen as smallest as possible in absolute value, so that we do not deviate much from

Eq. (1.86), while still making sure NP(d) is an integer for whatever value of α we are considering. We will now

consider the expression in Eq. (3.44), but keeping only a few terms in the expansion, parametrized by the numbers

D and N [69]. For D = 0, we have

R
(0,N)
PV ≡

N∑
n=0

rnα
n+1 , (3.47)
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and for D > 0

R
(D,N)
PV ≡

∑
|d|<D

S|d| +
∑
|d|≤D

T|d| +

NP(D)+N∑
n=NP(D)+1

(rn − r(as:|d|≤|D|)
n )αn+1 , (3.48)

where the first two sums in the RHS above take all the values of d parametrizing singularities in the Borel plane

of R̂ located at 2πd
β0

, as well as the value d = 0. Notice that there may be more than one singularity for a |d|. For

instance, for the case of the pole mass in the large β0 approximation, we have seen in section 2.4 that we have

singularities at t = ± 8π
β0

, and in this case, both would need to be considered. Furthermore, for d = 0, we write

S0 ≡
NP(d1)∑
n=0

rnα
n+1 , (3.49)

where d1 parametrizes the singularity in the Borel plane of R̂ that lies closest to the origin. For |d| > 0

S|d| ≡
NP(d′)∑

n=NP(d)+1

(rn − r(as:|d|≤|D|)
n )αn+1 , (3.50)

where d′ parametrizes the singularity in the Borel plane of R̂ that is next to t = 2πd
β0

in terms of distance to the

origin, and we have that

r(as:|d|≤|D|)
n ≡

|D|∑
|d|=|d1|

r(as:|d|)
n , (3.51)

where r
(as:|d|)
n is the large n factorial behavior of rn associated to singularities located at |t| = 2π|d|

β0
. We emphasize

again that there may be more than one singularity with the same |d|, and in that case, the large n behavior

associated to all of them has to be considered. Likewise, T|d| is meant to include all the terminants associated with

singularities such that |t| = 2π|d|
β0

, and in particular, we define T0 ≡ 0.

Roughly speaking, D parametrizes the location of the last singularity in the Borel plane whose terminant is

included in the expansion, and N tells us whether we add on top of this terminant, the series whose leading

large order behavior is dictated by the singularity that is subleding to the one parametrized by D. In particular,

we see that the order (D = 0, N = NP(d1)) gives us the superasymptotic approximation to R, and the order

(D = d1, N = 0) includes the terminant associated to the leading singularity in the Borel plane on top of the

superasymptotically truncated series.

The expression found in Eq. (3.47) or in Eq. (3.48) will be called throughout this thesis as the hyperasymptotic

expansion. Hyperasymptotics [12, 13, 14] is a term denoting the improvement over a superasymptotically truncated

asymptotic series using exponentially suppressed terms. It can be seen that each term in the hyperasymptotic

expansion above follows this pattern of exponential suppression. We will see in the next section that the terminant

Td associated to a singularity in the Borel plane located at t = 2πd
β0

, whose associated factorial divergence is

r
(as:d)
n = (±)Kd

(
β0

2πd

)n
Γ(n+ 1 + σd) will have the following small α behavior

Td ∼ α1/2−σde
−2π|d|
β0α , (3.52)

so that the further away from the origin the singularity is located in the Borel plane, the more exponentially

suppressed the associated terminant is. In order to obtain a rough estimate of the small α behavior of the series

we add on top of the terminants, where the leading divergences of rn are subtracted, such as the third term in the

RHS of Eq. (3.43), let us consider a divergent expansion R whose Borel transform has many singularities in the
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Borel plane. Let one of these singularities be parametrized by di, and let the next singularity in terms of distance

with respect to the origin of the Borel plane be parametrized by df , that is, |di| < |df |. Then, the hyperasymptotic

expansion would look

RPV =

NP(d1)∑
n=0

rnα
n+1 + Td1 +

NP(d2)∑
n=NP(d1)+1

(rn − r(as:d1)
n )αn+1

+ · · ·+ Tdi +

NP(df )∑
n=NP(di)+1

(rn − r(as:d1)
n − · · · − r(as:di)

n )αn+1 + Tdf + . . . . (3.53)

Let us roughly approximate

(rn − r(as:d1)
n − · · · − r(as:di)

n ) ≈ r(as:df )
n = (±)Kdf

(
β0

2πdf

)n
Γ(n+ 1 + σdf ) , (3.54)

for some Kdf and σdf , and let us consider the absolute value of the fixed order term of the series in the second

term of the second line in the RHS of Eq. (3.53) around n = NP(di) + 1. Using Stirling’s approximation for the

gamma function, we can obtain the leading small α behavior

|r(as:df )

NP(di)+1α
NP(di)+2| ∼ α1/2−σdf e

−2π|di|
β0α

(1+log
|df |
|di|

)
. (3.55)

Since |di| < |df |, we see that

e
−2π|di|
β0α < e

−2π|di|
β0α

(1+log
|df |
|di|

)
< e

−2π|df |
β0α , (3.56)

and therefore, the small α behavior of the second term on the second line on the RHS of Eq. (3.53) sits between

that of Tdi and Tdf , and we have a hierarchy of exponentially suppressed terms in the hyperasymptotic expansion.

3.4.1 The double Stieltjes function revisited

Let us come back to the double Stieltjes function we have seen in subsection 3.2.1, and apply the ideas of the

previous section. As we have seen in Eq. (3.30), we can write the terminated double Stieltjes function (times α) in

the following way

αS2;terminated(α) ≡ αS(− β02π ,0)
2 (α) =

NP(− β02π )∑
n=0

(−1)nn!

{
1 +

1

2n

}
αn+1 + (−1)NP(− β02π )+1

∫ ∞
0

dt e−t/α
tNP(− β02π )+1

1 + t
,

(3.57)

that is, in the notation of the previous section, we have reached precision4 (D,N) = (− β0

2π , 0) in the hyperasymptotic

expansion. The subleading singularity in the Borel plane is located at

t = −2 =⇒ d = −β0

π
, (3.58)

and therefore, the next order in the hyperasyptotic expansion would be

αS
(− β02π ,NP(− β02π ))
2 (α) =

NP(− β02π )∑
n=0

(−1)nn!

{
1 +

1

2n

}
αn+1 + (−1)NP(− β02π )+1

∫ ∞
0

dt e−t/α
tNP(− β02π )+1

1 + t

+

NP(− β0π )∑
n=NP(− β02π )+1

(−1)nn!
1

2n
αn+1 , (3.59)

4Admittedly, the various β0 and π factors look rather ugly here. Notice that the notation is tailored to QCD examples where
renormalons are located at t = 2πd

β0
, and all the awkward factors we have in this toy example simplify.
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Figure 3.1: Comparison of the exact double Stieltjes function and the hyperasymptotic expansion for α = 1/10

(notice that this implies NP(− β0

2π ) = 10). The blue dots denote |S2 −
∑N
n=0(−1)nn!

(
1 + 1

2n

)
αn+1|. In the

orange dots, we add the leading terminant, and we keep adding more terms of the second series, that is,
|S2 −

∑10
n=0(−1)nn!

(
1 + 1

2n

)
αn+1 − T− β02π

−∑N
n=10+1(−1)nn! 1

2nα
n+1|. For the green dot, we add the last ter-

minant, that is, |S2−
∑10
n=0(−1)nn!

(
1 + 1

2n

)
αn+1−T− β02π

−∑20
n=10+1(−1)nn! 1

2nα
n+1−T− β0π |. The horizontal axis

denotes the last order in α kept in series in the blue and orange dots, that is N + 1.

that is, we reach precision (D,N) = (− β0

2π , NP(− β0

2π )) in the hyperasymptotic expansion by adding the superasymp-

totically truncated series where the leading large n behavior associated to the leading terminant has been subtracted.

We can improve upon this by adding the terminant associated to the t = −2 singularity

αS
(− β0π ,0)
2 (α) =

NP(− β02π )∑
n=0

(−1)nn!

{
1 +

1

2n

}
αn+1 + (−1)NP(− β02π )+1

∫ ∞
0

dt e−t/α
tNP(− β02π )+1

1 + t

+

NP(− β0π )∑
n=NP(− β02π )+1

(−1)nn!
1

2n
αn+1 +

(
− 1

2

)NP(− β0π )+1 ∫ ∞
0

dt e−t/α
tNP(− β0π )+1

1 + 1/2t
, (3.60)

that is, we reach (D,N) = (−β0

π , 0) precision in the hyperasymptotic expansion. In Figure 3.1, we compare the exact

double Stieltjes function versus the hyperasymptotic expansion. We see that by going further in the expansion,

the accuracy is improved by orders of magnitude. It must be mentioned that, just as for the Stieltjes function, in

this simple case, the hyperasymptotic expansion yields the exact result, and therefore, the green dot should be at

0. The fact that it is around 10−26 is due to the precision at which the numerical integrals in the expression of the

double Stieltjes function, and the terminants have been implemented. This number can be made arbitrarily small

by improving the implementation. In realistic QCD scenarios, things will not be so simple. In general, we will have

an infinite tower of singularities in the Borel plane, all of which can in principle be taken into account.

In Figure 3.2, we show the behavior of the hyperasymptotic expansion for various values of α. In this figure,

we observe the hierarchy of exponential suppression given in Eq. (3.56).
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Figure 3.2: Comparison of the exact double Stieltjes function and the hyperasymptotic expansion at various orders
for various values of α. The values of α have been chosen so that NP(− β0

2π ) is integer, and c = 0 for all cases.
Therefore, the horizontal axis plus 1 is the order in α at which the superasymptotic truncation is carried out. The

blue dots denote |S2−
∑NP(− β02π )
n=0 (−1)nn!

(
1 + 1

2n

)
αn+1|. In the orange dots, we add the leading terminant, that is,

|S2−
∑NP(− β02π )
n=0 (−1)nn!

(
1 + 1

2n

)
αn+1−T− β02π

|. For the green dots, we have |S2−
∑NP(− β02π )
n=0 (−1)nn!

(
1 + 1

2n

)
αn+1−

T− β02π
−∑NP(− β0π )

n=NP(− β02π )+1
(−1)nn! 1

2nα
n+1|. The continuous blue lines are e−

1
α (blue), e−

1
α (1+log 2) (orange) and e−

2
α

(green). The dotted lines are the same functions multiplied by
√
α.

3.5 Terminants in QCD

There is one last twist we need to take into account in order to apply the hyperasymptotic expansion to observables

in QCD. Let us consider the perturbative expansion of an observable in QCD that has no mass dimensions

R =

∞∑
n=0

rn(µ)αn+1(µ) . (3.61)

So far, we have considered factorial divergences of the form

r(as)
n = (±)KAnΓ(n+ 1 + σ) . (3.62)

Nevertheless, we have seen in Eq. (1.68) (we write s = l + 1 here) that in QCD one expects (w0 = 1)

r(as)
n (µ) = Zd

(
µ

Q

)d(
β0

2πd

)n ∞∑
j=0

wj
Γ(n+ 1 + l − j)

Γ(1 + l − j) (3.63)

to be the factorial divergence associated to a singularity in the Borel plane located at td = 2πd
β0

∆R̂(t) = Zd

(
µ

Q

)d
1(

1− β0

2πd t
)1+l

∞∑
j=0

wj

(
1− β0

2πd
t

)j
, (3.64)

where notice that d can, in general, be complex. Therefore, as opposed to Eq. (3.62), one has an infinite sum of

factorial divergences instead of just one. Nonetheless, it is easy to extend everything we have done so far for the

realistic QCD case. Let us consider first the terminant associated to the j = 0 term above, and call it ∆Ω(l). The
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terminant associated to the j = 1 term in the sum in Eq. (3.63) is easy to write down, once one realizes that going

from j = 0 to j = 1 is the same as performing l → l − 1 inside the gamma functions, as well as w0 → w1. Thus,

the terminant associated to the j = 1 term is simply

w1∆Ω(l − 1) . (3.65)

From all this, it is clear that the full terminant associated to the full divergence in Eq. (3.63) is

Ω =

∞∑
j=0

wj∆Ω(l − j) . (3.66)

We will use the symbol Ω to denote terminants associated to formal series that have no mass dimensions, that is,

for instance, any terminant of the singlet static potential V would be denoted by T , and any terminant associated

to rV by Ω. We will see by computing the small α(µ) expansion of ∆Ω(l) that each subsequent term in Eq. (3.66)

is subleading compared to the previous one. We will now give explicit formulas for the small α(µ) expansion of

both ∆Ω(l) and of Ω for IR and UV renormalons. We will start with the IR case. Let us consider the series in

Eq. (3.61), and we assume the leading large n asymptotics of rn(µ) to be dominated by a singularity in the Borel

plane of R̂ given by

t =
2πd

β0
, (3.67)

where d > 0. We further assume l and the wj coefficients of Eq. (3.63) to be determined by the procedure of

section 2.6 assuming compliance with a condensate of dimension d, so that

r(as)
n (µ) =Zd

(
µ

Q

)d(
β0

2πd

)n ∞∑
j=0

wj
Γ(n+ 1 + db− γ − j)

Γ(1 + db− γ − j) , (3.68)

where looking at Eq. (2.94), we have defined

γ ≡ 2πγ
(d)
1

β0
, (3.69)

for simplicity. Following the procedure outlined so far, we truncate the series in Eq. (3.61) at order αNP(d)+1(µ),

where NP is given by Eq. (3.46) and the terminant associated to the j = 0 term in Eq. (3.63) related to aforemen-

tioned singularity is then given by Eq. (3.16)

∆ΩIR(l) ≡ Zd
µd

Qd
1

Γ(1 + db− γ)

(
β0

2πd

)NP(d)+1

αNP(d)+2(µ)PV

∫ ∞
0

dx
xdb−γ+NP(d)+1e−x

1− xβ0α(µ)
2πd

, (3.70)

where we remind that l = db− γ and w0 = 1. We can write the small α(µ) expansion of the above equation in the

following way (for details on the computation see Appendix C)

∆ΩIR(l) = −Zd
µd

Qd
1

Γ(1 + db− γ)

(
2πd

β0

)db−γ+1

e
−2πd
β0α(µ)α1/2−db+γ(µ)

{
β

1/2
0

d1/2

[
− ηc +

1

3

]
+ α(µ)

β
3/2
0

πd3/2

[
− 1

12
η3
c +

1

24
ηc −

1

1080

]
+ α2(µ)

β
5/2
0

π2d5/2

[
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c

+
1

96
η2
c −

1

640
ηc −

25

24192

]
+O

(
α3(µ)

)}
, (3.71)

where ηc ≡ −db+γ+ 2πd
β0
c−1. From the above expression, we see that by performing l→ l−1 in ∆ΩIR(l), we pick

an extra α(µ) from the α1/2−db+γ(µ) term that will make the j = 1 term in Eq. (3.66) subleading compared to the

j = 0 term, or perhaps phrasing things better, only a finite amount of terms in Eq. (3.66) will contribute to each
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order in α(µ) in ΩIR, so that knowing a finite amount of the coefficients wj (as is the case in realistic scenarios),

we can still obtain ΩIR in a small α(µ) expansion, and the higher the value of j in Eq. (3.66) the less important it

is. By performing some algebra, we find that the small α(µ) expansion of the full terminant is

ΩIR = K
(P)
IR

µd

Qd

(
β0α(µ)

4π

)−db
e
− 2πd
β0α(µ)α1/2+γ(µ)

(
1 + K̄

(P)
IR,1α(µ) + K̄

(P)
IR,2α

2(µ) +O
(
α3(µ)

))
, (3.72)

or in terms of ΛQCD

ΩIR = K
(P)
IR

ΛdQCD

Qd
α1/2+γ(µ)

(
1 +K

(P)
IR,1α(µ) +K

(P)
IR,2α

2(µ) +O
(
α3(µ)

))
, (3.73)

where

K
(P)
IR =

−Zd
Γ(1 + bd− γ)

(
2πd

β0

)bd−γ+1(
β0

4π

)bd(
β0

d

)1/2 [
− ηc +

1

3

]
, (3.74)

K̄
(P)
IR,1 =

β0/(πd)

−ηc + 1
3

[
− w1 (bd− γ)

(
1

2
ηc +

1

3

)
− 1

12
η3
c +

1

24
ηc −

1

1080

]
, (3.75)

K
(P)
IR,1 = K̄

(P)
IR,1 −

bβ0ds1

2π
, (3.76)

K̄
(P)
IR,2 =

β2
0/(πd)2

−ηc + 1
3

[
− w2(bd− γ − 1)(bd− γ)

(
1

4
ηc +

5

12

)
+ w1(bd− γ)

(
− 1

24
η3
c −

1

8
η2
c −

5

48
ηc −

23

1080

)
− 1

160
η5
c

− 1

96
η4
c +

1

144
η3
c +

1

96
η2
c −

1

640
ηc −

25

24192

]
, (3.77)

K
(P)
2,IR =

1

8π2

(
8π2K̄

(P)
IR,2 − 4bdπs1β0K̄

(P)
IR,1 + b2d2s2

1β
2
0 + 2b2ds2β

2
0

)
. (3.78)

Let us now consider the case of an UV renormalon, that is, we consider a singularity in the Borel plane located at

t = −2π|d|
β0

where in this case d < 0. The Borel transform around this singularity behaves like

∆R̂(t) = Zd
Q|d|

µ|d|
1(

1 + β0

2π|d| t
)1+l′

∞∑
j=0

w′j

(
1 +

β0

2π|d| t
)j

, (3.79)

and the associated large order behavior of rn(µ) is given by

rn(µ)→ (−1)nZd
Q|d|

µ|d|

(
β0

2π|d|

)n ∞∑
j=0

w′j
Γ(n+ 1 + l′ − j)

Γ(1 + l′ − j) . (3.80)

We distinguish the wj and l we have fixed in the IR case in section 2.6, and the primed versions above. We will

not encounter any UV renormalon in this thesis (except for the pole mass in the large β0 approximation, where

the Borel transform is known exactly, as we have seen in Eq. (2.47), and therefore, the terminant is exactly known

anyway), so we will not bother about l′ and w′j . For more details, one can see [47]. Thus, from Eq. (3.17), we see

that if we truncate the series at αNP(d)+1, the terminant is

∆ΩUV(l′) = (−1)NP(d)+1Zd
Q|d|

µ|d|
1

Γ(l′ + 1)

(
β0

2π|d|

)NP(d)+1

αNP(d)+2(µ)

∫ ∞
0

dx
e−xxNP(d)+1+l′

1 + xβ0α(µ)
2π|d|

. (3.81)

The expression above can be written in a small α(µ) expansion (see Appendix C for details)

∆ΩUV(l′) = (−1)NP(d)+1Zd
Q|d|

µ|d|
π1+l′2l

′

Γ(l′ + 1)

(
β0

|d|

)−l′−1/2

α(µ)1/2−l′e
−2π|d|
β0α(µ)

{
1 +

α(µ)

π

β0

12|d|
[
−1 + 3η2

c

]
+
α2(µ)

π2

β2
0

1152|d|2
[
13− 48ηc − 60η2

c + 48η3
c + 36η4

c

]
+O

(
α3(µ)

)}
, (3.82)
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where we now define ηc ≡ −l′+ 2π|d|c
β0
−1. With this, we can compute the small α(µ) expansion of the full terminant

which is

ΩUV = K
(P)
UV

Q|d|

µ|d|
e
−2π|d|
β0α(µ)

(
β0α(µ)

4π

)−l′
α1/2(µ)

{
1 + K̄

(P)
UV,1α(µ) + K̄

(P)
UV,2α

2(µ) +O
(
α3(µ)

)}
, (3.83)

where now

K
(P)
UV = Zd(−1)NP(d)+1

(
β0

π2|d|

)−1/2
1

Γ(l′ + 1)

(
2

|d|

)−l′
, (3.84)

K̄
(P)
UV,1 =

(
2

π

)1/2(
w′1

β0l
′

2
√

2π|d|
+

β0

12|d|
√

2π
(−1 + 3η2

c )

)
, (3.85)

K̄
(P)
UV,2 =

(
2

π

)1/2(
w′2

l′(l′ − 1)β2
0

4
√

2|d|2π3/2
+ w′1

l′β2
0(−1 + 3(ηc + 1)2)

24
√

2|d|2π3/2

+
β2

0

1152|d|221/2π3/2

[
13− 48ηc − 60η2

c + 48η3
c + 36η4

c

])
. (3.86)

Before finishing this section, we take a small detour and, as an interesting aside, we mention that the expression

for the terminants that we have obtained allows us to quantify the µ dependence of the truncated series

RP ≡
NP(d)∑
n=0

rn(µ)αn+1(µ) , (3.87)

where d parametrizes the location of the closest singularity to the origin in the Borel plane of R̂. The hyperasymp-

totic expansion reads

RPV(Q) = RP(Q,µ) + Ω(µ,Q) + . . . . (3.88)

Since the PV Borel sum is µ independent, the leading term in the µ derivative above will be given by just the

terminant

µ
d

dµ
RP = −µ d

dµ
Ω + . . . , (3.89)

the dots containining terms exponentially more suppressed than the leading terminant. Therefore, plugging

Eq. (3.73) (we just consider the IR case)

µ
d

dµ
RP =−K(P)

IR

(
ΛQCD

Q

)d
α

3
2 +γ(µ)

{
− β0

4π
(1 + 2γ)

+ α(µ)
1

16π2

[
− 4K

(P)
IR,1πβ0(3 + 2γ)− β1(1 + 2γ)

]
+ α2(µ)

1

64π3

[
− 16K

(P)
IR,2π

2β0(2γ + 5)− 4K
(P)
IR,1πβ1(2γ + 3)− β2(2γ + 1)

]
+O

(
α3(µ)

)}
. (3.90)

3.6 The QCD singlet static potential in the large β0 approximation

After having seen the general case for a terminant associated to a branch point singularity on the Borel plane,

we will now focus on a non-trivial, albeit simpler, QCD example: the singlet static potential in the large β0

approximation. In this toy example, the analytically extended Borel transform is fully known, as we have seen in

section 2.3, and hence, we can compute the PV Borel sum exactly. Consequently, we can test the hyperasymptotic

expansion against the exact result, and see how well it performs.

We will now write down the form terminants take for this specific example. The first thing to keep in mind is that,

as we have mentioned in section 2.3, all the singularities in the Borel plane lie on the positive real line. Furthermore,
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all these singularities in the Borel plane happen to be simple poles, which simplifies the form terminants take since

in Eq. (3.66), we will only have the j = 0 term, and thus, we will be able to know the terminant exactly. We

will only consider the terminants associated to the d = 1, 3, 5 renormalons. Adapting Eq. (3.70) to this case, the

(dimensionless) terminant associated to a singularity located at t = 2πd
β0

to be added on top of the series truncated

at order αNP(d)+1, whose large n behavior is dictated by the aforementioned singularity is

Ωd = Zd(µr)
d

(
β0

2πd

)NP(d)+1

αNP(d)+2(µ)PV

∫ ∞
0

dx
xNP(d)+1e−x

1− xβ0α(µ)
2πd

, (3.91)

and the dimensionful terminant Td is, of course, just

Td =
1

r
Ωd . (3.92)

It is also instructive to consider its small α(µ) expansion. Adapting Eq. (3.73)

Ωd = K
(P)
IR (rΛQCD)dα1/2(µ)

{
1 +K

(P)
IR,1α(µ) +K

(P)
IR,2α

2(µ) +O(α3(µ))
}
, (3.93)

where now

K
(P)
IR = −Zd

2πd1/2

β
1/2
0

[
− ηc +

1

3

]
, (3.94)

K
(P)
IR,1 =

β0/(πd)

−ηc + 1
3

[
− 1

12
η3
c +

1

24
ηc −

1

1080

]
, (3.95)

K
(P)
IR,2 =

β2
0/(πd)2

−ηc + 1
3

[
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c +

1

96
η2
c −

1

640
ηc −

25

24192

]
, (3.96)

and ηc = 2πd
β0
c − 1. Note also that since in the large β0 approximation, we only include β0 in the running of

the strong coupling, we have that ΛQCD = µe−2π/(β0α(µ)) exactly, and therefore, Eqs. (3.72) and (3.73) are the

same. Eq. (3.91) is the expression that is used to generate all the plots that will be shown later, and is an exact

expression for the terminant. Nevertheless, it is worthwhile to keep in mind that in realistic QCD examples,

instead of simple poles in the Borel plane, we will have branch cuts, and we will need to consider the whole series

in Eq. (3.66). Therefore, it is instructive to study how well the exact result is reproduced by the small α expansion

of the terminant. This comparison is done for the terminant associated to the u = 1/2 renormalon in Table 3.1.

We observe that the exact result is very well reproduced by the first terms of the expansion.

We will consider the case of the MS scheme and the lattice scheme, both with5 nf = 0. Recall that, as we

have seen in Eq. (A.15), in the large β0 approximation, the scheme dependence is parametrized6 by cX . For the

MS scheme, we have cMS = −5/3. To fix clatt, we have used the fact that e−cX/2ΛXQCD is renormalization scheme

independent [32]. This implies

clatt = cMS + 2 log

(
Λlatt

QCD

ΛMS
QCD

)
. (3.97)

We will also need

ΛMS
QCD = e

2πd1
β0 Λlatt

QCD , (3.98)

where

αMS(µ) = αlatt

{
1 + d1αlatt(µ) +O

(
α2

latt(µ)
)}

, (3.99)

5See [68] for an analysis also for nf = 3.
6Do not confuse this cX with c in Eq. (3.46).

44



MS-Scheme (nf = 0)

r in r0 units c 1
rΩExact

∣∣∣ ΩLO

ΩExact
− 1
∣∣∣× 102

∣∣∣ ΩNLO

ΩExact
− 1
∣∣∣× 103

∣∣∣ΩNNLO

ΩExact
− 1
∣∣∣× 104

1.5 0.1786 8.3643 22.4162 47.5334 1969.2176

1.2 0.5693 2.9883 0.4033 24.9029 253.6241

1.0 0.8885 1.8767 3.9895 17.1315 24.5298

0.8 1.2791 1.1346 4.6169 3.8201 43.2013

0.6 0.0321 2.3128 5.1448 0.9797 9.6112

0.4 0.7419 1.2686 1.1501 2.5458 1.8752

0.2 0.2047 1.4294 1.5391 0.3529 1.5947

0.1 1.4182 0.5194 1.1653 0.2750 1.3679

0.01 0.1972 0.9148 0.6543 0.0730 0.1209

Lattice-Scheme (nf = 0)

r in r0 units c 1
rΩExact

∣∣∣ ΩLO

ΩExact
− 1
∣∣∣× 103

∣∣∣ ΩNLO

ΩExact
− 1
∣∣∣× 104

∣∣∣ΩNNLO

ΩExact
− 1
∣∣∣× 105

1.5 0.8101 0.7825 6.4931 4.4345 0.0788

1.2 1.2008 0.5624 9.5418 1.2988 4.3698

1.0 1.5200 0.3953 7.3017 3.2941 5.5745

0.8 0.1599 1.0434 9.3353 0.8118 2.3144

0.6 0.6636 0.7654 3.0040 2.8190 0.7265

0.4 1.3734 0.4195 7.0275 0.6984 2.6968

0.2 0.8362 0.6128 4.4603 1.7421 0.1626

0.1 0.2990 0.7906 3.4270 0.8249 0.6717

0.01 0.8287 0.4959 2.8716 0.7300 0.0478

Table 3.1: Values of the d = 1 terminant in r0 units for the nf = 0 singlet static potential in the large β0

approximation. ΩExact corresponds to Eq. (3.91), and the LO, NLO and NNLO subscripts correspond to truncation
orders inside brackets in Eq. (3.93), where the LO is just order α0, and so on. Upper panel computed in the
MS scheme. Lower panel computed in the lattice scheme. Lattice seems to be better, but in both schemes the
truncated version of the terminant approximates well the exact one.
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Figure 3.3: Left panel: We plot VPV (black line) and the differences: (a) VPV − VP (cyan), (b) VPV − VP − T1

(orange), (c) VPV−VP−T1−
∑NP(3)
n=NP(1)+1(Vn−V (as:d=1)

n )αn+1 (green), and (d) VPV−VP−T1−
∑NP(3)
n=NP(1)+1(Vn−

V
(as:d=1)
n )αn+1 − T3 (blue) in the lattice scheme with nf = 0 quark flavours. For each difference, the bands are

generated by the difference of the prediction produced by the smallest (in absolute value) positive or negative values
of c that yield integer values for NP. Right panel: As in the left panel but with smaller vertical and horizontal
range.

and [71, 72, 73] d1 = 5.88359144663707(1). All of this then implies

clatt = cMS −
4πd1

β0
≈ −8.38807 . (3.100)

Moreover, we remark that a change of the renormalization scheme of α in the large β0 approximation is equivalent to

a change of scale, that is, if we are in the, say, MS scheme with αMS(µ0), and then, we go to another renormalization

scheme X of the strong coupling, we can have the same value of the strong coupling staying in the MS scheme

and instead changing the scale to µ = µ0
ΛMS

QCD

ΛXQCD

. From Eq. (3.98), we see that for the lattice scheme we have

µ = µ0e
2πd1
β0 ≈ 29µ0. In any case, we will fix the renormalization scale to µ = 1/r for both the lattice and the MS

schemes. We will work in r0 units (r−1
0 ≈ 400 MeV) where we take ΛMS

QCD = 0.602r−1
0 ≈ 0.238GeV [74].

We will compare the exact value of the PV Borel sum of the static potential against the hyperasymptotic

expansion. The first few orders read

V hyp
PV =

NP(d=1)∑
n=0

Vnα
n+1 + T1 +

NP(d=3)∑
n=NP(d=1)+1

(Vn − V (as:d=1)
n )αn+1 + T3 + . . . , (3.101)

where Vn are the coefficients of the perturbative expansion of the singlet static potential in the large β0 approx-

imation V =
∑∞
n=0 Vnα

n+1. We will also define VP ≡
∑NP(1)
n=0 Vnα

n+1. We test the following stages of the

hyperasymptotic expansion: (D,N) ∈ {(0, NP(1)), (1, 0), (1, 2NP(1)), (3, 0)}, that is, we evaluate:

a) VPV − VP,

b) VPV − VP − T1,

c) VPV − VP − T1 −
∑NP(3)
n=NP(1)+1(Vn − V (as:d=1)

n )αn+1,

d) VPV − VP − T1 −
∑NP(d=3)
n=NP(1)+1(Vn − V (as:d=1)

n )αn+1 − T3.
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Figure 3.4: As in Figure 3.3 but in the MS scheme.
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Figure 3.5: Comparison of lattice and MS scheme results for nf = 0. Left panel: We plot VPV and the differences:
(a) VPV − VP (cyan), and (b) VPV − VP − T1 (orange). Right panel: Right panels of Figure 3.3 and Figure 3.4
combined.
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We consider various values of r, and for each value we consider two values of c in Eq. (3.46), the positive and

negative values of c that are smallest in absolute value. This way, for every value of r, and for every stage in

the hyperasymptotic expansion, we have two points that form a band. The results are displayed in Figure 3.3,

Figure 3.4, and Figure 3.5.

We observe a very nicely convergent pattern in all cases up to surprisingly large distances. The size of the band

generated by the different values of c (in other words, the c dependence) decreases as we introduce more terms

in the hyperasymptotic expansion, as we would expect. Let us now go order by order in the hyperasymptotic

expansion. We observe that the r dependence of VPV is basically eliminated in VPV−VP. This happens both in the

lattice and MS scheme. The latter shows a stronger c dependence. This is to be expected since in the MS scheme

α is bigger which makes the ambiguity in the truncation (that goes like e
−2π
β0α ) bigger. As we can see in the left

panel of Figure 3.5, both schemes yield consistent predictions for VPV − VP.

Let’s now consider VPV − VP − T1. Adding the new term gets us closer to zero than before. The width of the

orange band is also considerably narrower than the cyan one. After the introduction of T1, the MS scheme yields

more accurate results than the lattice scheme. Once
∑NP(d=3)
n=NP(d=1)+1(Vn − V (as:d=1)

n )αn+1 is incorporated, most of

the difference disappears although, the lattice scheme is marginally better. Nevertheless, after introducing T3, we

get even closer to zero, and the MS becomes marginally better again. In any case, the difference between schemes

gets smaller as we go further in the hyperasymptotic expansion.

An alternative interesting presentation of these results can be seen in Figure 3.6. Here, we take one particular

value r = 0.04 r0 ≈ 0.1 GeV−1, and consider NP values so that c is the smallest positive one (NMS
P (1) = 3 and

N latt
P (1) = 7). We then start by subtracting to VPV the perturbative expansion at different orders (blue points)

as specified in the horizontal axis. Eventually, we reach the superasymptotic regime, and at order αNP(1)+1, we

introduce the first terminant which greatly improves the convergence. Then, we proceed at incorporating term after

term (yellow points) in
∑NP(3)
n=NP (1)+1(Vn−V (as:d=1)

n )αn+1. Again, when the superasymptotic regime7 is reached, we

introduce the second terminant (at the order αNP(3)+1), and again, the precission is greatly improved. From this

point on, we proceed in the same fashion (green points) subtracting the series whose leading large order asymptotics

is dictated by the u = 5/2 renormalon.

We nicely see that, once reached the minimum, both lattice (empty circles) and MS (full circles) schemes yield

similar precision, the only difference being that in the lattice scheme (which recall has a smaller α(1/r) for the

same r) more terms of the perturbative expansions are needed to reach the same precision. From this, we could

say that for the purpose of estimating the PV Borel sum, the smaller the renormalization scale µ the better, since

we achieve the same precision with having to know less exact perturbative coefficients.

As a final plot, it is also interesting to display the hierarchy of exponentially suppressed sectors of the hyper-

asymptotic expansion depicted in Eq. (3.56) for this toy model. We do this8 in Figure 3.7, and the desired behavior

is clearly displayed.

7Notice that the superasymptotic regime of the formal series
∑∞
n=NP(d=1)+1(Vn − V

(as:d=1)
n )αn+1, and of

∑∞
n=0 Vnα

n+1 are

different things.
8This figure is for the case nf = 3. We have employed ΛMS

QCD = 0.174 GeV so that α(Mτ ) ≈ 0.3.
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Figure 3.6: |VPV − V Hyperasymptotic
PV | in r0 units for r = 0.04 r0. NMS

P (1) = 3 with c = 1.2717 and N latt
P (1) = 7 with

c = 0.1524. Full points have been computed in the MS scheme and empty points in the lattice scheme. Points
above the horizontal line at 10−1 are |VPV − VN | (in r0 units) where VN is the series of the static potential in the
large β0 approximation truncated at the order indicated in the horizontal axis. Points between the horizontal lines

at 10−1 and 10−5 are |VPV − VP − T1 −
∑N
n=NP(1)+1(Vn − V (as:d=1)

n )αn+1|, where again αN+1 is dictated by the

horizontal axis. Points below the horizontal line at 10−5 are |VPV − VP − T1 −
∑NP(3)
n=NP(1)+1(Vn − V (as:d=1)

n )αn+1 −
T2−

∑N
n=NP(3)+1(Vn−V (as:d=1)

n −V (as:d=3)
n )αn+1|, where yet again αN+1 is dictated by the horizontal axis. Jumps

correspond to the inclusion of the various terminants.

Figure 3.7: Blue points are |r(VPV − VP)|, orange points are |r(VPV − VP) − Ω1| and green points are |r(VPV −
VP)−Ω1− r

∑NP(3)
n=NP(1)+1(Vn− V (as:d=1)

n )αn+1|. They are plotted as functions of 1/r in logarithmic scale (which is

equivalent to plotting them in terms of 1/α). In the notation (D,N) of Eq. (3.48), they correspond to (0, NP(1)),

(1, 0) and (1, 2NP(1)) respectively. The continuous lines are e−
2π
β0α (blue), e−(1+ln 3) 2π

β0α (orange), e−3 2π
β0α (green).

The dashed lines are the same functions multiplied by
√
α. This factor

√
α is introduced in compliance with

Eqs. (1.89) and (3.55), but is overall not too important. The computation has been done with nf = 3, in the MS
scheme, taking for each value of r the smallest positive value possible of c that yields integer values for NP.
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3.7 The pole mass in the large β0 approximation

After having dealt with the static potential in the large β0 approximation, we will now toy with the pole mass, also

in the large β0 approximation. The discussion will run parallel to the static potential, the main difference being

that, just as we have seen in section 2.4, in addition to IR renormalons, the pole mass also has UV renormalons.

The setup will be analogous to the static potential. We consider again9 nf = 0 light quark flavors, the values of

ΛQCD used will be the same, and we will again consider the MS and the lattice schemes. Nevertheless, there is one

caveat that we should mention regarding the schemes used. In Eq. (2.47), we have seen that the Borel transform of

the pole mass depends on a function R(u) that is given in Eq. (2.48), which has been computed in the MS scheme.

Nonetheless, we will not be too bothered by this, and we will use the same function in the lattice scheme too.

Strictly speaking, then, the object we compute in the lattice scheme is not the pole mass, but it will have the same

singularity structure in the Borel plane. These singularities happen to be again simple poles, and therefore, we can

obtain the exact terminant with just ∆Ω. Let us first write the case of the IR renormalons (which is analogous to

what we have seen with V ) located at tIR = 2πd
β0

, where d > 0, by adapting Eq. (3.70) to this case

Ωd>0 = Zd
µd

md

(
β0

2πd

)NP(d)+1

αNP(d)+2(µ)PV

∫ ∞
0

dx
xNP(d)+1e−x

1− xβ0α(µ)
2πd

, (3.102)

and of course, the dimensionful terminant is

Td>0 = mΩd>0 . (3.103)

Just like for the static potential, the exact expression above is what will be used to generate the figures. Nevertheless,

it is instructive to also consider the small α expansion of the terminant. This is done by adapting Eq. (3.73) to

this case

Ωd>0 = K
(P)
IR

ΛdQCD

md
α1/2(µ)

{
1 +K

(P)
IR,1α(µ) +K

(P)
IR,2α

2(µ) +O
(
α3(µ)

)}
, (3.104)

where again

K
(P)
IR = −Zd

2πd1/2

β
1/2
0

[
− ηc +

1

3

]
, (3.105)

K
(P)
IR,1 =

β0/(πd)

−ηc + 1
3

[
− 1

12
η3
c +

1

24
ηc −

1

1080

]
, (3.106)

K
(P)
IR,2 =

β2
0/(πd)2

−ηc + 1
3

[
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c +

1

96
η2
c −

1

640
ηc −

25

24192

]
, (3.107)

and ηc = 2πd
β0
c− 1. By adapting Eq. (3.81), the terminant associated to UV renormalons tUV = 2πd

β0
, where d < 0,

takes the form

Ωd<0 = (−1)NP(d)+1Zd
m|d|

µ|d|

(
β0

2π|d|

)NP(d)+1

αNP(d)+2(µ)

∫ ∞
0

dx
xNP(d)+1e−x

1 + xβ0αX
2π|d|

. (3.108)

The small α expansion of this terminant is obtained by adapting Eq. (3.83)

Ωd<0 = K
(P)
UV

m|d|

µ2|d|Λ
|d|
QCDα

1/2(µ)

{
1 + K̄

(P )
UV,1α(µ) + K̄

(P )
UV,2α

2(µ) +O
(
α3(µ)

)}
, (3.109)

9For an analysis of the nf = 3 case (which is qualitatively the same as for nf = 0) see [70].
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where

K
(P)
UV = Zd(−1)NP(d)+1

(
β0

π2|d|

)−1/2

, (3.110)

K̄
(P)
UV,1 =

(
2

π

)1/2
β0

12|d|
√

2π
(−1 + 3η2

c ) , (3.111)

K̄
(P)
UV,2 =

(
2

π

)1/2
β2

0

1152|d|221/2π3/2

[
13− 48ηc − 60η2

c + 48η3
c + 36η4

c

]
, (3.112)

and ηc = 2π|d|c
β0
− 1. As we have already mentioned, in what is to follow, we have used the exact expression for

Ωd. In full QCD we will not know the exact expressions, and therefore, it makes sense to study how well the exact

result is reproduced by its small α expansion. Since the residue of the d = 1 renormalon of the pole mass is the

residue of the d = 1 renormalon of the static potential divided by −2 [29], both terminants will be related by this

factor −2. Therefore, the results of Table 3.1 can be recycled with the trivial identification r → 1/m, and we see

that the exact terminant is well approximated by its small α expansion. For Ω−2, we compare in Table 3.2 the

exact result and the truncated expansions for an illustrative set of values. We observe that the exact result is very

well saturated by the first terms of the expansion.

MS-Scheme (nf = 0)

m in r−1
0 c mΩExact

∣∣∣ ΩLO

ΩExact
− 1
∣∣∣× 102

∣∣∣ ΩNLO

ΩExact
− 1
∣∣∣× 103

∣∣∣ΩNNLO

ΩExact
− 1
∣∣∣× 104

0.6667 0.1786 0.2089 33.8725 147.6403 3372.6316

0.8333 0.5693 0.0572 8.1940 93.6387 922.9926

1 0.8885 0.0362 14.1752 45.6019 16.0275

1.25 1.2791 0.0260 5.7282 13.6703 130.9304

1.6667 0.0321 0.0199 12.0969 7.3724 12.2818

2.5 0.7419 0.0094 4.9357 7.7804 6.5465

5 0.2047 0.0042 2.9590 0.5254 4.8485

10 1.4182 0.0018 0.2254 2.2970 2.3334

100 0.1972 0.0001 1.2994 0.1190 0.3921

Lattice-Scheme (nf = 0)

m in r−1
0 c mΩExact × 109

∣∣∣ ΩLO

ΩExact
− 1
∣∣∣× 103

∣∣∣ ΩNLO

ΩExact
− 1
∣∣∣× 104

∣∣∣ΩNNLO

ΩExact
− 1
∣∣∣× 105

0.6667 0.8101 33.6426 23.0068 12.0234 0.0662

0.8333 1.2008 26.3200 13.9400 5.2020 12.6514

1 1.5200 21.9714 11.9588 13.8372 5.6692

1.25 0.1599 17.2326 20.0735 0.3375 6.8312

1.6667 0.6636 12.0608 15.0134 9.1011 3.3875

2.5 1.3734 7.7980 1.2511 7.4890 5.3010

5 0.8362 3.5950 14.9013 4.4611 0.5006

10 0.2990 1.7262 4.2812 2.3903 2.5575

100 0.8287 0.1453 9.6561 1.8908 0.1339

Table 3.2: mΩ−2 in the large β0 approximation for nf = 0 in r0 units compared with truncated versions at different
powers of α. Upper panel computed in the MS scheme. Lower panel in the lattice scheme. Lattice seems to be
better, but both schemes yield very good convergence.

We are now in a position to compare the exact expression for the PV Borel sum of the pole mass

mPV
OS = m+

∫ ∞
0

dt e−t/α(µ) ˆ̃M(t) , (3.113)
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Figure 3.8: Left panel: We plot (in r0 units) mPV
OS −m (black line) and the differences: (a) mPV

OS −mP
OS (cyan),

(b) mPV
OS −mP

OS − T1 (orange), (c) mPV
OS −mP

OS − T1 −
∑NP(−2)
n=NP(1)+1(rn − r(as:d=1)

n )αn+1 (green), and (d) mPV
OS −

mP
OS − T1 −

∑NP(−2)
n=NP(1)+1(rn − r(as:d=1)

n )αn+1 − T−2 (blue) in the large β0 approximation using the lattice scheme

with nf = 0 light quark flavours. The (c) and (d) bands are one on top of the other. Right panel: As in the left
panel, but with a smaller vertical and horizontal ranges. The value of NP(1) depends on the scale 1/m we use.
For instance, for the positive c values we have: NP(1) = 9 for 1/m ∈ [0.003r0, 0.0045r0], NP(1) = 8 for 1/m ∈
[0.006r0, 0.0015r0], NP(1) = 7 for 1/m ∈ [0.0165r0, 0.0435r0], NP(1) = 6 for 1/m ∈ [0.045r0, 0.01185r0], NP(1) = 5
for 1/m ∈ [0.12r0, 0.321r0], NP(1) = 4 for 1/m ∈ [0.3225r0, 0.876r0] and NP(1) = 3 for 1/m ∈ [0.8775r0, 1.299r0].

where we recall that ˆ̃M is given in Eq. (2.47), with its hyperasymptotic expansion. The first few orders read

mPV, hyp
OS = m+

NP(1)∑
n=0

rnα
n+1 + T1 +

NP(−2)∑
n=NP(1)+1

(rn − r(as:d=1)
n )αn+1 + T−2 + . . . , (3.114)

where the formal series of the pole mass is written mOS = m+
∑∞
n=0 rnα

n+1, and we set throughout this section

µ = m. In (D,N) notation, we will consider the orders (D,N) ∈ {(0, NP(1)), (1, 0), (1, NP(1)), (−2, 0)}, that is, we

evaluate

a) mPV
OS −mP

OS,

b) mPV
OS −mP

OS − T1,

c) mPV
OS −mP

OS − T1 −
∑NP(−2)
n=NP(1)+1(rn − r(as:d=1)

n )αn+1,

d) mPV
OS −mP

OS − T1 −
∑NP(−2)
n=NP(1)+1(rn − r(as:d=1)

n )αn+1 − T−2,

where we have defined the superasymptotically truncated pole mass

mP
OS ≡ m+

NP(1)∑
n=0

rnα
n+1 . (3.115)

Analogously to what we had for the static potential, we again consider various values of m, and for each value, we

consider two values of c in Eq. (3.46), the positive and negative values that are smallest in absolute value and yield

integer values of NP. The results are displayed in Figure 3.8, Figure 3.9 and Figure 3.10.

Just as with the static potential, we observe a nicely convergent pattern in all cases down to surprisingly small

scales. The main difference is that the second terminant T−2, that is, the one associated to the first UV renormalon

gives a very small contribution overall, in particular in the lattice scheme. This small contribution of the second
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Figure 3.9: As in Figure 3.8, but in the MS scheme. The values of NP(1) for positive c are: NP(1) = 6 for
1/m = 0.003r0, NP(1) = 5 for 1/m ∈ [0.0045r0, 0.0105r0], NP(1) = 4 for 1/m ∈ [0.012r0, 0.03r0], NP(1) = 3 for
1/m ∈ [0.0315r0, 0.0825r0], NP(1) = 2 for 1/m ∈ [0.084r0, 0.2235r0], NP(1) = 1 for 1/m ∈ [0.225r0, 0.6105r0] and
NP(1) = 0 for 1/m ∈ [0.612r0, 1.5r0].
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Figure 3.10: Comparison of lattice and MS scheme results for nf = 0 obtained in Figs. Figure 3.8 and Figure 3.9.
Left panel: We plot mPV

OS −m and the differences: (a) mPV
OS −mP

OS, and (b) mPV
OS −mP

OS − T1. Right panel:
Lower panel Figs. 3.8 and 3.9 combined.
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terminant is due to the fact that around the order αNP(−2)+1, the series
∑∞
n=NP(1)+1(rn− r(as:d=1)

n )αn+1 is still not

dominated by the d = −2 renormalon, and therefore, the optimal truncation formula we have obtained in Eq. (1.86)

fails because to obtain it, we have assumed the series to be saturated by the renormalon around the truncation

point. The reason is that, even though we would expect from Eq. (1.69) that, the further away from the origin a

singularity in the Borel plane is located (for singularities with the same s, which since all of them are simple poles

is the case), the smaller its contribution to the large n asymptotics to be, this can be spoiled if the residues Zd of

some singularities are very suppressed. This is indeed the case for UV renormalons in the pole mass. Notice that

all singularities in the Borel plane of the pole mass stem from the following term in the Borel transform Eq. (2.47)

e−cXu6(1− u)
Γ(u)Γ(1− 2u)

Γ(3− u)
− 3

u
. (3.116)

Consequently, in the Laurent expansion of this term around the singularities located at u = d/2, they all pick a

e−cXd/2 factor. For the schemes we have considered cX < 0, and therefore, for IR renormalons with d > 0, we have

an exponential boost to Zd, but for UV renormalons that have a negative d, we have an exponential suppression

of Zd. Because of this, it is possible for an IR renormalon that is further away from the origin than an UV one to

dominate the coefficients, or at least to contribute quite sizably to them. This is exactly what happens with the

d = −2 and d = 3 renormalons in the pole mass. This explains the modest contribution of the inclusion of T−2

in the hyperasymptotic series. The effect is more pronounced in the lattice scheme because clatt is considerably

bigger in absolute value than cMS. In any case, the convergence is still quite good, and the inclusion of the d = 3

terminant makes things even better as it is seen in Figure 3.11 .

Let us discuss the results in more detail. We first observe that the m dependence of mPV
OS is basically eliminated

in mPV
OS − mP

OS, as expected. This happens both in the lattice and MS scheme. The latter shows a stronger c

dependence. This is to be expected, as in the MS, we truncate at smaller orders which makes the truncation

ambiguity bigger. As we can see in the left panel of Figure 3.10, both schemes yield consistent predictions for

mPV
OS −mP

OS. We can draw some interesting observations out of this analysis. Since the lattice scheme works better

than the MS scheme, specially for lower mass scales (and keeping in mind that, as we have said earlier, the lattice

scheme can be considered the MS scheme with a larger renormalization scale µ), to evaluate mPV
OS −mP

OS it seems

that working with a larger renormalization scale may be better, at least if enough coefficients of the perturbative

expansion can be obtained.

We now turn to mPV
OS −mP

OS−T1. Adding the first terminant brings much better agreement with expectations,

and we get closer to zero. After the introduction of T1, the MS scheme yields more accurate results than the lattice

scheme. This can already be seen in the left panel of Figure 3.10, and in greater detail in the right panel of said

figure. Once
∑NP(−2)
n=NP(1)+1(rn − r

(as:d=1)
n )αn+1 is incorporated in the prediction, most of the difference between

schemes disappears. As we have already discussed, the effect of introducing T−2 is very small, in particular in the

lattice scheme. In any case, the difference between schemes gets smaller and smaller as we go to higher orders in

the hyperasymptotic expansion, in particular at short distances. We also want to stress that this analysis opens

the window to apply perturbation theory at rather large distances. Note that in the left panel plots in Figure 3.8,

Figure 3.9, and Figure 3.10, we have gone to very large distances. It would be interesting to see if the same happens

beyond the large β0 approximation.

We can display the convergence in the same fashion it was done in Figure 3.6, by showing what happens order

by order. In analogy with the plot of the static potential, where we took r = 0.04 r0, we now take m = 25 r−1
0
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Figure 3.11: |mPV
OS − mPV, hyp

OS | in r0 units for nf = 0 and m = 25 r−1
0 . Full/Empty circles correspond to the

MS/lattice scheme. We choose the smallest positive c that yields an integer value of NP: NMS
P (1) = 3 with

c = 1.2717 and N latt
P (1) = 7 with c = 0.1524. Blue points are |mPV

OS −MN |, where the order at which the series
of the pole mass is truncated αN+1 is specified in the horizontal axis. Orange points are |mPV

OS − mP
OS − T1 −∑N

n=NP(1)+1(rn − r(as:d=1)
n )αn+1|. Green points are |mPV

OS −mP
OS − T1 −

∑NP(−2)
n=NP(1)+1(rn − r(as:d=1)

n )αn+1 − T−2 −∑N
n=NP(−2)+1(rn−r(as:d=1)

n −r(as:d=−2)
n )αn+1|. Red points are |mPV

OS−mP
OS−T1−

∑NP(−2)
n=NP(1)+1(rn−r(as:d=1)

n )αn+1−
T−2−

∑NP(3)
n=NP(−2)+1(rn− r(as:d=1)

n − r(as:d=−2)
n )αn+1−T3−

∑N
n=NP(3)+1(rn− r(as:d=1)

n − r(as:d=−2)
n − r(as:d=3)

n )αn+1|.
Notice that all terms have a series that is truncated at order αN+1 as specified in the horizontal axis. The jumps
correspond to the inclusion of the various terminants.

and consider the NP with the smallest positive c (notice that since 1/25 = 0.04, the values of NP and c will be the

same here as we had in Figure 3.6: NMS
P (1) = 3 with c = 1.2717 and N latt

P (1) = 7 with c = 0.1524). The numbers

are shown in Figure 3.11. We find that the inclusion of the d = 1 terminant improves the convergence, and just

as we have seen earlier, the d = −2 renormalon is barely visible, specially in the lattice where we see that the

inclusion of the terminant does not seem to do much, and we have a seamless transition between the yellow and

green points. Nevertheless, we also find that the inclusion of the d = 3 renormalon once again introduces a nice

converging pattern. All of this is in agreement with the discussion we have had around Eq. (3.116), where we have

remarked that UV renormalons are suppressed with respect to IR renormalons.

Just as we saw in Figure 3.6, both schemes yield similar precision, but in the lattice scheme (bigger scale µ)

more terms of the perturbative expansions are needed to reach the same precision. One important lesson one

may extrapolate from this exercise is that, if the number of perturbative coefficients is limited, the smaller the

renormalization scale µ, the better since one can obtain much better precision for an equal number of perturbative

coefficients.
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Chapter 4

Approximating the PV Borel sum:
Method 2

This chapter can be skipped on a first reading without losing continuity with the rest of the thesis. In the previous

chapter, a method to systematically approximate the PV Borel sum of a formal series, making use of a truncated

series and knowledge of the singularities in the Borel plane has been introduced. In this chapter, we will also relate

the PV Borel sum with a truncated series, but in a different way. The method relies on a equation first written

by Stevenson [64], and further polished on the works of Maxwell [75], Chyla and Burdik [65, 66], and Acoleyen

and Verschelde [67]. The outline of the method is as follows: we will consider a formal series in perturbative QCD

where the renormalization scale is fixed at a particular value µ = Q

R =

∞∑
n=0

rn(µ = Q)αn+1(µ = Q) . (4.1)

Let’s assume that the IR renormalon that lies closest to the origin in the Borel plane is located at

t =
d02π

β0
. (4.2)

Then, from Eq. (1.86), we know the optimal trucation point is around

N? =
d02π

β0α(µ)
. (4.3)

We will run the renormalization scale in Eq. (4.1), and consider a slight variation of the equation above, where the

truncation point and the scale at which the series will be evaluated will be correlated in the followng way

RNA
≡

NA∑
n=0

rn(µ)αn+1(µ) , (4.4)

where

NA ≡
2πd0

β0α(µ)

(
1− c′α(Q)

)
, (4.5)

and c′ is some positive and small number. We will then consider the NA → ∞ limit of Eq. (4.4) (notice that this

also implies µ→∞)

lim
NA→∞

RNA . (4.6)

Quite surprisingly, the limit above yields a finite number(!), despite the fact that the series in Eq. (4.1) is divergent.

That is, considering a particular correlation between the truncation order and the scale at which the renormalization
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scale is evaluated as given by Eq. (4.5), we are able to obtain a convergent series which actually gives a sum when

the whole infinite series is considered. In addition to this, we will se that this sum can be related with the PV

Borel sum, using knowledge about the renormalon closest to the origin. Admitedly, the steps above look rather

mysterious at this point, so we will review in the next section the rationale behind them. This chapter is based on

[68].

4.1 The method

The origin of this discussion is a paper by Stevenson [64]. In this paper, the following sign alternating factorially

divergent series was considered1

R =

∞∑
n=0

(−1)nn!αn+1
0 , (4.7)

where α0 is a small expansion parameter. Then, he considers the following equation

α =
α0

1 + τα0
, (4.8)

where τ is a real number, and re-expands the formal series above in the expansion parameter α

R =

∞∑
n=0

(−1)nn!

n∑
m=0

1

m!
(−τ)mαn+1 . (4.9)

The inspiration for the transformation in Eq. (4.8) is the one loop relation between the coupling at some scale Q

α0 ≡ α(Q) and the coupling at some other scale α(µ)

α(µ) =
α(Q)

1 + α(Q) β0

2π log µ
Q

, (4.10)

where we would have τ = β0

2π log µ
Q . Stevenson then considers the truncated version of Eq. (4.9)

RN (τ) ≡
N∑
n=0

(−1)nn!

n∑
m=0

1

m!
(−τ)mαn+1 , (4.11)

and uses the so called principle of minimal sensitivity2 [76] to obtain an “optimal” value of τ which itself depends

on the truncation order N

τoptimal = χ′StevensonN −
1

2

χ′Stevenson

1 + χ′Stevenson

log(N + 1) +O(1) , (4.12)

where χ′Stevenson ≈ 0.278. Then, it is proved that when one evaluates the series in Eq. (4.11) taking N → ∞, one

obtains

lim
N→∞

RN (τoptimal) =

∫ 1/χ′

0

dt e−t/α0
1

1 + t
, (4.13)

1Being accurate, Setevenson actually considered R =
∑∞
n=0(−1)nn!

αn+1
0
πn+1 . We have ignored the π-s to simplify the expressions

employed.
2Very briefly, the principle of minimal sensitivity is defined as follows. One considers perturbative expansions of physical quantities∑∞
n=0 rn(µ)αn+1(µ) evaluated at the renormalization scale µ, and then, the truncated version RN ≡

∑N
n=0 rn(µ)αn+1(µ). Motivated

by the fact that physical quantities do not depend on µ, the principle of minimal sensitivity posits that the optimal scale µoptimal on

which to evaluate the series is the one for which the dependence on µ of the truncated series is minimal. Thus, one considers dRN
dµ

= 0,

or equivalently dRN
dτ

= 0.
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which is a finite number. That is, beginning with a divergent expansion, imposing a renormalization scale dictated

by the principle of minimal sensitivity, which depends on the truncation order of the series, leads to an expansion

that is convergent. Furthermore, noticing that the Borel transform of the series in Eq. (4.7) is

R̂(t) =
1

1 + t
, (4.14)

we see that the sum of the series in Eq. (4.11), as dictated by the principle of minimal sensitivity, is the Borel sum

of the series in Eq. (4.7), where the integral of the Laplace transform is cut-off at a finite value

lim
N→∞

RN (τoptimal) =

∫ 1/χ′

0

dt e−t/α0R̂(t) . (4.15)

This is the key equation we are interested at. Later work generalized this result. In [75], the result in Eq. (4.15) was

generalized to a wider class of sign alternating series, and shown to depend on the Borel transform of the formal

series in question having a finite radius of convergence.

The consideration of series with fixed sign diverging behavior was done by Chyla et al. in [65, 66]. For sign

alternating series, the principle of minimal sensitivity yields a relation between the renormalization scale and the

truncation order as given by Eq. (4.12), which is the key in obtaining a finite sum for the infinite series. Applying

the principle of minimal sensitivity to fixed sign factorially diverging series does not work, but Chyla et al. observed

that we can still consider, analogously to Eq. (4.12), the relation

τN = χ′N , (4.16)

provided that 1/χ′ < ρ, where ρ is the radius of convergence in the t plane of the Borel transform of the formal

series. Furthermore, they showed that the linear dependence in N , as given by Eq. (4.16), is the only type of N

dependence τ can have to obtain a non-trivial (that is, finite but non-zero) limit for the truncated formal series

when N → ∞. The procedure proposed by Chyla et al. obtains a finite sum for a divergent series, that however,

depends on an arbitrary constant χ′, whose only constraint is for its inverse to lie inside the radius of convergence

of the Borel transform of the formal series.

The result obtained by Chyla et al. was rederived in [67] by Acoleyen et al. employing a different method that

implements the method of steepest descent. Furthermore, the authors were able to obtain the corrections in 1/N of

Eq. (4.15). The outline of their method is as follows. They considered formal series of physical quantities evaluated

at some renormalization scale Q

R =

∞∑
n=0

rn(Q)αn+1(Q) , (4.17)

and they again considered the one loop scale transformation given by Eq. (4.10), and rewrote the series in terms

of α(µ)

R =

∞∑
n=0

rn(µ)αn+1(µ) . (4.18)

They then truncate the series above

RN (µ) =

N∑
n=0

rn(µ)αn+1(µ) , (4.19)

and consider a scale change that depends on the truncation order

µN = QeNχ/2 , (4.20)
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where notice that the equation above is the same as Eq. (4.16) since trivial algebra in the above equation implies

β0

2π
log

µN
Q

= τ =
β0

4π
χN , (4.21)

and trivially defining3 χ′ ≡ β0

4πχ

τ = χ′N , (4.22)

just as in Eq. (4.16). The scale change in Eq. (4.20) is considered at one loop, and then it is proved that for large

N

lim
N→∞

RN (µN ) =

∫ 1/χ′

0

dt e
−t
α(Q) R̂(t) , (4.23)

where above we have the Borel transform of the series in Eq. (4.17)

R̂(t) =

∞∑
n=0

rn(Q)

n!
tn . (4.24)

Eq. (4.23) is precisely the result that Chyla et al. derived using another method. Also, as we have already

mentioned, Acoleyen et al. also gave the leading corrections in inverse powers of N of Eq. (4.23).

We haven’t explicitly mentioned it so far, but with Eq. (4.23), we can obtain the PV Borel sum from the

truncated series by noticing∫ 1/χ′

0

dt e
−t
α(Q) R̂(t) = PV

∫ ∞
0

dt e
−t
α(Q) R̂(t)− PV

∫ ∞
1/χ′

dt e
−t
α(Q) R̂(t) , (4.25)

and thus, using Eq. (4.23)

PV

∫ ∞
0

dt e
−t
α(Q) R̂(t) = lim

N→∞
RN (µN ) + PV

∫ ∞
1/χ′

dt e
−t
α(Q) R̂(t) . (4.26)

That is, to obtain the PV Borel sum of Eq. (4.17), we need to consider the truncated series of Eq. (4.19) with the

relation between truncation order and renormalization scale of Eq. (4.20), take the N →∞ limit, and add on top

of that

PV

∫ ∞
1/χ′

dt e
−t
α(Q) R̂(t) . (4.27)

Eq. (4.26) has an arbitrary parameter χ′. We have earlier said that 1/χ′ has to be smaller than the radius of

convergence of the Borel transform ρ, but other than that, we have not imposed further constraints. In [67], it was

seen that the value of χ′ that made the cut-off Borel sum∫ 1/χ′

0

dt e
−t
α(Q) R̂(t) (4.28)

closest to the actual PV Borel sum is such that 1/χ′ is slightly less than the first IR renormalon (located at

t0 ≡ 2πd0
β0

) of the Borel transform4. Therefore, they chose

1

χ′
=

2πd0

β0

(
1− c′α(Q)

)
, (4.29)

3As we have mentioned after Eq. (4.16), 1/χ′ has to be smaller than the radius of convergence of the Borel transform in the t plane.
χ plays the role that χ′ plays in the u plane.

4Notice that, in general, there can be UV renormalons closer than the leading IR one. Actually, this is the case that is considered
in the paper by Acoleyen et al. in [67], where they talk about the Adler function in the large β0 approximation, which has an IR
renormalon at u = 2 and an UV one at u = −1.
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where c′ > 0 is a strictly positive number. We will also see that this choice of χ′ makes Eq. (4.27) scale like the

leading condensate in an OPE5. Different terms coming from R̂(t) contribute to Eq. (4.27) differently. The most

important one is the one associated to the leading IR renormalon (notice that we pick R with no mass dimensions)

∆R̂
(d0)
IR (t) ≡ Zd0

1

(1− t/t0)1+l

∞∑
j=0

wj(1− t/t0)j , (4.30)

for some Zd0 , wj and l. For simplicity, for now, we will only consider the j = 0 term above (in Appendix D it can

be seen that further j terms are subleading)

∆R̂
(d0)
IR

∣∣
j=0

(t) ≡ Zd0
1

(1− t/t0)1+l
= Zd0

1

(1− β0

2πd0
t)1+l

. (4.31)

Thus, from Eq. (4.27), we obtain

PV

∫ ∞
1/χ′

dt e
−t
α(Q) ∆R̂

(d0)
IR

∣∣
j=0

(t) = Zd0 × PV

∫ ∞
1/χ′

dt e
−t
α(Q)

1

(1− β0

2πd0
t)1+l

(4.32)

= Zd0 × PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd0
t)1+l

(4.33)

= Zd0
2πd0

β0
α−l(Q)e

−2πd0
β0α(Q) × PV

∫ ∞
−c′

dx e
−2πd0
β0

x 1

(−x)1+l
, (4.34)

where we have substituted the value of χ′ of Eq. (4.29), and we have factored out all the α(Q) dependence from

inside the integral by performing the variable change

x =
1

α(Q)

(
−1 +

β0

2πd0
t

)
. (4.35)

Defining

Ψ ≡ PV

∫ ∞
−c′

dx e
−2πd0
β0

x 1

(−x)1+l
, (4.36)

we see that Eq. (4.26) basically becomes

PV

∫ ∞
0

dt e
−t
α(Q) R̂(t) = lim

N→∞
RN (µN ) + Zd0

2πd0

β0
α−l(Q)e

−2πd0
β0α(Q) Ψ + . . . , (4.37)

and we see that analogously to the method of chapter 3, we obtain the PV Borel sum by adding terms that are

exponentially suppresed in negative inverse powers of the strong coupling. As we have already mentioned, by

considering terms other than j = 0 in Eq. (4.30), we obtain subleading corrections to the above equation. In

particular, from Eq. (D.4), we know that they amount to

PV

∫ ∞
0

dt e
−t
α(Q) R̂(t) = lim

N→∞
RN (µN ) + Zd0

2πd0

β0
α−l(Q)e

−2πd0
β0α(Q)

∞∑
j=0

wjα
j(Q)Ψ

∣∣
l→l−j + . . . . (4.38)

The dots in the RHS of the above equation contain the contributions to Eq. (4.27) coming from further singularities

in the Borel plane, as well as the analytic part. It can be seen (see Appendix D) that the contributions coming

from these terms have the same parametric dependence in α(Q), and thus, all need to be taken into account at the

same time. Fleshing out the content hidden in the dots above, we have

PV

∫ ∞
0

dt e
−t
α(Q) R̂(t) = lim

N→∞
RN (µN ) + Zd0

2πd0

β0
e
−2πd0
β0α(Q)

{
α−l(Q)

∞∑
j=0

wjα
j(Q)Ψ

∣∣
l→l−j +O

(
α(Q)

)}
, (4.39)

5The relation between χ′ and non-perturbative terms was also appreciated in the papers of chyla et al. [65, 66].
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where we are blind to the last O
(
α(Q)

)
terms quoted above. Notice that if l and wj are fixed according to the

method of section 2.6 with Eq. (2.94) and so on, we have that

l = d0b− γ , (4.40)

where we have defined

γ ≡ 2πγ1

β0
, (4.41)

and therefore, recalling Eq. (2.72), we have that Eq. (4.39) becomes a correction in powers of ΛQCD

PV

∫ ∞
0

dt e
−t
α(Q) R̂(t) = lim

N→∞
RN (µN ) + Zd0

2πd0

β0

(
β0

4π

)bd0
Ψ

(
ΛQCD

Q

)d0
αγ(Q)

{
1 +O (α(Q))

}
, (4.42)

where we have only explicitly written the leading small α(Q) behavior.

4.1.1 Beyond one loop running in Eq. (4.19)

Let us come back to the relation of Eq. (4.16)

β0

2π
log

µ

Q
= χ′N . (4.43)

This relation between µ and N has been key in obtaining the results outlined in the previous section. Let us write

the relation implied by the above equation between α(µ) and N using the 1 loop relation on Eq. (4.10)

N =
2πd0

β0α(µ)

(
1− c′α(Q)

)
− 2πd0

β0α(Q)

(
1− c′α(Q)

)
. (4.44)

It can be seen that we need not restrict ourselves to one loop running when writing down Eq. (4.18), as long as we

keep the relation between α(µ) and N as dictated by the equation above. Therefore, considering the running at

any loop order will yield the same limit for Eq. (4.19) for N → ∞, so we might as well stick with 1 loop running

for simplicity. Furthermore, it can be seen that dropping the constant term in Eq. (4.44) also yields the same limit.

Thus, we will in fact take

NA ≡
2πd0

β0α(µ)

(
1− c′α(Q)

)
, (4.45)

which is the relation we have mentioned in Eq. (4.5), and the one we will use with Method 2.

A few words about c′. As we have seen around Eq. (4.29), c′ is a strictly positive number: c′ > 0. Nonetheless, we

should try to keep c′α(Q) close to zero, so as to not deviate much from the optimal truncation formula. Nonetheless,

we will see later that we should neither take c′ too close to zero, because the leading power correction diverges

logarithmically in c′ (at least in the large β0 approximation). Usually, keeping c′ ∼ 1 will be fine. Also, it should

be mentioned that in the large β0 approximation, there is a value of c′ that makes the leading power correction

vanish, as we will later see.

4.2 The QCD singlet static potential in the large β0 approximation

We will now test Eq. (4.39) against the exact formula of the PV Borel sum of the QCD singlet static potential in

the large β0 approximation. Adapting Eq. (4.39) to this case by including the leading d = 1 renormalon that we

have seen in section 2.3, we get

V PV
large β0

= VA −
4CF
β0

Λ̃Ei(
2πc′

β0
) +O

(
α(1/r)

)
, (4.46)
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Figure 4.1: Left panel: We plot VPV − VA −ΥLO for nf = 0 in the MS scheme with c′ = 1 versus the truncated

sums VPV−
∑NA

n=0 Vnα
n+1(µ)−ΥLO, where µ is fixed using NA defined in Eq. (4.45). Right panel: As in the left

panel, but in the lattice scheme.

where we have defined6

VA ≡ lim
NA→∞

NA∑
n=0

V large β0
n (µ(NA))αn+1(µ(NA)) =

∫ 2π
β0

(1−c′α(1/r))

0

dt e−t/α(1/r)V̂large β0
(t) , (4.47)

where µ and NA are correlated as given by Eq. (4.45), we have chosen Q = 1/r, and we have defined

Λ̃ ≡ e−cX/2ΛQCD , (4.48)

where the exponential integral function is

Ei(x) = −PV

∫ ∞
−x

dt
e−t

t
. (4.49)

For future ease, we also define

ΥLO ≡ −
4CF
β0

Λ̃Ei(
2πc′

β0
) . (4.50)

In Eq. (4.47), we see that VA is an infinite series. In realistic QCD scenarios, we will not be able to sum the infinite

series, nor will we have the full Borel transform to implement the RHS of Eq. (4.47), so it is interesting to consider

how high in NA one needs to go in practice so that we converge to the infinite sum. In Figure 4.1, we can see this

for both the MS and lattice schemes. The values of ΛQCD and cX have been chosen as in section 3.6. We see that

we do reach agreement with the limiting value, but that we have to go to rather high values of NA. This problem

can be severe if one tries to apply the method to realistic QCD examples, where at most we will have a handful

of exact coefficients. Luckily, we find that the use of the asymptotic expression for the coefficients for n > N∗

(∼ 3 in the MS and ∼ 8 in the lattice scheme) is very efficient, and basically yields the same results as the exact

result. Nonetheless, it must not be forgotten that in realistic QCD examples, the asymptotic coefficients will not

be known exactly, as in this toy example, and thus, this could jeopardize the whole method. We also mention that

numerics suggests that for a given r value, the smaller χ − 2 is, the larger NA has to be to achieve convergence.

Nevertheless, you cannot compare different χ − 2 values for different values of r as also, in general, as r becomes

smaller, convergence is reached at higher NA-s.

6Do not confuse this VA with the VA of Eq. (G.12) in the context of pNRQCD.
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Figure 4.2: We plot (a) VPV − VA −Υ for nf = 0 in the lattice and MS scheme. For each case, we generate bands
by computing VA with c′ = 1 and c′ = c′min = 0.652, where c′min is chosen such that Υ(c′min) = 0. We also compare
with (b) VPV − VP − 1

rΩ1 obtained with method 1 with the bands generated for Fig. 3.5.

Finally, we can compare how well method 2 fares against method 1. We have displayed this in Figure 4.2,

where we have included bands taken from Figure 3.5. In both cases, we add a term proportional to ΛQCD on top

of a truncated series (although, keep in mind that the parametric dependence in α is not exactly the same, being

method 1 the more precise one since 1
rΩ1 ∼ ΛQCDα

1/2 and Υ ∼ ΛQCD). We see that method 1 does a better job

of approximating the PV Borel sum, for both lattice and MS, and that MS works slightly better in both cases.

4.2.1 Alternative method

For the case of the static potential, there is an alternative method to compute the difference between the truncated

static potential and the PV Borel sum, by adapting the steps of some papers by Sumino [77, 78, 79, 80]. As a

bonus, we will see that this alternative path will allow us to compute subleading O
(
α(1/r)

)
terms in Eq. (4.46)

that we were unable to obtain before. We will now review these steps. In these papers, Sumino considered the

singlet static potential in the large β0 approximation

Vlarge β0 =

∞∑
n=0

V large β0
n αn+1 , (4.51)

and recall that in Eq. (2.27), we have seen this series to be

Vlarge β0 =
−2CFα(µ)

π

∞∑
n=0

∫ ∞
0

dq
sin(qr)

qr

{
β0α(µ)

4π
log

(
µ2

q2
e−cX

)}n
. (4.52)

He then truncated it at order αN

VN ≡
N−1∑
n=0

Vn(µ)αn+1(µ) , (4.53)

where7

N =
2πd

β0α(µ)
∆ . (4.54)

7Notice that Eq. (4.54) is slightly different to the convention we have been following in this thesis where we truncate series at αN+1

where N ∼ 2πd
β0α

.
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For now, we will leave ∆ general, and will come back to it later. Thus, we have

VN ≡
−2CFα(µ)

π

N−1∑
n=0

∫ ∞
0

dq
sin(qr)

qr

{
β0α(µ)

4π
log

(
µ2

q2
e−cX

)}n
(4.55)

=
−2CFα(µ)

π

∫ ∞
0

dq
sin(qr)

qr

1− LN
1− L , (4.56)

where we have defined

L ≡ β0α(µ)

4π
log

(
µ2

q2
e−cX

)
. (4.57)

By virtue of Eq. (4.54), we notice that

L = 1 +
d∆

N
log

Λ̃

q
, (4.58)

where we have defined

Λ̃ ≡ e−cX/2ΛQCD . (4.59)

Substituting Eq. (4.58) in Eq. (4.56)

VN =
4CF
β0

∫ ∞
0

dq
sin(qr)

qr

1

log Λ̃
q

{
1−

[
1 +

d∆

N
log

Λ̃

q

]N}
, (4.60)

and we see that we have traded all explicit α dependence in VN for N dependence. Sumino then makes a variable

change

k =
q

Λ̃
, (4.61)

and he also redefines8 ρ ≡ Λ̃r, so that

VN =
4CF
β0

Λ̃

∫ ∞
0

dk
sin(kρ)

kρ

1

− log k

{
1−

[
1− d∆

N
log k

]N}
. (4.62)

Later in the computation, Sumino uses Cauchy’s theorem in the complex k plane, so the sine is writen as a complex

exponential

VN =
4CF
β0

Λ̃ Im

∫ ∞
0

dk
eikρ

kρ

1

− log k

{
1−

[
1− d∆

N
log k

]N}
. (4.63)

He then splits VN in two terms, such that all N dependence of VN is put into one term. In order to do that, we

split the integrand of Eq. (4.63) in two. Notice that if we do that, we introduce a singularity in the integration

path9 at k = 1, and therefore, we need to regulate the integral before splitting. We do this by introducing a iη in

the denominator

VN =
4CF
β0

Λ̃ Im lim
η→0

∫ ∞
0

dk
eikρ

kρ

1

− log k − iη

{
1−

[
1− d∆

N
log k

]N}
≡ 4CF

β0
Λ̃

{
v1(rΛ̃) + v2(rΛ̃, d∆, N)

}
, (4.64)

where

v1(rΛ̃) ≡ Im lim
η→0

∫ ∞
0

dk
eikρ

kρ

1

− log k − iη , (4.65)

v2(rΛ̃, d∆, N) ≡− Im lim
η→0

∫ ∞
0

dk
eikρ

kρ

1

− log k − iη

[
1− d∆

N
log k

]N
. (4.66)

8Do not confuse this ρ with the radius of convergence of the Borel transform that we have seen earlier.
9That is, the Landau pole at q = Λ̃.
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Notice that (by construction), v1 above is independent of d and ∆, and thus, it doesn’t care about how the series

is truncated. It was proven in [77] that

v1(rΛ̃) =
1

rΛ̃

∫ ∞
0

dx e−x arctan

[
π

2 log
(
rΛ̃
x

)] , (4.67)

where arctan(x) is defined in the branch [0, π). Furthermore, making use of the Sokhotski–Plemelj theorem, we

can write from Eq. (4.65)

v1(rΛ̃) = PV

∫ ∞
0

dk
sin(kρ)

kρ

1

− log k
+
π

ρ
cos ρ , (4.68)

which allows us to relate v1 and the PV static potential

V PV
large β0

=
4CF
β0

Λ̃

{
v1 −

π

rΛ̃
cos
(
rΛ̃
)}

. (4.69)

Let us turn our attention to v2, which as opposed to v1, depends on how the series is truncated. Sumino in his

[77] considers the values d = 3 and ∆ = 1 in Eq. (4.54), that is, he truncates the series at the optimal point as

dictated by the subleading d = 3 renormalon. He then considers the large N asymptotics of VN , and he sees that

VN diverges logarithmically in N . We are more interested in what happens with VN if one truncates the series as

dictated by the leading d = 1 renormalon. In this case too, if one considers d = 1 and the simplest case with ∆ = 1

as given by Eq. (1.86)

NS ≡
2π

β0α(µ)
, (4.70)

one again encounters that VN diverges logarithmically in NS. In fact, the expression for the large NS asymptotics

of v2 in this case is (the detailed computation can be found in Appendix E)

vlargeNS

2 (rΛ̃, 1, NS) =
−π
ρ

+

∫ ∞
0

dx
e−x − 1 + xθ(1− x)

x2

log ρ
x

log2 ρ
x + π2/4

(4.71)

+
1

2
log

(
log2 ρ+

π2

4

)
− 1

2
(−γE + log 2 + logNS) +O(N

−1/2
S ) , (4.72)

where θ is a Kronecker delta.

Let us now make contact with the contents of the previous section. We have seen in the previous section that

we can get a finite limit for a divergent series, if we correlate truncation point an µ, not as shown in Eq. (4.70),

but slightly below the optimal truncation point10, as seen in Eq. (4.45)

NA =
2π

β0α(µ)

(
1− c′α(1/r)

)
. (4.73)

Indeed, by taking NA →∞, we obtain a convergent expression for VN , in compliance with all we have seen in the

previosu section. The expression for v2 in this case is (the computation can be found in Appendix E)

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) ≡ v3 = −π
ρ
− ρs−2

∫ ∞
0

dx
e−x − 1

xs

π
2 cos

(
π
2 [1− s]

)
+ ln ρ

x sin
(
π
2 [1− s]

)
ln2 ρ

x + π2

4

, (4.74)

where s = 2− c′α(1/r). And thus, we have that

VA ≡ lim
NA→∞

VN =
4CF
β0

Λ̃
{
v1 + v3

}
. (4.75)

10Notice that, so far, we have truncated at order αNA+1, and now we are truncating at αNA . Nonetheless, both scehemes yield
the same limit when NA → ∞, and therefore, there is no inconsistency by comparing the functions obtained in this section and the
previous one.
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Of course, this expression is nothing but an alternative version of Eq. (4.47), all we have done is to reimplement

what we did earlier in another guise, and we fully expect to have

4CF
β0

Λ̃
{
v1 + v3

}
=

∫ 2π
β0

(1−c′α(1/r))

0

dt e−t/α(1/r)V̂large β0(t) . (4.76)

Nevertheless, there is one advantage. Notice first that combining Eqs. (4.75) and (4.69), we can relate the truncated

series and the PV Borel sum in the following way

V PV
large β0

− VA =
4CF
β0

Λ̃

{
− π

rΛ̃
cos
(
rΛ̃
)
− v3

}
. (4.77)

We stress again that this is another formulation of Eq. (4.46). Neverheless, we have seen in the previous section

that with the former formulation, we cannot go beyond the leading contribution, which is associated to the closest

IR renormalon. Interestingly, with Eq. (4.77), we are able to reproduce the leading term that we have already

encountered it Eq. (4.46), and on top of that, to obtain the first correction in α(1/r). The expression found is (the

details of the computation can be found in subsection E.2.2)(
V PV

large β0
− VA

)
r∼0

=
4CF Λ̃

β0

{
− Ei

(2πc′

β0

)
+ α(1/r)e

2πc′
β0

β0

4π
(−2− cX + 2γE) +O

(
α2(1/r)

)}
. (4.78)

As we see comparing with Eq. (4.46), the leading term agrees. As a finishing remark, we recall that by taking c′ = 0

in Eq. (4.45), we essentially obtain Eq. (4.70). It is interesting to see what happens in the c′ → 0 asymptotics of

Eq. (4.78)(
V PV

large β0
− VA

)
r∼0

∣∣∣∣
c′∼0

=
4CF Λ̃

β0

{
− γE + log

(β0

2π

)
− log c′ + α

β0

4π
(−2− cX + 2γE) +O

(
α2(1/r)

)}
, (4.79)

and we see that we have a logarithmic divergence in c′.

4.3 The pole mass in the large β0 approximation

We can revisit the analysis we have done with the static potential for the case of the pole mass in the large

β0 approximation. Moreover, since the normalizations of the leading renormalons of both objects are related by

ZV = −2Zm, we can recyle all the formulas of section 4.2 changing only this factor −2. Nonetheless, the big

difference will be that we do not have as much analytic control over the pole mass, and we are unable to repeat

the analysis of subsection 4.2.1. Thus, adapting Eq. (4.39) to this case by including the leading d = 1 renormalon

that we have seen in section 2.4, we get

mPV
OS −m = M̃A +

2CF
β0

Λ̃Ei(
2πc′

β0
) +O

(
α(m)

)
, (4.80)

where recall that M̃ = mlarge β0

OS −m =
∑∞
n=0 rnα

n+1, as we have seen in Eq. (2.46). We have also defined

M̃A ≡ lim
NA→∞

NA∑
n=0

rn(µ(NA))αn+1(µ(NA)) =

∫ 2π
β0

(1−c′α(m))

0

dt e−t/α(m) ˆ̃M(t) , (4.81)

where µ and NA are correlated as given by Eq. (4.45), and we have chosen Q = m. In this section, Υ takes the

form

ΥLO ≡
2CF
β0

Λ̃Ei(
2πc′

β0
) . (4.82)
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Figure 4.3: Left panel: We plot (black line) mPV
OS −m − M̃A − ΥLO for nf = 0 in the lattice scheme with c = 1

versus the truncated sums mPV
OS −m −

∑NA

n=0 rnα
n+1(µ) − ΥLO, where µ is fixed using NA defined in Eq. (4.45),

for various values of NA. Right panel: As in the left panel, but in the MS scheme.
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Figure 4.4: We plot (a) mPV
OS −m− M̃A−ΥLO for nf = 0 in the lattice and MS scheme. For each case, we generate

bands by computing M̃A with c′ = 1 and c′ = c′min = 0.652 and such that ΥLO(c′min) = 0. We also compare with
(b) mPV

OS −mP
OS −mΩ1 obtained with method 1 with the bands generated for Fig. 3.10.

Analogously to what we have done in section 4.2, we can check how high we have to go in NA to reach the limit value.

This is displayed in Figure 4.3. The same discussion as in section 4.2 applies. We again find good convergence,

albeit again, at relatively high values of NA.

Finally, we compare method 1 against method 2, analogously to what we did in Figure 4.2. We display this in

Figure 4.4. Just like for the case of the static potential, we again find that method 1 does a better job than method

2, and that the MS scheme works slightly better in both cases.

4.4 Qualitative comparison with Method 1

Having reviewed in detail two methods to obtain the PV Borel sum of a formal series from truncated expressions,

it is worthwhile to discuss how they compare with each other. Method 2 has the nice feature that µ dependence

vanishes from the truncated sum and from the leading power correction in Eq. (4.39), which complies well with

the fact that the PV Borel sum is µ independent. This is unlike method 1, where there is always a residual µ

dependence, which nevertheless, becomes more and more exponentially suppressed as more terms are included in
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the hyperasymptotic expansion. Method 2 also has the nice feature that the leading correction to add on top of

the truncated sum has the same scaling as the NP power corrections dictated by the OPE, unlike method 1, due

to the α1/2 term.

Nonetheless, as we have already mentioned, method 2 has some clear shortcomings. On the one hand, we

cannot go beyond Eq. (4.39) and add more and more terms to obtain a better precission, as it is detailed in

Appendix D. Method 1 is in principle systematically improvable, as long as we know enough about the Borel

plane of the observable in question. Moreover, there are other more practical difficulties. First, in order to apply

Eq. (4.23), we need to know the Borel transform exactly, which in general will never be known. If one tries then to

use truncated sums for large truncation orders, asymptotic coefficients will need to be used at some (rather early

in most cases) point, which will introduce more uncertainties. Furthermore, these asymptotic coefficients will not

be known exactly in general, due to uncertainties in the normalizations of the renormalons, which will hinder the

method even more.

Due to to the fact that it is systematically improvable, and to its cleaner practical implementation, we will favor

method 1 in the rest of the thesis.
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Chapter 5

Hyperasymptotics of the average
plaquette and the gluon condensate

This chapter is based on the article [81]. We will consider the OPE of the average plaquette in gluodynamics1

〈P 〉MC =

∞∑
n=0

pnα
n+1 +

π2

36
CGa

4〈G2〉+O
(
a6Λ6

QCD

)
, (5.1)

and use it to give an estimate of the gluon condensate 〈G2〉,

〈G2〉 =
36

π2a4
C−1

G

{
〈P 〉MC −

∞∑
n=0

pnα
n+1

}
+O

(
a2Λ6

QCD

)
. (5.2)

The equation above must be handled with care since, before we are able to use it, we must set a prescription to

sum the divergent infinite series
∑∞
n=0 pnα

n+1. We will consider the PV Borel sum to regulate the perturbative

series of the plaquette, and employ the method of chapter 3 to obtain it from truncated versions of the perturbative

series. To set the stage, we will very briefly review in the next section gauge theories on the lattice2 with the aim

of introducing the main character of this chapter: the average plaquette.

5.1 Gauge fields in the lattice, the plaquette and the Wilson action

We consider four dimensional Euclidean space, and we discretize it with a hypercubic lattice [83] of N = N1×N2×
N3 ×N4 lattice sites, where each Nµ ∈ N denotes the total number of lattice sites on the direction µ. We denote

the lattice with the symbol ΛE . The distance between neighboring points, the lattice spacing, will be denoted by

a. Points in the lattice will be denoted by n ≡ (n1, n2, n3, n4), where nµ = 0, 1, . . . , Nµ− 1. The position of a given

lattice point from the origin is x = an = (an1, an2, an3, an4). We will denote with µ̂ a step of one lattice spacing

unit on the positive direction µ. Thus, if φ(n) is a field at the lattice point x = (an1, an2, an3, an4), then φ(n+ 4̂)

is a field located at the point x′ = (an1, an2, an3, a(n4 + 1)).

For a lattice formulation of Yang-Mills theory, it proves convenient to use the discretized version of the gauge

transporter. The continuum version is

G(x, y) = Pei
∫
Cxy

dxµAµ , (5.3)

where Cxy is a path that goes from x to y, and P denotes path ordering. The discretized version3 is

Uµ(n) ≡ eiaAµ(n) . (5.4)

1SU(3) Yang-Mills theory without quarks.
2The introductory sections of this chapter are based mainly on the book [82].
3Actually, the discretized version when x and y are infinitesimally close.
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n n+ µ̂Uµ(n) n n+ µ̂U †
µ(n) = U−µ(n+ µ̂)

Figure 5.1: Left image: Link variable connecting n to n+ µ̂. Right image: Link variable connecting n+ µ̂ to n.

We will call the above object the link variable. Aµ(n) is the discretized version of the gauge connection, and thus,

it is a SU(3) Lie algebra valued object. Notice that then Uµ(n) is a SU(3) matrix. Graphically, this object is meant

to be understood as the oriented link going from n towards n + µ̂. Notice that then, U−µ(n + µ̂) brings us back

from n + µ̂ to n, so that Uµ(n)U−µ(n + µ̂) = 13×3. Since we are using unitary matrices Uµ(n)U†µ(n) = 13×3, and

therefore

U†µ(n) = U−µ(n+ µ̂) , (5.5)

that is, the adjoint matrix U†µ(n) depicts a link going towards n from n + µ̂. This is all portrayed in Figure 5.1.

In the lattice, instead of using the field Aµ, it is customary to use the link variable Uµ as the degree of freedom to

construct the theory. Gauge transformations of the link variable are implemented via

Uµ(n)→ U ′µ(n) = Ξ(n)Uµ(n)Ξ†(n+ µ̂) , (5.6)

where Ξ(n) is also a SU(3) matrix. From Eq. (5.6), one can deduce that the trace of the product of link variables

in a closed loop is a gauge invariant quantity. The simplest of these products is the plaquette, which is a product of

link variables starting at the point n, that goes through n+ µ̂, n+ µ̂+ ν̂, n+ ν̂ and back to n. This is illustrated

in Figure 5.2. We will denote this object by Uµν(n). Thus, we see that

Uµν(n) ≡ Uµ(n)Uν(n+ µ̂)U†µ(n+ ν̂)U†ν (n) . (5.7)

Notice that quite trivially, we have that

U†µν(n) = Uνµ(n) . (5.8)

The lattice action for Yang-Mills fields, the so called Wilson action [83], is a sum over all plaquettes on the lattice,

where each plaquette is counted with only one orientation

IWilson[U ] ≡ 2

g2

∑
n∈ΛE

∑
µ<ν

Re tr {1− Uµν(n)} , (5.9)

where g is the gauge coupling in the lattice. It can be seen that in a naive small a expansion, this action returns

the continuum action for Yang-Mills theory. Noticing that the trace of the transpose of a complex matrix is the

same as the trace of the original matrix, one can write also write

IWilson[U ] =
6

g2

∑
n∈ΛE

∑
µ<ν

(
1− 1

6
tr
{
Uµν(n) + U†µν(n)

})
, (5.10)

or defining as it is customary4 β ≡ 6
g2 = 3

2πα

IWilson[U ] = β
∑
n∈ΛE

∑
µ<ν

(
1− 1

6
tr
{
Uµν(n) + U†µν(n)

})
. (5.11)

4Do not confuse this β and the beta function µ d
dµ
α(µ) = β.
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n n+ µ̂Uµ(n)

Uν(n+ µ̂)

n+ µ̂+ ν̂n+ ν̂ U †
µ(n+ ν̂)

U †
ν(n)

Figure 5.2: The plaquette.

5.2 The average plaquette and the gluon condensate

Let us define

Pn,µν ≡ 1− 1

6
tr
{
Uµν(n) + U†µν(n)

}
, (5.12)

where, notice that Eq. (5.8) implies that Pn,µν = Pn,νµ. We further define

Pn ≡
1

6

∑
µ<ν

Pn,µν . (5.13)

With these definitions, the Wilson action of Eq. (5.11) can be written in the following way

IWilson[U ] = 6β
∑
n∈ΛE

Pn . (5.14)

We now define the average plaquette as

〈P 〉 ≡ 1

N4

∑
n∈ΛE

〈Pn〉 , (5.15)

where the brackets above denote the following correlation function

〈Pn〉 =
1

Z

∫
SU(3)

[dU ]e−IWilson[U ]Pn (5.16)

=
1

6Z

∫
SU(3)

[dU ]e−IWilson[U ]
∑
µ<ν

(
1− 1

6
tr
{
Uµν(n) + U†µν(n)

})
, (5.17)

where the integration measure is the Haar measure, and Z is the partition function

Z ≡
∫

SU(3)

[dU ]e−IWilson[U ] . (5.18)

〈Pn〉 is translation invariant so that 〈Pn〉 = 〈P0〉

〈P 〉 =
1

N4

∑
n∈ΛE

〈P0〉 = 〈P0〉 , (5.19)
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where of course, we could have taken any other lattice point besides n = 0. Let us consider expanding the integrand

in Eq. (5.17) in a small α(1/a) expansion, commuting sum and integral, and then performing the path integral

〈P 〉 =
1

Z

∫
SU(3)

[dU ]e−IWilson[U ]Pn (5.20)

∼
∞∑
n=0

pn(N)αn+1(1/a) ≡ 〈P 〉pert(N) . (5.21)

The series above is the perturbative expansion of the average plaquette for a lattice with N lattice sites and lattice

spacing a. The coefficients of the series above were computed first until O(α3) using diagrammatic techniques

[84, 85, 86] and with NSPT [87, 88, 89] in [88, 90, 91, 92, 93, 94] at various orders in perturbation theory. We

use the data from [94], that was able to obtain the cofficients of the series until O(α35). In this reference, the

coefficients pn(N) were computed for lattices with varying N values, and then, the large volume N →∞ expansion

of these finite volume coefficients was considered

pn(N) = pn −
fn(N)

N4
+O(N−6) , (5.22)

and the infinite volume coefficients pn were computed. Coming back to Eq. (5.17), we can perform an OPE of the

average plaquette as in Eq. (5.1)

〈P 〉MC =

∞∑
n=0

pnα
n+1 +

π2

36
CGa

4〈G2〉+O
(
a6Λ6

QCD

)
. (5.23)

The series in the first term in RHS above is the infinite volume perturbative expansion of the average plaquette,

〈G2〉 is the RG invariant gluon condensate [95]

〈G2〉 ≡ − 2

β0

〈
Ω

∣∣∣∣β(α)

α
GaµνG

a
µν

∣∣∣∣Ω〉 =
〈

Ω
∣∣∣[1 +O(α)]

α

π
GaµνG

a
µν

∣∣∣Ω〉 , (5.24)

and the CG is the Wilson coefficient of the gluon condensate, which is proportional to the inverse of the beta

function [96, 97]

CG(α) = 1 +
∑
k≥0

ckα
k+1 = − β0α

2

2πβ(α)
(5.25)

= 1− β1

β0

α

4π
+
β2

1 − β0β2

β2
0

( α
4π

)2

− β3
1 − 2β0β1β2 + β2

0β3

β3
0

( α
4π

)3

+O(α4) .

The scheme independent coefficients read

β0 = 11 , (5.26)

β1 = 102 . (5.27)

For j ≤ 3, the coefficients βj are scheme dependent. The Wilson action lattice scheme β2 has been computed

diagrammatically [71, 98, 99]

β2 = −6299.8999(6) . (5.28)

The value for β3 that we use is an update of [100, 101], and was obtained [70] by calculating the normalization of

the leading renormalon of the pole mass, and then assuming the corresponding MS-scheme expansion to follow its

asymptotic behaviour from orders α4 onwards

β3 = −1.16(3)× 106 . (5.29)
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Similar estimates, β3 ≈ −1.37 × 106 up to β3 ≈ −1.55 × 106, were found in [102] using a very different method.

For convenience, we also write the expansion coefficients ck defined in Eq. (5.25)

c0 = −b β0

2π
, c1 = s1b

(
β0

2π

)2

, c2 = −2s2b
2

(
β0

2π

)3

, (5.30)

where we have employed the constants defined in Eq. (2.73), Eq. (2.74) and Eq. (2.75). As we have already

mentioned, Eq. (5.23) can be used to give an estimate of the gluon condensate

〈G2〉 =
36

π2a4
C−1

G

{
〈P 〉MC −

∞∑
n=0

pnα
n+1

}
+O

(
a2Λ6

QCD

)
. (5.31)

The series of the plaquette above is divergent, and therefore, in order to obtain the gluon condensate, we need to

first choose a method to assign a number to it. Extracting the gluon condensate from the average plaquette was

pioneered in [84, 103, 104, 105, 106], and many attempts followed during the next decades, see [85, 88, 107, 90,

108, 109, 91, 110, 111, 93]. Nevertheless, they suffered from insufficiently high perturbative orders and, in some

cases, also finite volume effects. The failure to make a controlled contact with the asymptotic regime of the series

of the plaquette prevented a reliable lattice determination of 〈G2〉, where one could quantitatively assess the error

associated to these determinations. Any reasonable definition consistent with 〈G2〉 ∼ Λ4 can only be given if the

asymptotic behaviour of the perturbative series is under control.

This problem was first solved in [94, 112] where for the first time, the perturbative series of the average plaquette

of 4 dimensional SU(3) gluodynamics was computed with superasymptotic accuracy, up until O(α35). The observed

asymptotic behaviour was in full compliance with renormalon expectations, with successive contributions starting

to diverge for orders around α27–α30 within the range of couplings α typically employed in present-day lattice

simulations. This made possible a reliable determination of 〈G2〉 that scaled as Λ4
QCD. In these references, the IR

renormalon of the series of the average plaquette was regularized by simply truncating the series superasymptotically

〈G2〉n0
≡ 36

π2a4
C−1

G

{
〈P 〉MC −

n0∑
n=0

pnα
n+1

}
+O

(
a2Λ6

QCD

)
, (5.32)

where n0 is chosen such that |pn0
αn0+1| is numerically smallest. One issue raised was to determine to which extent

such a result was independent of the scheme used for the coupling constant. The answer to this question can

be given within the framework of hyperasymptotic expansions of renormalizable quantum field theories that we

have seen in chapter 3, as developed in [68, 70, 69]. Instead of truncating the perturbative series of the average

plaquette, we can use the PV Borel sum to regulate the renormalon, and approximate it from truncated sums using

terminants, as we have already seen:

PV

∞∑
n=0

pnα
n+1 =

N∑
n=0

pnα
n+1 + T + . . . , (5.33)

where T denotes the leading terminant. Since the PV Borel sum is scheme independent, as we have seen in

Eq. (3.73), the scheme dependence of using the superasymptotic approximation to the perturbative sum is of

O(
√
α(1/a)ZPΛ4

QCD), where ZP is the normalization of the leading renormalon that we will find in Eq. (5.39). This

error then sets the parametric precision of the determination of the gluon condensate using the superasymptotic

approximation. Note that the scheme dependence of ZP and Λ4
QCD cancels each other. Therefore, the only

remaining leading scheme/scale dependence of the error is due to the
√
α(1/a) prefactor. In this chapter we
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revisit the analysis found in [112], and use the PV Borel sum to regulate the perturbative expansion of the average

plaquette

〈P 〉MC = PV

∞∑
n=0

pnα
n+1 +

π2

36
CGa

4〈G2〉PV +O
(
a6Λ6

QCD

)
, (5.34)

〈G2〉PV ≡
36

π2a4
C−1

G

{
〈P 〉MC − PV

∞∑
n=0

pnα
n+1

}
+O

(
a2Λ6

QCD

)
. (5.35)

We will reach better accuracy by incorporating the leading terminant. We will also discuss subleading effects. We

confirm that the result we obtain is independent of the scheme/scale used for the renormalization of the coupling

constant (up to terms that are higher order than the accuracy reached by the hyperasymptotic approximation).

5.3 The hyperasymptotic expansion of the average plaquette

In order to implement the PV Borel sum of the series of the average plaquette, we will employ Dingle’s terminants

and the hyperasymptotic expansion of chapter 3. To ease notation, we will denote the PV Borel sum of the average

plaquette by SPV. The expansion reads

SPV =

NP(4)∑
n=0

pnα
n+1 + ΩG2 +

N ′∑
n=NP(4)+1

[pn − p(as)
n ]αn+1 + · · · . (5.36)

The leading IR renormalon of the perturbative series of the plaquette is located at t = 8π
β0

(in compliance with a

condensate of dimension four in the OPE), and therefore, in Eq. (5.36) we take

NP(d = 4) =
8π

β0α(1/a)

(
1− cα(1/a)

)
. (5.37)

To simplify notation, we also define

SP ≡
NP(4)∑
n=0

pnα
n+1 . (5.38)

By default (just like in the examples we have seen in the large β0 approximation), we will take the smallest positive

value of c that yields an integer value for NP, but we also explore the dependence of the result on c. In principle, N ′

would be given by the location of the next singularity in the Borel plane. In practice, we will not have knowledge

of enough pn coefficients to reach the second singularity, and hence, N ′ will be limited to these known orders.

Therefore, we will have an incomplete
∑N ′

n=NP(4)+1[pn − p(as)
n ]αn+1. We will come back to this later. The large n

behavior associated to the d = 4 renormalon of the coefficients pn is given by5

p(as)
n = ZP

(
β0

8π

)n
Γ(n+ 1 + 4b)

Γ(1 + 4b)

{
1 +

4b

n+ 4b
w1 +

4b(4b− 1)

(n+ 4b)(n+ 4b− 1)
w2 +O

(
1

n3

)}
, (5.39)

where w1 and w2 are those of Eqs. (2.95) and (2.96), adapted to this particular case

w1 =
2πc0
β0b

+ 4s1 , (5.40)

w2 =
4b

4b− 1

{
4π2c1
β2

0b
2

+ 4s1

(
4s1

2
+

2πc0
β0b

)
− 4s2

}
, (5.41)

5The notation is slightly different in [94, 112, 81], where w1 is called b1 and w2 = 4b2b
4b−1

.
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where, just as before, s1 and s2 are given by Eqs. (2.74) and (2.75), and the small α expansion coefficients of the

Wilson coefficient of the gluon condensate are given by Eq. (5.30). Using these values for c0 and c1, we can simplify

further

w1 = 4s1 − 1 , (5.42)

w2 =
16b

4b− 1

{
s1

(
4s1

2
− 1 +

1

4b

)
− s2

}
. (5.43)

The value of ZP was determined approximately (for nf = 0) in [94]

ZP = (42± 17)× 104 . (5.44)

We name ΩG2 the terminant6 associated to the d = 4 renormalon of the series of the plaquette. It is given by

Eq. (3.66)

ΩG2 = ∆Ω(4b) + w1∆Ω(4b− 1) + w2∆Ω(4b− 2) + · · · , (5.45)

where we take ∆Ω from Eq. (3.70). The small α(1/a) expansion of ΩG2 can be written adapting Eqs. (3.72) and

(3.73) to this particular case

ΩG2 = K
(P)
IR a4Λ4

QCDα
1/2(1/a)

{
1 +K

(P)
IR,1α(1/a) +K

(P)
IR,2α

2(1/a) +O
(
α3(1/a)

)}
, (5.46)

or

ΩG2 = K
(P)
IR

(
β0α(1/a)

4π

)−4b

e
− 8π
β0α(1/a)α1/2(1/a)

{
1 + K̄

(P)
1 α(1/a) + K̄

(P)
2 α2(1/a) +O(α3(1/a))

}
, (5.47)

where

K(P) =
−ZP

Γ(1 + 4b)
22+4bπβ

−1/2
0

(
−ηc +

1

3

)
, (5.48)

K̄
(P)
1 =

β0/(4π)

−ηc + 1
3

[
− 4bw1

(
1

2
ηc +

1

3

)
− 1

12
η3
c +

1

24
ηc −

1

1080

]
, (5.49)

K
(P)
1 = K̄

(P)
1 − 2bβ0s1

π
, (5.50)

K̄
(P)
2 =

β2
0/(4π)2

−ηc + 1
3

[
− w2(4b− 1)4b

(
1

4
ηc +

5

12

)
+ w14b

(
− 1

24
η3
c −

1

8
η2
c −

5

48
ηc −

23

1080

)
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c

+
1

96
η2
c −

1

640
ηc −

25

24192

]
, (5.51)

K
(P)
2 =

1

8π2

(
8π2K̄

(P)
2 − 16bπs1β0K̄

(P)
1 + 16b2s2

1β
2
0 + 8b2s2β

2
0

)
, (5.52)

and ηc ≡ −4b+ 8π
β0
c− 1. The error on ZP will give the biggest source of uncertainty in the determination of ΩG2 ,

of the order of 40%. The other source of error is that, as opposed to the examples in the large β0 approximation,

only approximate expressions are available for ΩG2 (see Eq. (5.45), Eq. (5.46), and Eq. (5.47)), since we do not

know the complete set of coefficients wj . Being that as it may, we can study the convergence pattern of the various

expressions we have presented for the terminant. We show the results in Table 5.1 for a representative set of values

of α in the interval that we will use later. The first observation is that we observe a very good convergent pattern

6Notice that, since the series of the plaquette has no mass dimensions, Ω = T .
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β NP Ω
(ΛQCD)
LO ×105 Ω

(exp)
LO ×105 Ω

(exact)
LO ×105 Ω

(ΛQCD)
NLO ×105 Ω

(exp)
NLO×105 Ω

(exact)
NLO ×105 Ω

(ΛQCD)
NNLO ×105 Ω

(exp)
NNLO×105 Ω

(exact)
NNLO×105

5.8 27 -230.14 -16.23 -16.50 -146.41 -23.06 -23.07 -74.79 -24.31 -24.30

6. 28 -50.114 -6.611 -6.723 -32.821 -9.344 -9.349 -18.509 -9.888 -9.886

6.2 29 -14.031 -2.689 -2.735 -9.433 -3.781 -3.783 -5.746 -4.013 -4.011

6.4 30 -4.639 -1.092 -1.111 -3.194 -1.528 -1.529 -2.069 -1.625 -1.624

6.6 31 -1.6640 -0.4426 -0.4505 -1.1705 -0.6165 -0.6170 -0.7974 -0.6571 -0.6561

Table 5.1: A representative set of values of ΩG2 using Eq. (5.46) (ΛQCD), Eq. (5.45) (exact) and Eq. (5.47) (exp).
LO, NLO and NNLO with regards to the exact expression mean that in the LO expression, we just take the first
term on the RHS of Eq. (5.45). In the NLO, we take also the second term, the one proportional to w1, and for
NNLO, we take also the one proportional to w2. Of course, LO, NLO and NNLO for Eq. (5.47) and Eq. (5.46)
mean various orders in the expansion in α inside braces in Eqs. (5.47) and (5.46).

of the weak-coupling expansion of the terminant using Eq. (5.47) or Eq. (5.45): consecutive terms quickly become

smaller. The second observation is that the strict weak-coupling expansion used in Eq. (5.47) is quite close to the

exact numerical determination of Eq. (5.45) for analogous precision.

On the other hand, if we use Eq. (5.46), the version with ΛQCD, the convergence is not good7. As it can be seen

in Table 5.1, we have to go to β-values rather larger than 6 to get decent accuracy. What lies behind is the fact

that Λlatt
QCD is not well approximated by its weak coupling expansion at low orders. A similar behavior, albeit less

severe, will be seen later for the B meson mass in the lattice. The main difference with that case is that now the

power of ΛQCD is four instead of one. This makes the relatively bad convergent behavior of the small α expansion

of ΛQCD get amplified by a factor of four. Thus, in what follows, we will always use Eq. (5.47) as our approximated

expression for ΩG2 , as it produces a nicely convergent series, and the weak coupling expansion is organized in terms

of a single parameter α. The error associated to truncating the expansion in Eq. (5.47) is estimated by observing

the convergent pattern of the LO, NLO and NNLO results in Table 5.1. From LO to NLO, in the worst cases,

the differences are close but below 50%, and from NLO to NNLO the differences are below 10%. One could then

expect the NNNLO contribution to be at the level of few percent, which can be neglected altogether in comparison

with the ∼ 40% error associated to ZP .

5.4 Error sources

Let’s get back to Eq. (5.35)

〈G2〉PV =
36

π2a4
C−1
G

{
〈P 〉MC − SPV

}
+O(a2Λ6

QCD) . (5.53)

This equality is expected to hold up to corrections of order O(a2Λ6
QCD). This would be the accuracy we would have

in the determination of the gluon condensate, if all the elements of the equation above were known exactly, but

unfortunately, this is not the case. Neither SPV nor 〈P 〉MC are known exactly. On top of that, we have to account

for the fact that C−1
G and the relation between the lattice spacing a and β are also known in an approximated way.

We now discuss how we determine them and their associated individual errors.

We take the MC data for 〈P 〉MC from [114], and we display it with its associated error in Table 5.2. Similarly

to what was done in [112], we restrict ourselves to data for lattices of 324 points, and to keep finite volume effects

under control to β ≤ 6.65. We also limit ourselves to β ≥ 5.8 to avoid large O(a2) corrections. It is noteworthy

that at very large β-values there is a strong cancellation between two huge numbers, SP and 〈P 〉MC, giving rise to

a comparatively much smaller number. We illustrate this cancellation in Fig. 5.4.

7We use the value ΛQCD = e
−2πd1
β0 × 0.602 r−1

0 [113, 74], where d1 = 5.88359144663707(1) [71, 72, 73].
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Figure 5.3: Gluon condensate with superasymptotic approximation (0, NP) (blue lines) and with hyperasymptotic
accuracy (4, 0) (black lines). In both cases, for each corresponding β, we show the value obtained for the gluon
condensate with the values of NP using the smallest positive (upper line) and negative (lower line) value of c
that yields an integer value of NP. For the hyperasymptotic approximation with positive c, we also show the
statistical errors of the MC determination of the plaquette (inner error), and its combination in quadrature with
the statistical error of the partial sum (outer error). We also show the superasymptotic approximation obtained
in [112] truncating at the minimal term determined numerically (brown line). The horizontal green band and its
central value are our final prediction, and the associated error, for the gluon condensate displayed in Eq. (5.58).

36C
G

-1

π2 a4
〈P〉MC

36C
G

-1

π2 a4
[〈P〉MC-SP]

0.10 0.15 0.20 0.25

0
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4

2⨯104

3⨯104

4⨯104

a in r0 units

〈G
2
〉

Figure 5.4:
36C−1

G

π2a4 〈P 〉MC (continuous blue line) and
36C−1

G

π2a4 [〈P 〉MC − SP] (dashed red line). The second line is
basically indistinguishable with respect to zero with the scale resolution of this plot. The statistical errors are
smaller than the size of the points.
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β a in r0 units 1− 〈P 〉MC NP(4) c

5.8 0.27285 0.5676510(205) 27 0.3302

5.85 0.24628 0.5751226(54) 27 0.4350

5.87 0.23672 0.5778923(54) 28 0.0392

5.89 0.22771 0.5805461(44) 28 0.0811

5.895 0.22554 0.5811950(46) 28 0.0915

5.9 0.22340 0.5818383(49) 28 0.1020

5.91 0.21921 0.5831025(46) 28 0.1229

5.925 0.21314 0.5849659(46) 28 0.1544

5.95 0.20357 0.5879738(40) 28 0.2067

5.98 0.19293 0.5914373(39) 28 0.2696

6 0.18630 0.5936846(39) 28 0.3114

6.04 0.17404 0.5979958(40) 28 0.3952

6.06 0.16836 0.6000816(34) 28 0.4371

6.065 0.16698 0.6005991(35) 29 0.0099

6.07 0.16563 0.6011049(36) 29 0.0204

6.08 0.16296 0.6021223(38) 29 0.0413

6.1 0.15782 0.6041315(38) 29 0.0832

6.12 0.15292 0.6060953(33) 29 0.1251

6.14 0.14825 0.6080241(35) 29 0.1670

6.2 0.13545 0.6136303(32) 29 0.2926

6.3 0.11746 0.6224187(30) 30 0.0644

6.35 0.10972 0.6265895(30) 30 0.1691

6.4 0.10265 0.6306291(28) 30 0.2738

6.55 0.08460 0.6420618(26) 31 0.1503

6.65 0.07450 0.6491831(19) 31 0.3598

Table 5.2: We depict various quantities associated to the various lattice spacings considered. MC data for the
average plaquette extracted from [114] for 324 lattices and various values of β. The values of a have been obtained
with Eq. (5.54). The NP(4)-s are the ones associated to the smallest positive values of c, which are listed in the
last column.
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In the lattice scheme, Eq. (2.72) is not accurate enough to relate the lattice spacing a with β for the β-values

used in this paper. Instead, we employ the phenomenological parametrization of [113] (x = β − 6)

a = r0 exp
(
−1.6804− 1.7331x+ 0.7849x2 − 0.4428x3

)
, (5.54)

obtained by interpolating non-perturbative lattice simulation results. Equation (5.54) was reported to be valid

within an accuracy varying from 0.5% up to 1% in the range [113] 5.7 ≤ β ≤ 6.92, which includes the range

β ∈ [5.8, 6.65] we use in this paper. The values of a obtained with Eq. (5.54) for the β-s considered are shown in

Table 5.2.

From Eq. (5.25), we get the small α expansion of the inverse Wilson coefficient

C−1
G (α) = −2πβ(α)

β0α2
(5.55)

= 1 +
β1

β0

α

4π
+
β2

β0

( α
4π

)2

+
β3

β0

( α
4π

)3

+O(α4) .

The corrections to CG = 1 are small. However, the O(α2) and O(α3) terms are of similar sizes. We will account

for this uncertainty in our error budget. For the central value fits, we will use the expansion above including the

α3 term.

We now turn to SPV. As we have mentioned above, we compute it using the hyperasymptotic expansion. This

introduces a parametric error according to the order at which we truncate the expansion, as seen in section 3.4.

On top of that, we also have uncertainties in the building blocks of the expansion. The coefficients pn, obtained

in Ref. [94], are not known exactly. They carry statistical errors, and successive orders are correlated. Using the

covariance matrix, also obtained in Ref. [94], the statistical error of SP can be calculated. In that reference, the

coefficients pn(N) were first computed on finite volumes of N4 sites, and subsequently extrapolated to their infinite

volume limits pn. This extrapolation is subject to parametric uncertainties that need to be estimated. We follow

Ref. [94], and add the differences between determinations using N ≥ ν points for ν = 9 (the central values) and

ν = 7 as systematic errors to our statistical errors. This is the same error analysis as the one used in [112].

We emphasize that the order at which we truncate the perturbative series (that is, αNP+1), is different from

the one used in [112]8. The difference between both determinations gives an estimate of the parametric error of

the determination of SPV by using the hyperasymptotic approximation to (0, NP(4)) level. The magnitude of ΩG2

gives an alternative estimate of this error. It is also interesting to see the magnitude of changing NP by one unit

by fine tunning c from the smallest positive value that yields an integer value of NP to the smallest (in absolute

value) negative value that yields an integer value of NP. Typically, this yields slightly smaller errors. We illustrate

this discussion in Fig. 5.3. All these error estimates scale with the parametric uncertainty predicted by theory

∼ O(e
−4 2π

β0α(1/a) ) ∼ O(a4Λ4
QCD) times

√
α, as mentioned in section 3.4 .

If we increase the accuracy of the hyperasymptotic expansion by adding the terminant ΩG2 on top of the su-

perasymptotic approximation, the parametric error decreases, and the accuracy reached is (4,0). With this accuracy,

the parametric error in the hyperasymptotic expansion is ∼ O(e
−4 2π

β0α(1/a)
(1+log(3/2))

) ∼ O((aΛQCD)4(1+log(3/2))).

As it has been mentioned before, we only approximately know ΩG2 , and its error will obfuscate the signal of these

O((aΛQCD)4(1+log(3/2))) effects. For ΩG2 , we use the analytic expression in Eq. (5.47) truncated at O(α2). The

8As we have already mentioned around Eq. (5.32), in this reference the perturbative expansion was truncated at αn0+1, and in
general n0 is not for all β-s equal to the NP values we use, although the differences are minimal.
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error of this expression comes from ZP , and from the truncation of the weak coupling expansion of the terminant.

The largest source of error comes from ZP , which due to its size, overwhelms the parametric error associated to

higher-order terms in the hyperasymptotic expansion. We also emphasize that at (4, 0) level, we add the terminant

to SP, so the statistical error associated to it also needs to be taken into account.

Irrespective of the discussion of the error of the (4,0) accuracy, it is nice to see that adding the terminant to

the superasymptotic expression makes the jumps that we had with the superasymptotic approximation disappear.

Adding the terminant also makes the resulting curve flatter. The dependence in NP (or in other words c) gets

much milder too. We illustrate all this in Fig. 5.3.

In principle, we know perturbation theory to high enough orders to include the last term written in Eq. (5.36)

and reach (4, N ′) accuracy. Nevertheless, we find that the errors of pn for large n hide the signal. We show in Fig.

5.6 how the statistical errors grow as we increase N ′. Despite all of this, it is rewarding to see that the dependence

in c basically vanishes. We will elaborate more on the (4, N ′) case later.

5.5 The fits

We now perform the fits for the determination of the gluon condensate, and implement the discussion of the errors

of the previous section. Based on Eq. (5.53), we fit

36

π2
C−1
G

{
〈P 〉MC − SPV

}
(5.56)

to a linear function in a4, hereby obtaining the gluon condensate. We perform fits to various orders in the

hyperasymptotic expansion of SPV. For our central value fit, the range will be β ∈ [5.8, 6.65], and C−1
G will be

truncated at order α3, although we will also consider variations to these specifics. The error introduced in the

fitting algorithm is the sum in quadrature of the error of the MC determination of 〈P 〉MC, and the statistical error

of SPV coming from uncertainties in the pn coefficients. As it has already been mentioned, to obtain the latter, we

use the covariance matrix and, by error propagation, compute the statistical error of SPV. This is the same method

followed in [112], where the series of the plaquette was truncated superasymptotically. We show the size of these

two different errors in Fig. 5.3. We now give results for the fits of the gluon condensate for different truncation

orders in the hyperasymptotic expansion.

5.5.1 Order (0, NP(4))

We start by considering fits where the perturbative expansion of the plaquette is truncated superasymptotically.

We obtain

〈G2〉PV = 2.87(2)stat.(6)pext
n

(4)range(8)CG(7)r0(28)hyp r
−4
0 = 2.87(31) r−4

0 . (5.57)

The first error displayed in Eq. (5.57) is the statistical error of the fit. The following errors are systematic. The

second error is the error associated to different infinite volume extrapolations of the coefficients pn. Up to this

point, the discussion runs parallel to the error analysis made in [112]. Nevertheless, unlike in this reference, we do

the fit in the range β ∈ [5.8, 6.65]. If we do the fit in the range β ∈ [6, 6.65], as it was done in that reference, the

result is -0.04 smaller, a small shift. This is indeed the third error in Eq. (5.57). For both ranges the reduced χ2

are similar: 0.44 and 0.42 for the range β ∈ [5.8, 6.65] and the range β ∈ [6, 6.65], respectively.
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The fourth error is the difference of the fits by truncating C−1
G at O(α2) or at O(α3). The change is significant.

This seems to be due to the slow convergence of the weak-coupling expansion in the lattice scheme. We have checked

that there is convergence (albeit slow) by including higher-order terms of the beta-function using the estimates

obtained in [70].

Following [112], we assign a 2.5% error for the conversion from a to r0 units. This is the fifth error in Eq. (5.57).

The last error is the estimate of the higher-order terms in the hyperasymptotic expansion not included in the

superasymptotic approximation. It is taken as the difference between the fits including or not including the leading

terminant. This basically gives the same error as considering the difference of doing superasymptotic fits truncating

the perturbative sum at the numerical minimal term, or using Eq. (5.37). Other possible ways to estimate the

error (like taking c to be negative such that NP changes by one unit) give smaller errors. This error is by far the

major source of uncertainty in Eq. (5.57). In the last equality in Eq. (5.57), we have combined all these errors in

quadrature.

For reference’s sake, we also state the results of the fits by truncating at the numerically minimal term as it

was done in [112]. This yields, 〈G2〉 = 3.18 r−4
0 with χ2

red = 0.69 for the range β ∈ [6, 6.65], and 〈G2〉 = 3.05 r−4
0

with χ2
red = 1.28 for the range β ∈ [5.8, 6.65].

5.5.2 Order (4, 0)

We now add the leading terminant to the superasymptotic approximation and obtain

〈G2〉PV = 3.15(2)stat.(5)pext
n

(9)range(9)CG(8)r0(8)ZP r
−4
0 = 3.15(18) r−4

0 . (5.58)

The error analysis follows to a large extent the error analysis of the order (0, NP). The first error is the statistical

error of the fit. We mention that the central value fit yields χ2
red = 0.43. The rest of the errors are systematic. The

second error is the error associated to different infinite volume extrapolations of the coefficients pn. We emphasize

again, that we do the fits over the whole range β ∈ [5.8, 6.65]. If we do the fit in the range β ∈ [6, 6.65], the

result is +0.09 larger with a rather small χ2
red = 0.019. This is the third error in Eq. (5.57). Having a look to the

points in Fig. 5.3, the remaining a dependence is very small but may point to a small negative slope. If anything,

this effect is only visible for the largest distances. At short distances, the a dependence is completely hidden by

the errors, which reflects in this very small χ2
red, but even at the largest distances, the errors hide any meaningful

signal of these effects. Note that this possible remaining a dependence can be associated to higher-order terms of

the hyperasymptotic expansion of SPV, which would then scale as O((aΛQCD)4(1+log(3/2))) rather than to genuine

nonperturbative corrections that would scale as O(a6Λ6
QCD). In this respect, and as we will see in the next section,

it is worth noting that this small slope somewhat tends to disappear as we work with precision (4, N ′), albeit with

a huge error (see Fig. 5.6).

The fourth error is the difference of the fit truncating to O(α2) or to O(α3) the perturbative expansion of C−1
G .

The fifth error is the one associated to the conversion from a to r0 units. The last error is the error associated to

ZP , the normalization of the leading renormalon. The error of this quantity is heavily correlated to the knowledge9

of the coefficient w2. Therefore, to estimate this error, we correlate the change of ZP to setting w2 = 0, that is,

we perform fits taking ZP = (42 + 17) × 104 where w2 is set to zero everywhere, and then take the difference of

9Very briefly, in [94] ZP was estimated by comparing p26 with its asymptotic behavior given by Eq. (5.39), and the error of ZP
comes from including the w2 term in Eq. (5.39) or not.
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Figure 5.5: Determinations of 〈G2〉PV with hyperasymptotic approximation (0, NP), (4,0), (4, 31), (4,32), (4,33),
(4,34) (black points). We also display the determination obtained in [112] (square blue point). The error displayed
is the sum in quadrature of all the errors considered.

the result with the central value fit. As it has been stressed before, the subleading terms of the weak coupling

expansion in Eq. (5.47) produce a smaller change and can be neglected.

We now discuss the error associated to the truncation of the hyperasymptotic approximation. As it has

been mentioned before, the leading contributions to the hyperasymptotic expansion of SPV that are not in-

cluded in the (4,0) precision are expected to scale as O((aΛQCD)4(1+log(3/2))), and to be suppressed by a factor

O((aΛQCD)4 log(3/2)) with respect to the typical size of ΩG2 . Unlike in the case of the superasymptotic approxima-

tion, the error commited by truncating the hyperasymptotic approximation of the PV Borel sum at (4,0) level are

small compared with other errors. Finally, we combine all the errors in quadrature, producing the last equality in

Eq. (5.58). This is our most precise prediction for 〈G2〉PV, which we display in Fig. 5.3.

The central value we obtain does not change much with respect to the central value obtained in [112]. Nev-

ertheless, this is to some extent by accident, as the fit is made over different intervals. On the other hand, the

superasymptotic approximation truncated at the numerically minimal term appears to approach better the central

value10. We will see this also for the self-energy of the static quark in a subsequent chapter. Nevertheless, the error

is larger because the points are more scattered around, and because of the intrinsic inaccuracy of the superasymp-

totic approximation. In our case, the total error is basically shrunk by a factor 1/2. Note that the statistical error

and the error associated to the infinite volume extrapolation of the coefficients are smaller now. The improvement

in the quality of the fit can also be observed by the flatter curve we have now, as seen in Fig. 5.3.

10In this respect, one could also think of fine tuning the value of c to make NP coincide with the numerically minimal term n0.
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5.5.3 Order (4, N ′)

We may try to increase the accuracy reached with the (4,0) hyperasymptotic approximation by adding the last

term of Eq. (5.36). Nevertheless, the errors quickly grow and get out of hand. This is mainly due to the error of the

coefficients pn of the perturbative expansion for the last few orders in α. We have repeated the same error analysis

as in the previous sections for N ′ = 31, 32, 33, 34. We show the obtained central values and errors in Figure 5.5

(see also Figure 5.6). We see how the errors quickly grow. The most important source to the error comes from the

infinite volume extrapolation of the perturbative coefficients pn.

5.6 Some plots on the asymptotics of the series of the average plaque-
tte

Before finishing the chapter, it is interesting making a parallel with the toy models studied in chapter 3, and

reproducing the analogue of Figure 3.6 and Figure 3.11 in a realistic scenario. Figure 5.8 nicely displays, for a

four-dimensional gauge theory, the standard behavior expected for a factorially divergent asymptotic series (we take

β = 6 for illustrative purposes). We first discuss the blue points. First, as we add more terms to the perturbative

series, we get closer to the MC simulation of the plaquette. We remind the reader that for β = 6, the NP(4) for

the smallest positive c is 28, as seen in Table 5.2. We see that that past the optimal truncation order, the blue

points still keep converging. As it can be seen in Figure 5.7, the fixed order terms pnα
n+1 are already growing in

absolute value for the last blue points, but they are still not large enough to have the blue points blow up. We can

be sensitive to this effect if we also subtract our central value fit result of the gluon condensate Eq. (5.58). We are

then in the same situation as for instance the blue points in Figure 3.6 and Figure 3.11, where the nonperturbative

contribution is zero by construction. This is what is displayed in the black square points in Figure 5.8. We nicely

reach a minimum, and after that the series deteriorates if one continues adding extra perturbative terms.

We can now carry on and subtract the leading terminant. This is what is done for the black squares in Figure 5.9

(we are still in the case β = 6), and one gets a plateau, which of course corresponds with π2

36CGa
4〈G2〉PV ≈ 0.001 for

β = 6. If one also subtracts the gluon condensate, we are in the same situation as the orange points in Figure 3.6.

This is what is displayed in the red diamond points in Figure 5.9, whose qualitative behavior is analogous to the

one displayed by the aforementioned orange points of the large β0 case, in the sense that we get a jump after adding

the terminant. If more coefficients pn were known, and if the errors in the currently known ones could be reduced,

it would be interesting to carry on with the plot.

5.7 Final remarks

We will now summarize what we have seen in this chapter. We have given the hyperasymptotic expansion of

the PV Borel sum of the plaquette, with a precision that includes the terminant associated to the leading d = 4

renormalon. Subleading effects have also been considered. This has been used to give a determination of the gluon

condensate in SU(3) pure gluodynamics

〈G2〉PV(nf = 0) = 3.15(18) r−4
0 . (5.59)

As we have seen, at present, the limiting factor for improving the determination of the gluon condensate in pure

gluodynamics is the error of perturbation theory. All systematic sources of error have its origin in the errors of
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Figure 5.6: Gluon condensate in r0 units with hyperasymptotic accuracy (4, N ′) for N ′ = 31 (upper panel), N ′ = 32
(middle panel) and N ′ = 33 (lower panel). In all cases, for each corresponding β, we show the value obtained for
the gluon condensate with the values of NP using the smallest positive (upper line) and negative (lower line) value
of c that yields an integer value of NP. Notice that except in the upper panel, these two lines are on top of each
other. In any case, keep in mind that from Table 5.2, we see that for the highest β-s the NP(4) associated to the
positive/negative c is 31/32. Therefore, for some values of a, we cannot add any order at all (specially for the
nagative c case which has a higher NP) in the cases N ′ = 31 and N ′ = 32. The error is the statistical error of
the MC determination of the plaquette and of the perturbative sum combined in quadrature. The horizontal green
band and its central value are our final prediction, and the associated error, for the gluon condensate displayed in
Eq. (5.58).
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Figure 5.7: We draw 〈P 〉MC −
∑N
n=0 pnα

n+1 (full blue circle points), and pNα
N+1 (full red squares points) for

different values of N , up to N = 34 for β = 6. The error of the blue points is the statistical error of of the MC
simulation and of the sum

∑N
n=0 pnα

n+1 combined in quadrature (for large N the error of the perturbative sum is
dominant). The error displayed here of the perturbative sum does not include the systematic error of the infinite
volume extrapolation of the coefficients pn. The error displayed for the red points is the complete error (statistical
plus systematic combined in quadrature) of the pN coefficients obtained in [94] times αN+1. The black diamond
stands for the numerically minimal value of pNα

N+1. The black triangle is pNP(4)α
NP(4)+1 using the smallest

positive c that makes NP an integer. Note that the plus/minus error does not display symmetrically in the plot
because of the logarithmic scale.
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Figure 5.8: We draw |〈P 〉MC −
∑N
n=0 pnα

n+1| (blue points) and |〈P 〉MC − (
∑N
n=0 pnα

n+1 + π2

36CG(α) a4〈G2〉PV)|
(black squares) for β = 6 and N ∈ [0, 34]. The error, in all cases, is the statistical error of the sum

∑N
n=0 pnα

n+1

and of 〈P 〉MC combined in quadrature. Note that the plus/minus error does not display symmetrically in the plot
because of the logarithmic scale, and also because of the logarithmic scale the error looks different for different
points located at the same N .
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Figure 5.9: For β = 6, we draw 〈P 〉MC −
∑N
n=0 pnα

n+1 for N ≤ NP (blue points). For N = NP, we draw 〈P 〉MC −∑NP

n=0 pnα
n+1−ΩG2 (black square atN = 28). ForN > NP, we draw 〈P 〉MC−(

∑NP

n=0 pnα
n+1+ΩG2+

∑N
n=NP+1[pn−

p
(as)
n ]αn+1) (the remaining black squares). We repeat with red diamonds the points displayed in black squares by

subtracting the central value result for the gluon condensate. For N = NP, we draw 〈P 〉MC − (
∑NP

n=0 pnα
n+1 +

ΩG2 + π2

36CG(α) a4〈G2〉PV) (red diamond at N = 28). For N > NP, we draw 〈P 〉MC − (
∑NP

n=0 pnα
n+1 + ΩG2 +

π2

36CG(α) a4〈G2〉PV +
∑N
n=NP+1[pn − p

(as)
n ]αn+1) (red diamonds). The error in all cases is the statistical error

of the sum
∑N
n=0 pnα

n+1 and 〈P 〉MC combined in quadrature. Note that the plus/minus error does not display
symmetrically in the plot because of the logarithmic scale. Also, because of the logarithmic scale, the error looks
different for different points located at the same N . In the small box, a zoom of the points for N ≥ 27 are shown
in non-logarithmic scale.
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perturbation theory (even what we call statistical errors of Eq. (5.53) are dominated by the statistical errors of

the coefficients pn). More precise values of these perturbative coefficients, and their knowledge to higher orders,

would yield a more precise determination of the normalization of the renormalon ZP , and would allow working

with hyperasymptotic accuracy (4, N ′).

Nowadays, if we try to reach this accuracy, we find that the error of the coefficients are too large to get accurate

results. The situation with active light quarks is in an early stage but starts to be promising. The coefficients of

the perturbative coefficients have been computed at finite volume in [115] for QCD with two massless fermions.

More data at different volumes, and the infinite volume extrapolation of these coefficients, would then allow us to

repeat the analysis we have carried out, and to give a determination of the gluon condensate in QCD with two

massless fermions.

89



90



Chapter 6

Hyperasymptotics of the heavy quark
pole mass and Λ̄

In this chapter, we will give an estimate of the power correction Λ̄ of HQET, following the same rationale we have

followed in the previous chapter for the gluon condensate. We will consider the nf = 3 and nf = 0 cases. A very

important player in this chapter will be the perturbative series relating the pole mass of a quark with its MS mass

(for details on the formulas see Appendix F)

mOS = m+

∞∑
n=0

rn(µ/m)αn+1(µ) . (6.1)

This chapter is based on [70].

6.1 Λ̄PV(nf = 3) from B physics in the MS scheme

B mesons are like the hydrogen atom of QCD, with a heavy b quark playing the role of the proton. In HQET,

their mass MB has the following expansion in inverse powers of the heavy quark

MB = mb,OS + Λ̄ +O
(
m−1
b,OS

)
, (6.2)

where mb is the perturbative series relating the MS and the pole mass of the bottom quark, written in terms of the

strong coupling of QCD with 3 active massless flavors. The formula used is Eq. (6.1), with nf = 3 and mb = 4.186

GeV taken from [116]

mb,OS = mb +

∞∑
n=0

rn(µ/mb)α
n+1(µ) , (6.3)

where the coefficients rn are the ones given in Eq. (F.3). In accordance to what we say in Appendix F, we estimate

non-zero charm quark mass effects by adding -2 MeV to the above expression. The series above is understood as

a formal series. Λ̄ ∼ ΛQCD is a power correction reminiscent of the power corrections in the OPE. Being bound

states of two quarks, B mesons can have either spin 0 or spin 1. The spin 0 version of Eq. (6.2) reads1

MB = mb,OS + Λ̄− 1

2mb,OS
λ1 −

3

2mb,OS
λ2 +O

(
m−2
b,OS

)
, (6.4)

where λ1, λ2 ∼ Λ2
QCD are new power corrections. The spin 1 version of Eq. (6.2) reads

MB? = mb,OS + Λ̄− 1

2mb,OS
λ1 +

1

2mb,OS
λ2 +O

(
m−2
b,OS

)
. (6.5)

1These formulas can be found for instance in [117].
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We see that the expansions are identical up until the term proportional to λ2, where we have a spin dependent

splitting. In fact, we can work with the so called spin-averaged mass by taking

〈MB〉 ≡
1

4
(MB + 3MB?) = mb,OS + Λ̄− 1

2mb,OS
λ1 +O

(
m−2
b,OS

)
, (6.6)

and get rid of the spin dependent λ2 term. The above equation is indeed the one we will consider in what is to

follow. As we have already mentioned, the expression above is reminiscent to the OPEs we have seen before. It

contains a perturbative expansion, the pole mass of the b quark, and on top of that, terms that are exponentially

suppressed in α are introduced. The series of the pole mass of the b quark is (expected to be) divergent, so there

will be an inherent ambiguity to it. This ambiguity is translated to the power corrections, such that the whole sum,

that is, the mass of the B meson, is unambiguous. Analogously to what we did in chapter 5 with the plaquette,

we will regulate the formal series mb,OS using the PV Borel sum, which we will approximate using the method of

chapter 3. We will disregard the m−1
b,OS terms, so that

Λ̄PV = 〈MB〉 −mPV
b,OS +O

(
1

mPV
b,OS

)
. (6.7)

We will use the above equation to estimate Λ̄PV.

The leading renormalon of the series of the pole mass minus its MS mass is located at u = 1/2. Defining

m̃ ≡ mb,OS −mb, the Borel transform of m̃ around this singularity reads

ˆ̃m(t(u)) = Z1µ
1

(1− 2u)1+b

{
1 + w1(1− 2u) + w2(1− 2u)2 + w3(1− 2u)2 + . . .

}
. (6.8)

Recall that as always u = β0

4π t. Z1 = 0.56255(260) has been extracted from [118, 119]. The coefficients wi are those

of section 2.6, adapted for this specific case. They read

w1 = s1 , (6.9)

w2 =
1

2

b

b− 1
(s2

1 − 2s2) , (6.10)

w3 =
1

6

b2

(b− 2)(b− 1)
(s3

1 − 6s1s2 + 6s3) , (6.11)

where b and si can also be found in section 2.6. Accordingly, the terminant associated to this renormalon is

Ω1 = α1/2(µ)K
(P)
IR

µ

mb
e
− 2π
β0α(µ)

(
β0α(µ)

4π

)−b{
1 + K̄

(P)
IR,1α(µ) + K̄

(P)
IR,2α

2(µ) +O
(
α3(µ)

)}
, (6.12)

where

K
(P)
IR = − Z121−b

Γ(1 + b)
β
−1/2
0

[
− ηc +

1

3

]
, (6.13)

K̄
(P)
IR,1 =

β0/(π)

−ηc + 1
3

[
− w1b

(
1

2
ηc +

1

3

)
− 1

12
η3
c +

1

24
ηc −

1

1080

]
, (6.14)

K̄
(P)
IR,2 =

β2
0/π

2

−ηc + 1
3

[
− w2(b− 1)b

(
1

4
ηc +

5

12

)
+ w1b

(
− 1

24
η3
c −

1

8
η2
c −

5

48
ηc −

23

1080

)
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c +

1

96
η2
c −

1

640
ηc −

25

24192

]
, (6.15)

where

ηc = −b+
2πc

β0
− 1 . (6.16)
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With these ingredients, we construct the hyperasymptotic expansion of the PV Borel sum of the pole mass of the

botom quark

mPV
b,OS = mP

b,OS +mbΩ1 +

NP(2)∑
n=NP(1)+1

(
rn − r(as)

n

)
αn+1(µ) +O

(
e
−4π
β0α(µ)

)
, (6.17)

where

mP
b,OS ≡ mb +

NP(1)∑
n=0

rn(µ/mb)α
n+1(µ) , (6.18)

and

r(as)
n = Z1µ

(
β0

2π

)n
Γ(n+ 1 + b)

Γ(1 + b)

{
1 + w1

b

n+ b
+ w2

b(b− 1)

(n+ b)(n+ b− 1)
+ w3

b(b− 1)(b− 2)

(n+ b)(n+ b− 1)(n+ b− 2)
+ . . .

}
.

(6.19)

In Eq. (6.17), we have assumed the subleading renormalon of the pole mass to be parametrized by |d| = 2.

Nevertheless, in practice this is not relevant, as we only know until the coefficient r3, and we will be limited by

this.

Let’s now give a value for the superasymptotically truncated pole mass of the bottom quark. For our central

value, we consider µ = mb. For such a value of µ, the integer NP(1) that has the smallest c is NP(1) = 3, with

c = 0.3611. This yields

mP
b,OS = 5077(µ)+134

−242 MeV . (6.20)

The quoted error comes from varying µ in the range µ ∈ [mb/2, 2mb]. If instead, we take NP(1) = 2 (with

c = 1.7935) we get

mP
b,OS = 4922+107

−167 MeV . (6.21)

Let’s now consider again the NP = 3 case, and include the terminant. This yields the PV Borel sum of the pole

mass of the bottom quark to (D,N) = (1, 0) order in the hyperasymptotic expansion

mPV
b,OS = 4836(µ)+8

−17(Z1)−11
+12(α)+8

−9 MeV . (6.22)

For the variation of µ, we have taken again the range µ ∈ [mb/2, 2mb]. We find that the scale dependence of the

PV mass is much smaller than for the superasymptotic approximation, in accordance with what we would expect.

As we have already mentioned, for the error of Z1, we have taken Z1(nf = 3) = 0.5626(260). For the uncertainty

in α, we take Λ
(nf=3)

MS
= 332± 17 MeV from [120].

Notice that with NP(1) = 3, we cannot add more terms in the hyperasymptotic expansion beyond the leading

terminant, as we do not know the necessary exact coefficients of the series of the pole mass of the b quark. To

roughly estimate the size of subleading terms in the hyperasymptotic expansion, we could compute the PV Borel

sum with NP(1) = 2. In the counting of the hyperasymptotic expansion, the precision is then (1, 3−NP(1)). The

difference is below 1 MeV (after including [r3−r(as)
3 ]α4, otherwise, that is, just considering the order (D,N) = (1, 0)

with NP(1) = 2, the difference is 7.5 MeV). Even considering NP(1) = 1, which formally allows us to reach the

next renormalon located at 2NP(1) = 2 (i.e. (D,N) = (1, NP(1) = 1) precision), the difference is ∼ 7 MeV.

Alternatively, the remaining µ scale dependence of mP
b,OS(mb) +mbΩ1 also gives a measure of the uncomputed∑NP(2)

n=NP(1)+1(rn − r(as)
n )αn+1 term, as such scale dependence should cancel in the total sum. We will then take it

as the associated error. Actually, the error associated to Z1 is also a measure of the lack of knowledge of higher
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order terms in perturbation theory, and therefore, there is some degree of double counting by considering these two

errors separately. At last then, we determine Λ̄PV from Eq. (6.7). We obtain

Λ̄PV = 477(µ)−8
+17(Z1)+11

−12(α)−8
+9(O(1/m))+46

−46 MeV , (6.23)

where we have included an extra error source compared to Eq. (6.22). This extra error is associated to the O(1/m)

corrections in Eq. (6.7). The existence or not of genuine NP 1/m corrections may introduce a significant error.

In case they exist, if we take the hyperfine energy splitting as a measure of 1/m corrections, we find shifts from

the central values of order ∼ 46 MeV and ∼ 140 MeV for B and D mesons respectively. As Eq. (6.23) has been

obtained from the B meson spin-averaged mass, we conservatively estimate the error associated to genuine NP 1/m

corrections to be of order ∼ 46 MeV, as it is the most we can do from phenomenology and perturbation theory.

Let us recall however, that recent lattice simulations point to much smaller genuine NP 1/m corrections for the

spin-independent average [121].

6.1.1 Comparison with other works

6.1.1.1 The RS mass

We now compare our analysis with existing threshold masses. We focus on the RS (renormalon subtracted) mass

[122], and its relatives2. To define the RS mass, one considers the series of the pole mass of Eq. (6.1) evaluated at

some µ = νf , and subtracts to it the leading asymptotic behavior associated to the d = 1 renormalon of Eq. (6.19)

mRS(νf ) = m+

∞∑
n=0

rn(νf/m)αn+1(νf )− δm(n0=0)
RS , (6.24)

where

δm
(n0)
RS ≡

∞∑
n=n0

Z1νf

(
β0

2π

)n
Γ(n+ 1 + b)

Γ(1 + b)

{
1 + w1

b

n+ b
+ . . .

}
αn+1(νf ) , (6.25)

and then re-expands the series of Eq. (6.24) for α(µ)

mRS(νf ) ≡ m+

∞∑
n=0

rRS
n (µ, νf )αn+1(µ) . (6.26)

The series above is a formal series, which in practical applications is typically truncated at αN+1(µ), where N =

Nmax ≡ the maximal number of coefficients of the perturbative expansion that are known exactly (we assume

that Nmax is not high enough to make us worry about subleading renormalons). In order to lessen the νf scale

dependence, the RS’≡ RS(1) scheme was also defined, by taking n0 = 1 in Eq. (6.24) before re-expanding3 in α(µ).

Obviously, one can generalize to RS(n0), where the subtraction starts at order αn0+1

mRS(n0)(νf ) = mOS − δm(n0)
RS = m+

n0−1∑
n=0

rn(µ/m)αn+1(µ) +

N∑
n=n0

rRS(n0)

n (µ, νf )αn+1(µ) . (6.27)

To connect with the approach used in this chapter, we take νf = µ. Note that then rRS(n0)

n (µ, µ) = rn(µ/m) −
r

(as)
n (µ). We also fix n0 = N = NP(1). This smoothly connects the RS schemes with the schemes where the series

2Conceptually they are equivalent to the kinetic [123] or PS mass [124], as they have an explicit cut-off as well. These other schemes
are different at low orders, but they share the same asymptotic behavior.

3Nevertheless, we can not increase n0 arbitrarily, otherwise the renormalon is not canceled. Moreover, the value of n0 for which
there is no cancellation of the renormalon will depend on µ. Therefore, when including higher orders, one should do it with care once
approaching the minimal term.
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is truncated at the minimal term. One can then connect the RS masses with the PV Borel sum straightforwardly

mRS(n0)(νf ) = m+

NP(1)∑
n=0

rn(µ/m)αn+1(µ)− r(as)
NP(1)(µ)αn+1(µ) , (6.28)

mRS(n0)(νf ) = m
(0,NP(1))
PV − r(as)

NP(1)(µ)αn+1(µ) , (6.29)

where we have used the notation of section 3.4.

6.1.1.2 The BR mass

We now consider the threshold mass named mBR (BR stands for Borel resummation), defined in [125] (see also

[126]). The author directly works with the Borel transform, and then regulates the Borel integral using the PV

prescription. The Borel transform is approximated by including the exact known coefficients, plus the leading

asymptotic behavior. In our notation, the considered expression reads

ˆ̃m(t)N,M ≡
N∑
n=0

hnt
n + Z1

µ

m

1(
1− β0t

2π

)1+b

M∑
j=0

wj(1−
β0t

2π
)j , (6.30)

where w0 = 1. In the above expression, N = M = 2 was considered (the known coefficients at that time). Thus

mBR ≡ m+ PV

∫ ∞
0

e−t/α(µ) ˆ̃m(t)N,M . (6.31)

The µ dependence of mBR was usually fixed to µ = m, except in [127]. To make a quantitative comparison with

our analysis, we make explicit the µ dependence in mBR. Eq. (6.30) contains information of the series truncated

at αN+1(µ), plus the leading divergence, and thus

mBR = m+

N∑
n=0

rn(µ/m)αn+1(µ) + T1(N) , (6.32)

where T1(N) is the terminant associated to the tail

T1(N) ∼
∞∑

n=N+1

r(as)
n (µ)αn+1(µ) . (6.33)

Since the upper limit of the second sum in the RHS of Eq. (6.30) is M, T1(N) is computed by including up until

wM in Eq. (3.66). We can relate this terminant to the one we have been considering so far, T1, which is associated

to a remainder tail that begins at αNP(1)+2. If N > NP(1), we have

T1 =

N∑
n=NP(1)+1

r(as)
n (µ)αn+1(µ) + T1(N) . (6.34)

If N = NP(1), we simply have that T1(N) = T1, and if N < NP(1)

T1(N) =

NP(1)∑
n=N+1

r(as)
n (µ)αn+1(µ) + T1 . (6.35)

Therefore, if N < NP(1), from Eq. (6.32), we get

mBR = m+

NP(1)∑
n=0

rn(µ/m)αn+1(µ) + T1 −
NP(1)∑
n=N+1

(
rn(µ/m)− r(as)

n (µ)
)
αn+1(µ) , (6.36)
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mBR = m
(1,0)
PV −

NP(1)∑
n=N+1

(
rn(µ/m)− r(as)

n (µ)
)
αn+1(µ) , (6.37)

where we have used the notation of section 3.4. If N = NP(1), we simply get

mBR = m
(1,0)
PV , (6.38)

and if N > NP(1), from Eq. (6.32), we get

mBR = m+

NP(1)∑
n=0

rn(µ/m)αn+1(µ) + T1 +

N∑
n=NP(1)+1

(
rn(µ/m)− r(as)

n (µ)
)
αn+1(µ) , (6.39)

mBR = m
(1,N−NP(1))
PV . (6.40)

6.1.1.3 The MRS mass

We can also connect our results with mMRS (minimal renormalon subtracted), defined in [128]. Let us consider the

formal series of the pole mass again

mOS = m+

∞∑
n=0

rn(µ/m)αn+1(µ) , (6.41)

and let us add and subtract the leading asymptotic behavior

mOS = m+

∞∑
n=0

(
rn(µ/m)− r(as)

n (µ)
)
αn+1(µ) +

∞∑
n=0

r(as)
n (µ)αn+1(µ) . (6.42)

The borel transform of the last series in the RHS above contains the leading renormalon of the pole mass. As

we have seen, one cannot just compute a Borel sum from the Borel transform of this series due to the singularity

in the integration path. Nonetheless, one can compute the integral in the Laplace transform until we reach the

renormalon

JMRS(µ) ≡
∫ 2π

β0

0

dt e−t/α(µ)
∞∑
n=0

r
(as)
n (µ)

n!
tn , (6.43)

and the part of the full Borel sum where one needs to regulate the integral is

δm ≡
∫ ∞

2π
β0

dt e−t/α(µ)
∞∑
n=0

r
(as)
n (µ)

n!
tn , (6.44)

where we emphasize that the above integral needs some prescription to avoid the branch cut singularity. The idea

of the MRS mass is just to subtract this ambiguous term δm from the pole mass. That is, heuristically, we can

write Eq. (6.42) as

mOS = m+

∞∑
n=0

(
rn(µ/m)− r(as)

n (µ)
)
αn+1(µ) + JMRS + δm , (6.45)

where we emphasize that being rigorous, the above equation is meaningless due to the δm term, and is just meant

as a heuristics. The idea, as we have said, is then to subtract this δm from the pole mass and to define

mMRS ≡ m+

∞∑
n=0

(
rn(µ/m)− r(as)

n (µ)
)
αn+1(µ) + JMRS(µ) , (6.46)

where notice that the above series is well defined as a formal series. One can relate the MSR mass and the RS

mass in the following way

mRS(νf ) = mMRS(νf )− JMRS(νf ) . (6.47)

In [128], we can also find the relation between the PV and the MSR mass given by

mPV
OS = mMRS − cos(πb)

4πΓ(−b)
21+bβ0

ZX1 ΛX . (6.48)
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6.1.1.4 Determinantions of Λ̄

Earlier direct determinations of Λ̄PV or mPV can be found in [125, 127]. The formulas are equivalent to those used

here to one order less (using NP(1) = 2). They also include less terms in the sum in Eq. (6.19). More recently, a

determination of Λ̄ has been obtained in [121] using lattice data. In this case the formulas are equivalent to those

used here since we use NP(1) = 3 (see Eq. (57) of Ref. [68]), except for the fact that the scale µ was always

fixed equal to the heavy quark mass, and that the mass was obtained in the MRS scheme [128]. As we have seen

in Eq. (6.48), the relation between the PV and the MRS mass is also given in this reference. Using it we obtain

(where we combine quadratically the error of ZMS
1 and ΛMS)

Λ̄PV − Λ̄MRS = cos(πb)
4πΓ(−b)
21+bβ0

ZXmΛX

∣∣∣∣∣
nf=3

= −120(8) MeV . (6.49)

The prediction of [121] translates then to Λ̄PV = 435(31), where we only include the error quoted in [121]. In

particular, we do not include the error in Eq. (6.49). Note that Eq. (6.49) scales like O(ΛQCD), whereas mΩ1 scales

like O(
√
αΛQCD). There is a 40 MeV difference with the number given in Eq. (6.23). 10 MeV can be understood

because the value of mb used in [121] is around 10 MeV bigger. Another 10 MeV can be understood by the inclusion

of 1/m nonperturbative effects. The remaining 20 MeV difference is more difficult to identify, although they are

well inside uncertainties.

Leaving aside the different α’s used, another source of difference is the value of Z1. The value used in [121]

comes from [129] (where the effect of scale variation was not included in the error analysis). This determination

used a sum rule that is free of the leading pole mass renormalon. The possibility of using sum rules to determine

the normalization of renormalons was first considered in [130]. For the determination of Z1, sum rules were first

used in [122]. Later sum rule analyses can be found in [131]. Alternatively, one can use the ratio of the exact and

asymptotic expression of the coefficients rn to determine Z1, as in [132, 100, 101, 118, 133]. For an extra discussion

on this issue see [134].

Finally, it is worth mentioning that Z1 can be determined either from the static potential or from the pole

mass (and its relatives). The only value of Z1 that uses the static potential is from [118]. A preference for the

determinations of Z1 from the static potential can be theoretically motivated, as it is less affected by subleading

renormalons. There are no UV renormalons, and the next IR renormalon is located at d = 3. On the other hand,

the pole mass is expected to have renormalons at |d| = 2. Only in the event that there is no d = 2 renormalon, and

the effect of the d = −2 renormalon is subleading, both determinations would be on equal footing on theoretical

grounds. In any case, irrespective of this discussion, consistent numbers are obtained between different analyses.

6.2 Λ̄PV(nf = 0) from the lattice scheme

Analogously to what we had in the previous section, in the lattice scheme, we can write

EMC = δm+ Λ̄ +O(aΛ2
QCD) , (6.50)

where δm is the self energy of a static source in the Wilson action lattice scheme, and EMC is the ground state

energy of a static heavy-light meson. Just as in the previous section, we will give an estimate of Λ̄ by employing

the PV Borel sum to regulate the formal series of δm.
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6.2.1 The Polyakov loop and δm

Let us look more closely to δm. We will write its perturbative expansion in the following way

δm =
1

a

∞∑
n=0

cnα
n+1(1/a) , (6.51)

where a is the lattice spacing. This object can be computed from the Polyakov loop. Let us consider an asymmetric

lattice of N3
S×NT points (NS is the spatial extent in a given spatial direction, and NT the temporal extent), where

we apply periodic boundary conditions4. The Polyakov loop is then defined by taking the trace of products of the

link variable throughout all the (Euclidean) time direction

P (n) = tr

{NT−1∏
n4=0

U4(n)

}
, (6.52)

where recall that n = (n1, n2, n3, n4) denotes a point in the lattice. Notice that due to the periodic boundary

conditions we have implemented, we have in the equation above a trace over a closed loop, and therefore, P (n) is

gauge invariant. We can define the average value by considering

L(NS , NT ) =
1

3N3
S

∑
n∈ΛE

P (n) , (6.53)

where keep in mind that we denote all the lattice by ΛE . The above object can be related to the self energy of a

static source in the infinite volume limit in the following way [136]

δm = lim
NS ,NT→∞

− log〈L(NS , NT )〉
aNT

. (6.54)

6.2.2 Hyperasymptotics of δmPV

Let us come back to Λ̄. As we have said, we will estimate it by

Λ̄PV = EMC − δmPV +O(aΛ2
QCD) . (6.55)

The coefficients of the series of Eq. (6.51) were computed from Eq. (6.54) using NSPT up until order α20 in

[101, 100, 132, 135], which are the coefficients that we will use. MC data for EMC can be found in [137, 138, 139].

These points expand over the following energy range: 1/a ∼ 2.93 r−1
0 ÷9.74 r−1

0 . In order to implement the PV

Borel sum of δm, we will employ the method of chapter 3. To be able to do that, it must be mentioned that the

large n behavior of the coefficients cn in Eq. (6.51) needs to be known. As it happens, this large order behavior

is closely related to the pole mass of a heavy quark, where it can be seen that the large n asymptotics of the

coefficients cn of Eq. (6.51), and that of rn/µ in Eq. (6.3) (with nf = 0) is the same, and given by the u = 1/2

renormalon we have mentioned many times already (modulo subleading renormalons). Therefore, we can recycle

Eq. (6.19)

c(as)
n =

1

µ
r(as)
n . (6.56)

Thus, we write the PV Borel sum of δm in the following way

δmPV = δmP +
1

a
Ω1 +

N ′≡NP(2)∑
NP(1)+1

1

a
(cn − c(as)

n )αn+1 +O(aΛ2
QCD) , (6.57)

4Being accurate, in the sources we use for the coefficients cn of Eq. (6.51), the authors used periodic boundary conditions in time,
and twisted boundary conditions in all spatial directions [101, 100, 132, 135].
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β a in r0 units NP(1) c

5.7 0.34032 6 1.434

5.9 0.22340 7 0.102

6.0 0.18630 7 0.311

6.1 0.15782 7 0.521

6.2 0.13545 7 0.730

6.3 0.11746 7 0.940

6.4 0.10265 7 1.149

Table 6.1: We depict various quantities associated to the various lattice spacings considered. The values of a have
been obtained with Eq. (5.54). The NP(1)-s are the ones associated to the smallest positive values of c, which are
listed in the last column.

where we have defined

δmP ≡
NP(1)∑
n=0

1

a
cnα

n+1 , (6.58)

and as usual

NP(d) =
2π|d|
β0α

(1− cα) . (6.59)

The next renormalon on δm is expected to be at d = 2, and thus we truncate the last series in the RHS of Eq. (6.57)

at αNP(2)+1. In Table 6.1, we see that NP(1) = 6, 7 for the various lattice spacings considered, and therefore, since

we have the cn coefficients up until c19, we are able to reach order (D,N) =
(
1, NP(1)

)
in Eq. (6.57) in the counting

of the hyperasymptotic expansion introduced in section 3.4. In principle, we know more coefficients cn than we

make use of in Eq. (6.57), but our ignorance on the normalization of the next renormalon makes it impossible to

go further in the hyperasymptotic expansion, since we cannot then compute the subleading terminant.

Due to Eq. (6.56), the expression we use for Ω1 is Eq. (6.12) with the substitutions µ/mb → 1. Keep in mind

too that we need to pick the normalization Z1, and beta function coefficients appropriate for nf = 0 and the lattice

scheme. For the normalization of the renormalon, we employ Z1 = 17.9(1.0) [101]. The terminant is implemented

in exponential form, and truncated at order O(α2). The error committed by this truncation is smaller than the

error associated to Z1, and therefore, we will neglect it in the following.

For the coefficients c
(as)
n , we use Eq. (6.19) taking into account Eq. (6.56), which we truncate at order O(n−3).

This means using the estimates for β3 and β4 listed in Table 6.2 (we will see how these are obtained in subsec-

tion 6.2.4). Results of the fits truncating the asymptotic coefficient to order n−2 and n−4 can befound in Table 6.3.

6.2.3 Fits of Λ̄PV

We now move onto the fits. We fit Λ̄PV−Ka to the (Λ̄PV and K being the parameters of the fit) RHS of Eq. (6.55),

where we take the order (D,N) =
(
1, NP(1)

)
in the hyperasymptotic expansion of δmPV. We show our results in

Figure 6.1. The figure follows the same logic as Figure 3.3, in the sense that we display various bands corresponding

to Eq. (6.55), where δmPV is taken to various orders in the hyperasymptotic expansion. The bands are generated

by making the fits with different c values in Eq. (6.59): the smallest (in absolute value) positive and negative values

that yield integer values for NP(1).

We observe that the subtraction of the perturbative expansion accounts for most of the 1/a dependence. Still,

we have enough precision to be sensitive to O(aΛ2
QCD) effects. A fit of the RHS of Eq. (6.55) to just Λ̄PV gives a
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Figure 6.1: Upper panel: EMC is the MC lattice data. The continuous lines are drawn to guide the eye. The other
lines correspond to Eq. (6.55), where δmPV is truncated at different orders in the hyperasymptotic expansion. (a)

EMC(a)− δmP(1/a), (b) EMC(a)− δmP(1/a)− 1
aΩ1, (c) EMC(a)− δmP(1/a)− 1

aΩ1−
∑N ′=NP(2)
NP(1)+1

1
a (cn− c(as)

n )αn+1

(in this last case, we also include the error of the MC EMC points in the middle of the band), (d) is the value of
Λ̄PV obtained from the fit of the RHS of Eq. (6.55) to Λ̄PV −Ka with the green points. The bands are generated
by making the fits with different c values in Eq. (6.59): the smallest (in absolute value) positive and negative values
that yield integer values for NP(1). Lower panel: As in the upper panel but with a smaller vertical range. Recall
that r−1

0 ≈ 400 MeV.
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large χ2
red ∼ 6 − 7. On the other hand, by fitting the RHS Eq. (6.55) to Λ̄PV −Ka, we obtain a fit with a good

χ2
red = 1.17/1.06 (positive/negative c). Our central value result is

Λ̄PV = 1.42 r−1
0 (0.04)stat(0.05)c(0.16)Zm . (6.60)

This number is not very different from the number obtained in [112], where a superasymptotically truncated δm

was used 5. Let us now discuss the error budget in Eq. (6.60). The first error is the statistical error of the

fit. The remaining errors are different ways to estimate the error produced by the approximate knowledge of the

hyperasymptotic expansion. One possibility is to take the modulus of the difference with the evaluation using the

positive and negative values of c that are smallest in absolute value. This is the second error we quote in Eq. (6.60).

The last error we include is due to the variation of Z1(nf = 0) = 17.9(1.0) [101] (correlated with the error of

cn). The error that the uncertainty of Z1 produces in Ω1 is small. Comparatively, most of the error associated

to Z1 comes from the differences in
∑NP(2)
n=NP(1)+1

1
a (cn − c

(as)
n )αn+1, evaluated for different Z1 values. Whereas∑NP(2)

n=NP(1)+1
1
a (cn − c(as)

n )αn+1 is quite small for the central value of Z1, it significantly changes after considering

the uncertainty in Z1. This variation is only partially compensated by the variation of the coefficients cn, which

have smaller errors, producing a significant change in
∑NP(2)
n=NP(1)+1

1
a (cn − c(as)

n )αn+1.

We have also determined the central value in Eq. (6.60), not including the O(1/n3) corrections in the asymptotic

expressions for c
(as)
n . The difference we obtain is -0.08. This is significant, showing that 1/n corrections in the

asymptotic coefficient are sizable in the lattice scheme. Nonetheless, by adding one more term in the asymptotic

coefficient instead of subtracting, that is, by including O(1/n4) terms, we obtain for the difference with the entral

value fits -0.03, which is smaller. This suggests a convergent pattern, which we illustrate in Table 6.3.

Overall, the largest source of uncertainty comes from the incomplete knowledge of
∑NP(2)
NP(1)+1

1
a (cn− c(as)

n )αn+1,

which is closely linked to the incomplete knowledge of Z1. In this regard, it is noteworthy that the green band in

Figure 6.1 is broader than the orange band, which is one order less in the hyperasymptotic expansion. Nevertheless,

the difference of the central value result, with the fit to this orange band is -0.008, which is way smaller than the

other uncertainties considered.

Finally, we mention that one error that we do not include here is the error associated to the relation between

α(1/a) and a. Just as in chapter 5, we have used the phenomenological formula deduced in [113] of Eq. (5.54). The

error of this formula is claimed to be around 0.5-1% in the range β ∈ (5.7, 6.92), which contains the range we have

used.

6.2.4 Renormalon dominance and the beta function coefficients in the lattice

Taking somewhat of a detour, let us turn our attention to the beta function coefficients in the lattice. β0 and β1

are scheme independent and thus, well known. As we saw in Eq. (5.28), β2 is known numerically, but that’s about

it. β3 and onwards are unkown, although estimates exist, and actually, we gave one in Eq. (5.29). In this section,

we will see how this estimate was obtained from the coefficients cn of the series of δm that we have used.

Let us consider the MS and the lattice schemes. Let us consider the strong coupling in the MS scheme αMS(µi),

evaluated at some scale µi. The idea is to obtain from this the strong coupling at some other scale and in the

lattice scheme αlatt(µf ). There are two ways to go about doing this, first run the strong coupling in the MS scheme

5Their superasymptotic truncation slightly differs from ours, in the sense that they did not truncate at αNP(1)+1, but rather took
the order that makes |cnαn+1| smallest. The difference with what we call δmP is small in any case.
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to the scale µf , and then convert from MS to lattice, or first convert from MS to lattice at the scale µi, and then

run the coupling to µf . In the the first approach, we obtain αlatt(µf ) as a series of αMS(µi), where the coefficients

of the series will depend of the beta function coefficients in the MS scheme. In the second approach we obtain

αlatt(µf ) as a series in αMS(µi), where the coefficients of the series depend on the beta function coefficients in the

lattice scheme. Therefore, by comparing the cofficients of both series at various orders in αMS(µi), knowledge of

the beta function coefficients in the MS scheme translates to knowledge of the coefficients in the lattice scheme.

For instance, comparing the coefficients proportional to α5
MS

(µi), in particular the part of the coefficient that is

proportional to log µi
µf

, we can obtain β3. The next order yields β4. There is one important caveat to this method

though. In order to implement it, we need to know the conversion formula of the strong coupling between both

schemes. We have seen this equation already in Eq. (3.99)

αMS(µ) = αlatt(µ)

{
1 +

∞∑
j=1

djα
j
latt(µ)

}
, (6.61)

where [71, 72, 73] d1 = 5.88359144663707(1), and [71, 98, 99] d2 = 43.4073028(2). d3 and onwards are in general

unkown, and this is where renormalon dominance comes to help. Let us consider again the series of aδm

aδm =
∞∑
n=0

cnα
n+1 , (6.62)

and let us consider the conversion formula of Eq. (6.61). Using this two pieces, we can re-expand the series above

in terms of αMS

aδm =

∞∑
n=0

cMS
n αn+1

MS
, (6.63)

and obtain the coefficients cMS
n in terms of the coefficients cn and dj . In particular, c3 will only depend on cn and dn

with n ≤ 3, of which only d3 is unkown. Therefore, assuming that in the MS scheme the coefficient cMS
3 is already

dominated by the renormalon, we can use the asymptotic expression6, and in this way obtain d3. The obtained

value is d3 ≈ 351.91, which was obtained in [101, 100]. This approach can be iterated again by considering cMS
4 to

be dominated by the renormalon, to give an estimate of d4 ≈ 2996.51. Nonetheless, we need to keep in mind that

this prediction uses the value of d3 computed before, which is already an estimate. Iterating this procedure a few

times, we obtain d5 ≈ 26299.99, d6 ≈ 235183.79 and d7 ≈ 2.12× 106.

Thus, using this estimate of d3, we are now able to estimate β3 ≈ −1.16×106, which was obtained in [101, 100].

Making use of the estimates of d3 and d4, we can obtain β4 ≈ −1.35× 108. βMS
5 is not yet known, and therefore, in

principle, we cannot use this approach to estimate β5 in the lattice. In spite of this, a crude estimate can be given

by implementing the method we have already used, despite not knowing βMS
5 . Of course, doing this introduces

uncertainties because we are not including βMS
5 when we do the running in the MS scheme, and therefore, the

result is more dubious than for β3 and β4. In any case, we show in Table 6.2 estimates for various beta function

coefficients estimated using this approach.

6.2.5 Fits in the MS scheme

It is interesting to consider the scheme dependence of Eq. (6.60). In [112], relative large differences were found

for fits to Λ̄ after (approximated) scheme conversion to the MS scheme. The real problem is not transforming the

6The normalization of the renormalon in the MS employed is ZMS
1 = 0.62 [101].
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β3 β4 β5 β6

−1.16(3)× 106 −1.35(10)× 108 −1.44(28)× 1010 −1.41(60)× 1012

Table 6.2: Estimates of the coefficients of the beta function for the bare coupling in the lattice scheme using
renormalon dominance. The error quoted in the table gives the difference with the values of the beta coefficients

obtained if instead of the value of the normalization of the renormalon used here ZMS
1 = 0.62 [101], one uses

ZMS
1 = 0.6 [118] (which yields more negative values), and it is only meant to illustrate the typical spread of values

of the beta coefficients if one uses different values of ZMS
1 .

latt O
(

1
n2

)
O( 1

n3 ) O( 1
n4 ) MS Ntr = 7 Ntr = 6 Ntr = 5 Ntr = 4

Λ̄PV 1.33 1.42 1.45 Λ̄PV 1.48 1.52 1.59 1.68

Table 6.3: Determinations of Λ̄PV in the lattice and MS schemes from fits of Λ̄PV −Ka to the RHS of Eq. (6.55),
where δmPV is given by Eq. (6.57). The first three numbers show the impact in the fit of including the O(1/nm)

corrections for m = 2, 3, 4 in the asymptotic expressions for c
(as)
n in the lattice scheme (in the MS this effect is

negligible). The other numbers are the fit of Λ̄PV in the MS scheme, using αMS = αlatt{1+
∑Ntr
n=0 dnα

n
latt} truncated

at Ntr = 4, 5, 6, 7.

coefficients cn from the lattice to the MS scheme, but transforming αlatt to αMS with enough precision which needs

knowledge of the coefficients dn of Eq. (6.61) to high orders. Making use of the estimates of the previous subsection

makes the determinations of Λ̄PV in the MS and lattice scheme approach each other as we include more terms in

the perturbative expansion of the relation between αMS and αlatt. We show the comparison in Table 6.3.

6.3 The PV Borel sum of the top quark pole mass

We finish the chapter with a section devoted to obtaining the PV Borel sum of the top quark pole mass. The reason

we cannot straightforwardly apply the formalism of terminants that we have applied to the bottom is that the top

quark is significantly heavyer, with mt = 163 GeV, which makes α(mt) smaller, which makes NP(1) ∼ 7, which is

too high, since we do not know enough coefficients of the series of the pole mass to reach those orders. Therefore,

we will try to get around this fact employing different tactics. Before doing that though, we will comment on a few

things about the ambiguity of the pole mass.

6.3.1 About the pole mass ambiguity

The top quark mass is one of the key parameters of the standard model. A lot of experimental work has been

devoted to its determination (see for instance [140, 141, 142]). Whereas this is a matter of debate, it is typically

assumed that the masses obtained from experiment correspond to the pole mass. Thus, there has been an ongoing

discussion on the intrinsic uncertainty of these determinations (see for instance [133, 143], and [144] for a more recent

discussion). We believe that, without further qualifications, the question is ill posed, or may lead to confusion.

It is well known that the pole mass is well defined (IR finite and gauge independent) at finite (albeit arbitrary)

order in perturbation theory [145]. It is also well known that this series is expected to be divergent. Therefore, no

numerical value can be assigned to the infinite sum of the perturbative series of the pole mass. Truncated sums are

well defined, but depend on the order of truncation, as we have already mentioned many times. These truncated

sums can be related with observables, or with intermediate definitions of the heavy quark mass, like the PV mass

in a well defined way.
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In this context, the shortest answer to the above question is that the ambiguity (of a well defined mass) is zero.

As a matter of principle, mPV
OS (or mP

OS) can be defined with arbitrary accuracy (this also applies to any threshold

mass), if one computes high enough orders of the perturbative series, and if m is given. One can discuss (actually

one can compute) the scheme/scale dependence (if they have) of them.

A different question is to determine the typical difference (not the ambiguity) between (reasonable) different

definitions of the pole mass. The short answer to this question is that the differences are (at most) of order ΛQCD

for (reasonable) different definitions of the pole mass. We emphasize that one can not be more precise unless stating

the specific definition used for the pole mass. For instance, as we have seen, the difference between mPV
OS and mP

OS

is of O(
√
αΛQCD) with a known prefactor. Truncating the perturbative series at various orders near the ambiguous

superasymptotic truncation order is also a legitimate definition of the pole mass, whose typical differences are of

order ΛQCD, as we have already seen. One could even use MB as a definition for the pole mass, whose difference

with mPV
b,OS is of order ΛQCD. If one defines an imaginary mass by doing the Borel integral just above the positive

real axis, the difference with mPV
OS is of O(iΛQCD). The authors of [133] choose to divide this number by π, and

take the modulus as their definition of the ambiguity. These examples illustrate that, even if the ambiguity is of

O(ΛQCD), the coefficient multiplying ΛQCD is arbitrary. Overall, it should be clear that not much more can be

said, and we are indeed against dwelling too much on this issue. Instead, we strongly advocate to avoid generic

discussions about the pole mass, which is not well defined beyond perturbation theory, and restrict the discussion

to the precision and errors of specific, well-defined, heavy quark masses which can be related with the perturbative

expansion of the pole mass.

Once working with well-defined heavy quark masses like mPV
t,OS or mP

t,OS, we can address the more relevant

question of determining the precision with which mt can be determined if mPV
t,OS or mP

t,OS is known (and viceversa)

with current knowledge of the pertubative expansion. For reference, we will take the value mt = 163 GeV in the

following. We will see in the next section that indeed, the precision is quite good, and that the error is significantly

smaller than typical numbers assigned for the ambiguity of the pole mass.

6.3.2 Decoupling and running

As we have already mentioned, in order to compute the PV Borel sum of the top quark pole mass, we cannot

straightforwardly use the same approach as for the bottom, because we do not have enough terms to reach the

asymptotic behavior of the perturbative expansion. Instead, we will exploit the fact that the formal series of the

m derivative of the top quark pole mass does not have the leading d = 1 renormalon found in the series of the pole

mass7. Then, this function will be used to relate the PV masses of the top quark and a ficticious top quark at a

scale low enough, so that we are able to implement terminants. Let us see how this works in practice. We first

define8

F(m,nf ) ≡ d

dm

{
mt,OS(m)−m} , (6.64)

where mt,OS(m) is the formal series relating the top quark pole mass with an MS mass given by9 m. For now, we

leave m arbitrary. The series of mt,OS(m) is computed for nf = 5, and the expansion parameter of the series is the

7The idea is similar to what we will do in chapter 7 with the static potential, where we will consider its r derivative to get rid of its
d = 1 renormalon.

8We set µ = m in the series of the pole mass, which simplifies the computation.
9Being completely precise, m denotes the MS mass evaluated at its own scale in a theory with 6 active quarks, that is m ≡ m(6)(m(6)).
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strong coupling with 5 active massless flavors. The coefficients rn are given by Eq. (F.3). That is, we have

mt,OS(m)−m =

∞∑
n=0

r
(nf )
n (m)αn+1

(nf )(m) , (6.65)

and the formal series of the m derivative of the above series is

F(m,nf ) =
d

dm

{
mt,OS(m)−m

}
≡
∞∑
j=1

g
(nf )
j (m)

(
α(nf )(m)

π

)j
≡
∞∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) . (6.66)

Let us consider now the PV Borel sum of the above formal series

PV
d

dm

{
mt,OS(m)−m

}
≡ PV

∞∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) , (6.67)

and let us also commute

PV
d

dm

{
mt,OS(m)−m

}
=

d

dm
PV
{
mt,OS(m)−m

}
, (6.68)

so that
d

dm
PV
{
mt,OS(m)−m

}
≡ PV

∞∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) . (6.69)

As we have said, the above formal series F is devoid of the d = 1 renormalon of the pole mass, and therefore, in

order to implement the RHS above, we do not need a leading terminant, and we just write

PV

∞∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) =

NP(2)∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) +O
(
e

−6π
β0α(nf )(m)

)
, (6.70)

where following large β0 expectations, we assume the leading renormalon of the series of the m derivative of the

top pole mass is parametrized by |d| = 2, and the subleading at d = 3. Thus

d

dm
PV
{
mt,OS(m)−m

}
=

NP(2)∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) +O
(
e

−6π
β0α(nf )(m)

)
. (6.71)

We now integrate the above equation between the actual top quark MS mass and a fictitious top quark mass µb∫ mt

µb

dm
d

dm
PV
{
mt,OS(m)−m

}
=

∫ mt

µb

dm

{NP(2)∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) +O
(
e

−6π
β0α(nf )(m)

)}
(6.72)

PV
{
mt,OS(mt)−mt

}
− PV

{
mt,OS(µb)− µb

}
=

∫ mt

µb

dm

{NP(2)∑
n=0

f
(nf )
n (m)αn+1

(nf )(m) +O
(
e

−6π
β0α(nf )(m)

)}
. (6.73)

The idea is to pick µb low enough, so that we are able to implement Dingle’s terminants on it, and consequently,

obtain the PV Borel sum of the top quark by the above relation. Nevertheless, there is a caveat to all this that

one needs to keep in mind. There are two heavy quarks, the bottom and the charm, with masses much larger than

ΛQCD, that generate extra corrections to the pole-MS mass relation of Eq. (6.65) due to the finite mass effects of

the bottom and charm quark. Consequently, the corrected version of Eq. (6.65) is

mt,OS(m)−m =

∞∑
n=0

r(5)
n (m)αn+1

(5) (m) + δm
(5)
b (m) + δm(5)

c (m) + δm
(5)
bc (m) , (6.74)

for m ∼ mt, and we have explicitly written nf = 5. The explicit formulas for non-zero bottom and charm quark

mass terms can be found in Appendix F. The O(α2) term of δm
(nf )
Q was computed in [146], and the O(α3) term in

[147]. Note as well that at O(α3) there is a new contribution including a vacuum polarization of the bottom and
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charm at the same time. We name it δm
(nf )
bc , and it has been computed in [143]. Taking into account these terms,

Eq. (6.73) becomes

PV
{
mt,OS(mt)−mt

}
= PV

{
mt,OS(µb)− µb

}
+

∫ mt

µb

dm

{NP(2)∑
n=0

f (5)
n (m)αn+1

(5) (m) +
d

dm
[δm

(5)
b (m) + δm(5)

c (m) + δm
(5)
bc (m)] +O

(
e

−6π
β0α(5)(m)

)}
. (6.75)

We emphasize that the f
(nf )
n above are the coefficients of the m derivative of the series

∑∞
n=0 r

(nf )
n αn+1

(nf ), where the

r
(nf )
n do not contain non-zero charm and bottom effects. The question now becomes how to handle

PV
{
mt,OS(µb)− µb

}
. (6.76)

We will take µb small enough, such that the bottom decouples. As we decrease the value of m, the bottom and

charm quark will decouple. This decoupling will be absorbed in δm
(nf )

b/c/bc, which are polynomials in powers of

α(nf ). In general, this is not just changing nf in the original expressions from nf = 5 to nf = 4 or 3. The explicit

expressions can be found in the Appendix F. Let us discuss the decoupling in more detail (for the analysis we take

mb = 4.186 GeV and mc = 1.223 GeV [116], but the sensitivity to the specific values we use is very tiny). As

already discussed in [31], the natural scale of a n-loop integral is not mt but mte
−n. For the case of the bottom

versus charm quark, it was observed in [118]10 that the charm quark effectively decouples at order α2/α3 for the

case of the charm quark effects in the bottom pole mass-MS mass relation. If we lower the mass of the top, we can

also observe at which scales it is more convenient to decouple the bottom and charm quark in the top pole mass-MS

mass relation. This is illustrated in Figure 6.2, where we plot the corrections associated to the bottom and charm

with and without decoupling, in terms of the fictitious top mass (assuming a single heavy quark). Obviously, for

very large top masses it is not convenient to do the decoupling. Nevertheless, as we decrease the mass of the top, it

becomes much more effective to decouple, first the bottom, and afterwards the charm quark. Once this is done, the

corrections due to the bottom and charm masses are very small. Comparatively to other errors, the uncertainty

associated to the O(α4) corrections is negligible. Also, the correction associated to the bottom and charm quark

masses to Eq. (6.77) (which, as we will shortly see, is the equation we use to obtain the PV pole mass of the top

quark) is, comparatively to the total running, very small. From this analysis, and from what we see in Figure 6.2,

we will take as central values µb = 20 GeV and µc = 5 GeV.

Thus, in Eq. (6.76), we implement the top quark pole mass at the scale µb = 20 GeV with the bottom quark

decoupled, and by integrating its derivative from µc to µb we are able to write

mPV
t,OS(mt)−mt = mPV

t,OS(µc)− µc

+

∫ µb

µc

dm

{NP(2)∑
n=0

f (4)
n (m)αn+1

(4) (m) +
d

dm
[δm

(4)
b (m) + δm(4)

c (m) + δm
(4)
bc (m)] +O

(
e

−6π
β0α(4)(m)

)}

+

∫ mt

µb

dm

{NP(2)∑
n=0

f (5)
n (m)αn+1

(5) (m) +
d

dm
[δm

(5)
b (m) + δm(5)

c (m) + δm
(5)
bc (m)] +O

(
e

−6π
β0α(5)(m)

)}
. (6.77)

We have taken µb small enough so that the bottom decouples, and µc small enough so that the bottom and charm

decouple, and also such that we reach the asymptotic limit of the pole-MS mass perturbative expansion with the

10In that reference MeV should read GeV instead from Eq. (8) to Eq. (12).
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existing known coefficients. At the fictitious top mass µc, we find that NP(1) ∼ 3, so that we are able to implement

the terminants. Doing just this

mPV
t,OS(µc) = mP

t,OS(µc) + µcΩ1 + δm
(3)
b (µc) + δm(3)

c (µc) + δm
(3)
(bc)(µc) +O(µce

− 2π
β0α(µc)

(1+log(2))
) , (6.78)

where the superasymptotically truncated seriesmP
t,OS(µc) is the same as Eq. (6.18) withmb → µc. TheO(µce

− 2π
β0α(µc)

(1+log(2))
)

term stands for subleading corrections in the hyperasymptotic expansions, which are not known. Let us also check

the size of the contribution to Eq. (6.77) of the non-zero charm and bottom quark mass terms∫ mt

µb

dm
d

dm
(δm

(5)
b (m) + δm(5)

c (m) + δm
(5)
(bc)(m))

+

∫ µb

µc

dm
d

dm
(δm

(4)
b (m) + δm(4)

c (m) + δm
(4)
(bc)(m))

+ δm
(3)
b (µc) + δm(3)

c (µc) + δm
(3)
(bc)(µc) = −2.5

∣∣
O(α2)

+ 0.8
∣∣
O(α3)

= −1.7 MeV . (6.79)

The specific value depends on µb and µc, but the good convergence and smallness of this correction holds true for

other values of µb and µc. We next explore the convergence pattern of F . We find∫ mt

µb

dmF(m, 5) +

∫ µb

µc

dmF(m, 4) = 8445 + 837 + 53− 43 = 9291(22) MeV . (6.80)

We observe a convergent pattern. For the last two terms, the convergence deteriorates. On the other hand, the

perturbative expansion becomes sign alternating. This may indicate sensitivity to the d = −2 renormalon. We

discuss this further in the next section. For sign-alternating asymptotic perturbative expansions, the left-over

is ∼ −1/2×(the last computed term) (see [10])11. Therefore, we take it as the error of the truncation of the

perturbative expansion, which is the error we quote in Eq. (6.80).

We also explore the dependence of Eq. (6.77) on µb and µc. The dependence is very small, as we can see in

Figure 6.3. For µc the variation is negligible, and for µb one gets variations of ∼ 5 MeV for a central value of µb of

around 20 GeV. Therefore, we will neglect these for the total error budget.

Other source of error is associated to the approximate determination of Eq. (6.78) (except for the δmq terms,

which have already been taken into account in Eq. (6.79)). The error analysis is analogous to what we had for the

bottom quark in Eq. (6.23), adapted by changing mb = 4.186 GeV → µc = 5 GeV (the error associated to α is

only computed for the full Eq. (6.77))

(
mP
t,OS(µc) + µcΩ1

) ∣∣
µc=5 GeV

= 5744(µ)+7
−15(Z1)+9

−9 MeV . (6.81)

Finally, we also include the error associated to α. Combining all errors, we obtain

mPV
t,OS(163MeV) = 173033(h.o.)+22

−22(µ)+7
−15(Z1)+9

−9(α)+119
−123 MeV . (6.82)

By far, the largest uncertainty is associated to α. For the purely theoretical error budget, the error is associated to

higher order corrections in perturbation theory. They show up in different ways. One is the approximate knowledge

of Z1, which shows up in Ω1. The other is the error in µ, which is a measure of the O(e
− 2π
β0αX (µ)

(1+log(2))
) corrections

to Eq. (6.78). h.o. stands for the error associated to higher order terms in perturbation theory of Eq. (6.80). All

these errors would profit from higher order perturbative computations. We have also explored other sources of

11We emphasize that these arguments do not apply to IR renormalons (and in particular to the d = 1 renormalon).
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Figure 6.2: Upper panel: Plot of the correction to the PV mass of a top mass with varying mt mass due to a
heavy quark with MS mass equal to 4.185 GeV (bottom) with and without decoupling (assuming a single heavy

quark). The blue dashed line corresponds to the order α3
(5) term of δm

(5)
b . The continuous red line corresponds

to the order α2
(5) term of δm

(5)
b . The dashdotted black line corresponds to the order α3

(4) term of δm
(4)
b , and the

dotted brown line corresponds to the order α2
(4) term of δm

(4)
b . Lower panel: As in the upper panel with a heavy

quark with MS equal to 1.223 GeV (charm). The blue dashed line corresponds to the order α3
(4) term of δm

(4)
c .

The continuous red line corresponds to the order α2
(4) term of δm

(4)
c . The dashdotted black line corresponds to the

order α3
(3) term of δm

(3)
c , and the dotted brown line corresponds to the order α2

(3) term of δm
(3)
c . Explicit formulas

for the employed expressions can be found in Appendix F.
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Figure 6.3: Plots of Eq. (6.77) in terms of µb (upper panel) and µc (lower panel) truncating the perturbative
expansion of F(m,nf ) at different orders in α in Eq. (6.80). In the upper figure, we set µc = 5 GeV. In the lower
figure, we set µb = 20 GeV.
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F(m,nf ) g1 g2 g3 g4 g5

nf = 0 4/3 6.11 25.52 18.46

nf = 3 4/3 4.32 12.76 −63.37

nf = 6 4/3 2.53 −0.74 −105.70

(Large β0/exact) nf = 1020 4/3 −5.97× 1019 −4.15× 1038 −2.54× 1058 −5.09× 1077

(Large β0) nf = 0 4/3 9.85 −11.31 114.33 -377.22

(Large β0) nf = 3 4/3 8.06 −7.57 62.62 -169.04

(Large β0) nf = 6 4/3 6.27 −4.58 29.46 -61.86

Table 6.4: The coefficients gn of F(m,nf ). Note that g4(nf = 0) has a 9% error from the determination in [149].
The nf = 1020 case is used as a test for comparison with the large β0. The last three (four) rows are the coefficients
gn in the large β0 approximation.

uncertainty, and find them to be comparatively very small: the error (and the effect) associated to the finite mass

of the bottom and charm quark is found to be very small, and similarly for variations in the values of µb and µc.

It is also useful to make the error estimate of the ratio of the pole and MS top mass. We obtain (mt = 163

GeV)

[
mPV
t,OS

mt
− 1]× 105 = 6155(h.o.)+13

−13(µ)+4
−9(Z1)+6

−6(α)+73
−75 . (6.83)

Note that there is no ambiguity error associated to this number. Except for α, all errors are associated to the lack

of knowledge of higher order terms of the perturbative expansion. In comparison with [133], we find that our result

is less sensitive to Z1 and to its associated error.

6.3.3 |d| = 2 renormalons?

As we have many times mentioned already, the perturbative expansion of F(m,nf ) is free of the d = 1 renormalon.

Therefore, it is the ideal object on which to study the subleading renormalons of the pole mass. In principle, these

are located at d = 2 and d = −2. The existence of an IR renormalon at d = 2 has been a matter of debate [148].

The existence of an UV renormalon at d = −2 can be established in the large β0 approximation [31, 32], as we

have already seen, but not beyond.

With respect to this discussion, some interesting observations can be drawn out of our analysis. The coefficients

gn show an interesting dependence in nf (with sign changes of fixed order coefficients for various values of nf ). In

Table 6.4, we give the numbers of gn for different values of nf and also in the large β0 approximation. We observe

that for nf = 3 the O(α4) flips sign. For nf = 6, the O(α3) and O(α4) flip sign. The situation is somewhat puzzling.

Let us first note that the sign of the coefficients would be interchanged compared with the large β0 predictions (for

nf = 3). This could still be understood from a d = −2 renormalon, if Z−2 flips sign from the large β0 prediction to

real QCD. This would indicate a large dependence of Z−2 on nf compared with what has been seen for Z1, where

the large β0 approximation gave the right sign and order of magnitude. For nf →∞, the results agree with QED

expectations (β0 becomes negative, and the perturbative series is non sign-alternating). For nf = 6, we observe

that the last two terms are negative. One may then wonder if what we are seeing for nf = 6 (and maybe also for

nf = 3) is that the d = −2 renormalon’s effect is subleading compared to another IR renormalon, which should be

subleading, but that for sufficiently low orders could dominate over the UV one. Obviously, we need higher order

coefficients gn to clarify this issue.
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It is usual lore that IR renormalons dominate over UV ones (this is somewhat based on large β0 analyses where

UV renormalons are typically suppressed by the factor ∼ ed cX2 , whereas IR renormalons are enhanced by it, as we

saw in section 3.7). If we take this seriously, and also the numbers we obtain for gn as an indication of the existence

of a d = −2 renormalon, this may indicate that the d = 2 renormalon is indeed zero. In this respect, it is worth

mentioning the analysis of [121], where the NP correction associated to the d = 2 renormalon was found to be zero

within errors, which is consistent with this discussion.
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Chapter 7

Hyperasymptotics of the static quark
antiquark energy and α(Mz)

7.1 Introduction

(T/2,−r/2)

(T/2, r/2)(−T/2, r/2)

(−T/2,−r/2)

Let us consider the Wilson loop depicted on the left

W�[A] = Tr

{
Peig

∮
dxµAµ(x)

}
, (7.1)

where P stands for path ordering, and let us consider

the following vacuum expectation value

〈W�[A]〉 =

∫
[dA][dψ][dψ]W�[A]eIQCD , (7.2)

where IQCD is the Euclidean QCD action 1. The static energy of a quark-antiquark pair separated by a distance r

is defined in the following way2

E(r) ≡ lim
T→∞

i

T
log(〈W�[A]〉) . (7.4)

This object has been studied thoroughly due to its relevance in order to understand the dynamics of QCD. A linear

growing behavior at long distance is signaled as a proof of confinement. Moreover, it is a necessary ingredient in

a Schrödinger-like description of heavy quarkonium dynamics. It will play a very promiment role in this chapter,

where we will make use of the static energy computed in the lattice and in the MS scheme in perturbation theory

to give a prediction of the strong coupling α(Mz).

The static energy can be determined accurately using MC simulations in the lattice. Throughout the last years,

lattice simulations with dynamical fermions have improved their predictions at short distances, see for instance

[150, 151, 152, 153, 154, 155, 156, 157, 158]. On the other hand, Eq. (7.4) can also be computed using perturbative

techniques in the continuum [159, 160, 161, 162, 163, 164, 165, 166, 167, 168, 169, 170, 171]. The precision

reached nowadays is N3LO for fixed order computations, and N3LL order for RG improved computations. Eq. (7.4)

computed in the lattice is linearly divergent in 1/a (where a is the lattice spacing) by an r-independent constant.

1Later, we will compare lattice evaluations of Eq. (7.2) with MS calculations. In the lattice case, we will have three massive quarks,
but in the continuum case, we will disregard their masses.

2Actually, being completely accurate, the energy of a static quark-antiquark pair in a singlet configuration is

E(r) = 2mOS + lim
T→∞

i

T
log(〈W�[A]〉) , (7.3)

where mOS is the pole mass, but for reasons that will be mentioned later we can disregard the 2mOS.
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Therefore, we can compare lattice evaluations of the static energy with theoretical continuum computations by

considering the difference

Elatt(r)− Elatt(rref) = Eth(r)− Eth(rref) , (7.5)

(up to O(a) lattice artefacts which can be r dependent) that is, we subtract the aforementioned r independent

constant by picking an arbitrary reference point rref
3.

The combination of these two approaches, namely, high-order perturbation theory and lattice data at short

distances, potentially allows quantitative comparison between perturbation theory and lattice simulations. Never-

theless, a naive comparison between lattice data and perturbative results may lead to strong disagreement depending

on how the perturbative expansion is implemented in practice. This was the state of the art circa 1998, when it

was realized that what lies behind the disagreement/agreement, is the large ambiguity associated to the u = 1/2

renormalon of the static potential (as we will see in Eq. (7.6), the static energy contains the static potential), which

jeopardizes the overall convergence of E(r), clouding the result (see [172] for a discussion on this issue).

As we have already mentioned in this thesis, it was discovered [29] that the u = 1/2 renormalon of V cancels with

the u = 1/2 renormalon of 2mOS, wheremOS is the pole mass, (keep in mind that schematically E(r) = V +2mOS), if

both series are expanded using the same α(µ). By taking advantage of this renormalon cancellation, the ambiguities

of the series of E(r) are reduced to a point where the series converges better, and meaningful predictions can be

obtained. Nonetheless, keep in mind that, as we have said around Eq. (7.5), the lattice can only predict Elatt up to

an r independent constant. Hence, when considering Eth(r), we will leave out the pole mass. In order to achieve

renormalon cancellation, we will work with the r derivative of Eth(r) [172, 173, 174, 172, 126, 167, 175].

Nowadays, more recent unquenched data and knowledge of higher orders in perturbation theory have allowed to

obtain competitive determinations of Λ
(nf=3)

MS
(and consequently of α(Mz)) from the static energy, see for instance

[153, 156, 176, 177, 158]. We revisit4 this procedure, by considering N3LL order terms in the MS side, and by

handling the renormalons by using the hyperasymptotic expansion of the PV Borel sum that we have seen5 in

chapter 3. See [178] for the article on which the chapter is based.

We will start the chapter by reviewing what goes inside the continuum MS expressions for the static energy,

and later, we will move on to perform the fits to the lattice data to extract α(Mz). On the way to do that, we will

see how to use the current perturbative knowledge on the static potential to give an estimate of the normalization

of the u = 3/2 renormalon of the static potential, which we will need in order to implement the terminants.

7.2 The singlet static energy and the multipole expansion

Taking advantage of the hierarchy of scales6 ∆V ≈ CAα(1/r)
2r << 1

r , the energy E(r) of a static quark-antiquark

pair in a colour singlet configuration, separated by a distance r admits an OPE using pNRQCD [179, 180]

E(r) = V (r, νus) + δEus(r, νus) , (7.6)

3In principle, the analysis should not depend on the value of rref we use in this equation, but in practice, there will be some
dependence (we will check this dependence later). By default, we will take the value rref = rmin = 0.353 GeV−1, which will be the the
shortest distance we will consider.

4For a comparison with other works, see section 7.18.
5Actually, and as we will later see, being accurate, we have also made use of taking an r derivative in the static energy to get rid of

the u = 1/2 renormalon of V .
6∆V has been defined in Eq. (G.13).
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where the singlet static potential V (r, νus) encodes physics associated to the scale 1/r, while δEus(r, νus) encodes

physics associated to scales smaller than 1/r. V (r, νus) is computed as a formal series in α(νs). δEus appears at

order O(r2) in the multipole expansion

δEus(r, νus) =
TF
3Nc

r2V 2
A

∫ ∞
0

dte−t∆V 〈gEa(t,0)φadj
ab (t, 0)gEb(0,0)〉(νus) +O(r3) , (7.7)

where Ea is the chromoelectric field, VA is a Wilson coefficient of pNRQCD (see Appendix G), whose small α(νs)

expansion reads [166, 169, 167]

VA = 1 +O
(
α2(νs)

)
, (7.8)

and thus, for all practical purposes, it can taken to be 1. ∆V is the difference between the static octet and the

singlet potentials. Its perturbative expansion in α(νs) reads

∆V ≡ Vo − V =
CA
2

α(νs)

r

(
1 +

α(νs)

4π
(a1 + 2β0 log(νse

γEr)) +O(α2(νs))

)
. (7.9)

φadj
ab (t, 0) is the Wilson line in the adjoint representation connecting (t,0) and (0,0) by a straight line. Notice that

Eq. (7.7) is written in Euclidean time. We will now take a closer look at the two terms in Eq. (7.6).

7.3 The singlet static potential

The perturbative expansion of V is known to N3LO in α(νs). We will write it in the following way7

V =

∞∑
n=0

Vn(r, νs, νus)α
n+1(νs) . (7.10)

Of course, the series above is meant to be understood as a formal series. We recall that the perturbative expansion

of V is formally νs independent, that is
d

dνs
V = 0 (7.11)

is satisfied order by order in α(νs). The coefficients read

Vn(r, νs, νus) = −CF
r

1

(4π)n
an(r, νs, νus) , (7.12)

and

a0 = 1 , (7.13)

a1(r, νs) = a1 + 2β0 log (νse
γEr) , (7.14)

a2(r, νs) = a2 +
π2

3
β2

0 + (4a1β0 + 2β1) log (νse
γEr) + 4β2

0 log2 (νse
γEr) , (7.15)

a3(r, νs, νus) = a3 + a1β
2
0π

2 +
5π2

6
β0β1 + 16ζ3β

3
0

+

(
2π2β3

0 + 6a2β0 + 4a1β1 + 2β2

)
log (νse

γEr) +
16

3
C3
Aπ

2 log (νuse
γEr)

+

(
12a1β

2
0 + 10β0β1

)
log2 (νse

γEr) + 8β3
0 log3 (νse

γEr) , (7.16)

7To make the notation more compact, we have written all Vn in Eq. (7.12) as if they all depended on all r, νs and νus, but notice
that a0 is just a constant, and that the dependence on νus does not show up until a3(r, νs, νus).
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where γE ≈ 0.577 is the Euler-Mascheroni constant and

a1 =
31CA − 20TFnf

9
, (7.17)

a2 =
400n2

fT
2
F

81
− CFnfTF

(
55

3
− 16ζ(3)

)
+ C2

A

(
4343

162
+

16π2 − π4

4
+

22ζ(3)

3

)
− CAnfTF

(
1798

81
+

56ζ(3)

3

)
, (7.18)

a3 = a
(3)
3 n3

f + a
(2)
3 n2

f + a
(1)
3 nf + a

(0)
3 , (7.19)

where

a
(3)
3 = −

(
20

9

)3

T 3
F , (7.20)

a
(2)
3 =

(
12541

243
+

368ζ(3)

3
+

64π4

135

)
CAT

2
F +

(
14002

81
− 416ζ(3)

3

)
CFT

2
F , (7.21)

a
(1)
3 =

dabcdF dabcdF

NA

{
π2

(
1264

9
− 976

3
ζ(3) + log(2)[64 + 672ζ(3)]

)
+ π4

(
− 184

3
+

32

3
log(2)− 32 log2(2)

)
+

10π6

3

}
+ TF

{
C2
F

(
286

9
+

296

3
ζ(3)− 160ζ(5)

)
+ CACF

(
− 71281

162
+ 264ζ(3) + 80ζ(5)

)
+ C2

A

(
− 58747

486
+ π2

[
17

27
− 32θ4 + log(2)

{
− 4

3
− 14ζ(3)

}
− 19

3
ζ(3)

]
− 356ζ(3)

+ π4

[
− 157

54
− 5

9
log(2) + log2(2)

]
+

1091

6
ζ(5) +

57

2
ζ2(3) +

761

2520
π6 − 48y6

)}
, (7.22)

a
(0)
3 =

dabcdF dabcdA

NA

{
π2

(
7432

9
− 4736θ4 + log(2)

[
14752

3
− 3472ζ(3)

]
− 6616

3
ζ(3)

)
+ π4

(
− 156 +

560

3
log(2) +

496

3
log2(2)

)
+

1511π6

45

}
+ C3

A

{
385645

2916
+ π2

(
− 953

54
+

584

3
θ4 +

175

2
ζ(3)

+ log(2)

[
− 922

9
+

217

3
ζ(3)

])
+

584

3
ζ(3) + π4

(
1349

270
− 20

9
log(2)− 40

9
log2(2)

)
− 1927

6
ζ(5)− 143

2
ζ2(3)

− 4621π6

3024
+ 144y6

}
, (7.23)

and8

dabcdF dabcdF

NA
=

18− 6N2
c +N4

c

96N2
c

, (7.24)

dabcdF dabcdA

NA
=
Nc(N

2
c + 6)

48
, (7.25)

θn = Lin(1/2) +
(− log(2))

n

n!
, (7.26)

y6 = ζ(−5,−1) + ζ(6) , (7.27)

where ζ(z) is the Riemann zeta function, ζ(z1, z2), is the multiple zeta function, and Lin(z) is the polylogarithm.

7.3.1 Resumming ultrasoft logarithms in the static potential

Just as it is clear from Eq. (7.16), at N3LO the static potential has a logarithm of the ratio of the soft and ultrasoft

scales

V3α
4(νs) =

−1

12πr
C3
ACFα

4(νs)L+ . . . , (7.28)

8In [171], from where the formulas for a
(1)
3 and a

(0)
3 are taken from, what we call θn is called αn, and what we call y6 is called s6.

The change of notation is to avoid any ambiguity, as these symbols have already been used in this thesis.
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where to ease notation, we have defined L ≡ log
(
νus
νs

)
. This is not just a peculiarity of this order, and further terms

will exhibit further such logs. For instance, at order α5(νs) there is an α5(νs)L
2 and an α5(νs) L term, at order

α6(νs), we have α6(νs)L
3, α6(νs)L

2 and α6(νs)L, and so it goes from there on. These ultrasoft logarithms in the

static potential can be resummed using RG techniques. They have been computed in [166] with N2LL accuracy,

and in [167] with N3LL accuracy (see also [168]). Recall that terms that go like αn(νs)L
n−3 for n ≥ 4 are called

N2LL, and terms such as αn(νs)L
n−4 with n ≥ 5 are called N3LL. Keep in mind that when one resums these logs,

one assumes α(νs)L ∼ 1, so that in this counting, N2LL logs contribute just as O
(
α3(νs)

)
terms, and N4LL logs

just as O
(
α4(νs)

)
terms. These ultrasoft logarithms are absorbed in an object called δVRG(r, νs, νus)

V (r, νus) = V (r, νus = νs) + δVRG(r, νs, νus) . (7.29)

In the equation above, we have just considered the formal series of the static potential, and we have absorbed all

the ultrasoft logarithms in the second term on the RHS. With this we mean that if δVRG(r, νs, νus) is expanded in

α(νs), we recover order by order all the ultrasoft logaritms in V (r, νus). Let’s take a closer look at δVRG. If we

resum only the N2LL logs, it takes the form

δV N2LL
RG (r, νs, νus) ≡

1

8rβ0
C3
ACFα

3(νs)
4

3
log

(
α1(νus)

α(νs)

)
. (7.30)

Notice that the strong coupling evaluated at the ultrasoft scale has a subscript. With α1(νus) what is meant is

that the running of this object needs to be taken at one loop, that is, when writing α1(νus) as a series in α(νs), we

would set β1 = β2 = β3 = · · · = 0. If in addition to the N2LL logs, we also resum the N3LL logs in δVRG, we have

δV N3LL
RG (r, νs, νus) ≡

1

8rβ0
C3
ACFα

3(νs)

{
4

3
log

(
α2(νus)

α(νs)

)
+ 2πK (α(νs)− α1(νus)) +

1

π
α(νs)(a1 + 2β0 log(νsre

γE )) log

(
α1(νus)

α(νs)

)}
, (7.31)

where we have defined

K ≡ 8

3

β1

β0

1

(4π)2
− 1

27π2

(
CA
(
47 + 6π2

)
− 10TFnf

)
. (7.32)

In some places of Eq. (7.31), the subscript of the strong coupling evaluated at the ultrasoft scale is 2. With this

what is meant is that we take the running at two loop level. The need to evaluate α(νus) sometimes at one loop

and sometimes at two loops is clear once one considers the following small α(νs) expansions

α(νus) =α(νs) +
1

2π
α2(νs)

{
− β0L

}
+

1

8π2
α3(νs)

{
2β2

0L
2 − β1L

}
+

1

32π3
α4(νs)

{
− 4β3

0L
3 + 5β0β1L

2 − β2L

}
+O

(
α5(νs)

)
, (7.33)

and

log

(
α(νus)

α(νs)

)
=

1

2π
α(νs)

{
− β0L

}
+

1

8π2
α2(νs)

{
β2

0L
2 − β1L

}
+

1

96π3
α3(νs)

{
− 4β3

0L
3 + 9β0β1L

2 − 3β2L

}
+O

(
α4(νs)

)
. (7.34)

We see that by setting the various βn coefficients to zero, as indicated by the subscripts in Eqs. (7.30) and (7.31),

we get only up to N2LL and N3LL terms. Nonetheless, in practice, we will not be so rigorous, and we will not

bother with the proper subscripts, and we will just use

δV N2LL
RG (r, νs, νus) =

1

8rβ0
C3
ACFα

3(νs)
4

3
log

(
α(νus)

α(νs)

)
, (7.35)
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and

δV N3LL
RG (r, νs, νus) =

1

8rβ0
C3
ACFα

3(νs)

{
4

3
log

(
α(νus)

α(νs)

)
+ 2πK(α(νs)− α(νus)) +

1

π
α(νs)(a1 + 2β0 log(νsre

γE )) log

(
α(νus)

α(νs)

)}
, (7.36)

that is, when using the N2LL expression we will keep all N2LL terms and some subleading terms, and when working

with the N3LL expression, we will have all N3LL terms and some subleading terms. Finally, and for reference’s

sake, we write next the first few ultrasoft logarithms of the static potential by expanding δV N3LL
RG in α(νs)

δV N3LL
RG (r, νs, νus) =

−1

12πr
C3
ACFα

4(νs)L+
1

8rβ0
C3
ACFα

5(νs)

{
L2 1

6π2
β2

0

+ L

[−β1

6π2
+Kβ0 −

β0

2π2

(
a1 + 2β0 log(rνse

γE )
)]}

+O
(
α6(νs)

)
. (7.37)

Thus, summarizing all, we have that the static potential at N2LL order reads

VN2LL(r, νs, νus) ≡
2∑

n=0

Vn(r, νs, νus = νs)α
n+1(νs) + δV N2LL

RG (r, νs, νus) , (7.38)

and at N3LL level, we have that

VN3LL(r, νs, νus) ≡
3∑

n=0

Vn(r, νs, νus = νs)α
n+1(νs) + δV N3LL

RG (r, νs, νus) . (7.39)

7.4 The ultrasoft energy

Let us come back to Eq. (7.6), and consider now the second term on the RHS. We have seen in Eq. (7.7) that at

order r2 in the multipole expansion δEus(r, νus) takes the form

δEus(r, νus) =
TF
3Nc

r2V 2
A

∫ ∞
0

dte−t∆V 〈gEa(t,0)φadj
ab (t, 0)gEb(0,0)〉(νus) +O(r3) . (7.40)

This quantity has a different behavior depending on the relative size between ΛQCD and ∆V . If both scales, ΛQCD

and ∆V , are similar in size, δEus is an unknown function of the ratio of these two scales. On the other hand, if

ΛQCD � ∆V , the above expression can be approximated to

δEus(r, νus) =
TF
3Nc

r2V 2
A

∫ ∞
0

dt〈gEa(t,0)φadj
ab (t, 0)gEb(0,0)〉 ∼ r2Λ3

QCD . (7.41)

Finally, if ΛQCD � ∆V , δEus can be computed at weak coupling as an expansion in powers of α(νus). This

expansion is known to order r2(∆V )3α2(νus) ∼ 1
rα

5(νs) in the MS scheme9. At LO in α(νus), we have

δELO inα(νus)
us = CF r

2(∆V )3V 2
A

α(νus)

9π

(
−6 log

∆V

νus
− 6 log 2 + 5

)
+O

(
α2(νus)

)
. (7.42)

At NLO in α(νus) [166]

δENLO inα(νus)
us = CF r

2(∆V )3V 2
A

1

9π

{
α(νus)

[
−6 log

(
∆V

νus

)
− 6 log 2 + 5

]
+
α2(νus)

12π

[
18β0 log2

(
∆V

νus

)
− 6

(
CA(13 + 4π2)− 2β0(−5 + 3 log 2)

)
log

(
∆V

νus

)
− 2CA

(
− 84 + 39 log 2 + 4π2(−2 + 3 log 2)

+ 72ζ(3)
)

+ β0

(
67 + 3π2 − 60 log 2 + 18 log2(2)

) ]
+O

(
α3(νus)

)}
. (7.43)

9Its expression in the large β0 approximation can be found in [79].
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7.4.1 Expanding ∆V and VA in δEus

So far, we have written δEus as a power series in α(νus) with ∆V and VA taken explicitly. As it has already been

said, ∆V and VA both admit a small α(νs) expansion. Implementing them in Eqs. (7.42) and (7.43), we arrive at

δEN4LL
us = CFC

3
A

1

72πr
α3(νs)

{
α(νus)

[
− 6 log

(
CAα(νs)

2rνus

)
− 6 log 2 + 5 +

3

4π
α(νs)

(
a1 + 2β0 log(rνse

γs)
)

×
(
−6 log

(
CAα(νs)

2rνus

)
− 6 log 2 + 3

)]
+
α2(νus)

12π

[
18β0 log2

(
CAα(νs)

2rνus

)
− 6

(
CA(13 + 4π2)− 2β0(−5 + 3 log 2)

)
log

(
CAα(νs)

2rνus

)
− 2CA

(
− 84 + 39 log 2 + 4π2(−2 + 3 log 2)

+ 72ζ(3)
)

+ β0

(
67 + 3π2 − 60 log 2 + 18 log2(2)

) ]
+O

(
α3(νus)

)}
, (7.44)

where we have only kept terms that got at most α5 (regardless of the scale at which it is evaluated). Let us just

focus on terms that have at most α4

δEN3LL
us = CFC

3
A

1

72πr
α3(νs)α(νus)

{
− 6 log

(
CAα(νs)

2rνus

)
− 6 log(2) + 5

}
. (7.45)

Let’s think about the ultrasoft logarithms above. We need to keep in mind that the we will typically choose

νus ∼ α(νs)
r , so that the logarithm of α(νs) featured in the equation above will be regarded as order 1. Therefore,

from Eq. (7.33), we readily see that the equation above contains N3LL terms10. Moreover, we easily see that the

order α2(νus) terms and the order α4(νs)α(νus) terms in Eq. (7.44) give rise to N4LL terms. We will not reach this

level of precision in this thesis, so we will not consider these terms in what follows. Thus, in our N3LL expressions

for the singlet static energy, we will use Eq. (7.45).

7.5 Cancellation of νus in E(r)

It has been long known [181, 182] that the static potential has IR divergences starting at O
(
α4(νs)

)
when νus → 0.

This divergence parametrized by νus of the first term on the RHS of Eq. (7.6) gets cancelled with the second term

in the RHS, so that E(r) is νus indedepent. In order to show this cancellation, we first write the ultrasoft energy

as a small α(νs) expansion by expanding α(νus) in terms of α(νs) in Eq. (7.44). This yields

δEN4LO inα(νs)
us =

1

72πr
CFC

3
A

{
α4(νs)

[
− 6 log

(
CAα(νs)

2rνus

)
− 6 log 2 + 5

]
+ α5(νs)

[
3β0

2π
log2

(
CAα(νs)

2rνus

)
+ log

(
CAα(νs)

2rνus

)(
3β0

π
log

(
νus

νs

)
− 1

2π

(
CA(13 + 4π2)− 2β0(−5 + 3 log 2)

)
− 9

2π

(
a1 + 2β0 log(rνse

γE )
))

− 1

2π
β0 log

(
νus

νs

)
(−6 log 2 + 5) +

9

2π

(
a1 + 2β0 log(rνse

γE )
)
(
1

2
− log 2) +

1

12π

(
− 2CA

(
− 84 + 39 log 2

+ 4π2(−2 + 3 log 2) + 72ζ(3)
)

+ β0

(
67 + 3π2 − 60 log 2 + 18 log2 2

))]}
+O

(
α6(νs)

)
. (7.47)

It is worth mentioning that this object is known one order more in α(νs) than the static potential. Now, from

Eq. (7.16), we know that at order α4(νs) the νus dependence of V is

V =
−1

12πr
CFC

3
Aα

4(νs) log

(
νus

νs

)
+ . . . . (7.48)

10And, analogously to what happened to Eqs. (7.31) and (7.36), we also have more subleading terms. If we wanted to be rigorous,
and only keep the N3LL logs, we would consider

δEN3LL
us = CFC

3
A

1

72πr
α3(νs)α1(νus)

{
− 6 log

(
CAα(νs)

2rνus

)
− 6 log(2) + 5

}
. (7.46)
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From Eq. (7.47), we see that the νus dependence of the ultrasoft energy at order α4(νs) is

δEus =
−1

12πr
CFC

3
Aα

4(νs) log

(
CAα(νs)

2rνus

)
+ . . . . (7.49)

By summing both

E(r) =V + δEus (7.50)

=
−1

12πr
CFC

3
Aα

4(νs)

{
log

(
νus

νs

)
+ log

(
CAα(νs)

2rνus

)}
+ . . . (7.51)

=
−1

12πr
CFC

3
Aα

4(νs) log

(
CAα(νs)

2rνs

)
+ . . . , (7.52)

and we see that the νus dependence explicitly cancels, rendering the static energy νus independent, as it is expected.

Similar cancellations will take place at higher orders.

7.6 The singlet static energy revisited

Having fleshed out the terms on the RHS of Eq. (7.6), we now summarize the main formulas to consider for the

static energy. If we do not resum ultrasoft logarithms, up until order α3(νs), we just have the static potential

ENjLO(r) =

j∑
n=0

Vnα
n+1(νs) , (7.53)

for j < 3. For N3LO order, we will add on top of the series of the static potential the appropriate term from δEus,

that is, we will add the order α4(νs) term in Eq. (7.47)

EN3LO(r) =

3∑
n=0

Vnα
n+1(νs) +

1

72πr
CFC

3
Aα

4(νs)

[
− 6 log

(
CAα(νs)

2rνus

)
− 6 log 2 + 5

]
. (7.54)

We repeat here that the νus dependence on the second term of the RHS above disappears with the α4(νs) term of

the static potential. If on the other hand, we do resum ultrasoft logarithms, we have that, at the N2LL level,

EN2LL(r) = VN2LL , (7.55)

that is, only the static potential contributes. At the N3LL level,

EN3LL(r) = VN3LL + δEN3LL
us . (7.56)

7.7 Getting rid of the u = 1/2 renormalon

Let’s recall Eq. (7.5)

Elatt(r)− Elatt(rref) = Eth(r)− Eth(rref) . (7.57)

We have reviewed in past sections the theoretical expressions for Eth(r) as given by Eq. (7.6). As it has been

mentioned in the introduction to this chapter, the singlet static potential suffers from an r independent u = 1/2

renormalon that jeopardizes the overall convergence of E(r). We can completely forget about this renormalon11

by simply taking the r derivative of the static energy, and just working with this object by taking

Elatt(r)− Elatt(rref) =

∫ r

rref

dr′F(r′) , (7.58)

11For an analysis without taking the derivative see [178].
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where

F(r) ≡ d

dr
E(r) . (7.59)

Eq. (7.58) was originally used in [173] (see also [172]), but its use for competitive determinations of ΛQCD was first

made in [153]. We will in the next section take the derivative on the expressions of the static energy we have seen.

7.8 Taking an r derivative in E(r)

We now consider the r derivative of the static energy

F(r) =
d

dr
E(r) =

d

dr
V (r, νus) +

d

dr
δEus(r, νus) . (7.60)

It is customary to define the force as the derivative of the static potential

F (r, νus) ≡
d

dr
V (r, νus) . (7.61)

Its perturbative expansion reads

F =

∞∑
n=0

fn(r, νs, νus)α
n+1(νs) , (7.62)

where, needless to say, that the series in the RHS is meant to be understood as a formal series. Taking a derivative

on the expressions of section 7.3, we obtain

f0 =
CF
r2

, f1 =
CF

4πr2
{a1(r, νs)− 2β0} , (7.63)

f2 =
CF

(4π)2r2
{a2(r, νs)− 4a1(r, νs)β0 − 2β1} ,

f3 =
CF

(4π)3r2

{
a3(r, νs, νus)− 6a2(r, νs)β0 − 4a1(r, νs)β1 − 2β2 −

16

3
C3
Aπ

2

}
.

Notice that, just as with V (r, νus), we have νus dependence in the coefficient that goes with α4(νs). Also, just as

with V (r, νus), we can resum the ultrasoft logarithms of the series of the force. Taking the r derivative in δVRG,

we get at N2LL level

δFN2LL
RG (r, νs, νus) ≡

d

dr
δVRG(r, νs, νus)

∣∣∣∣
N2LL

= − 1

6β0
CFC

3
A

1

r2
α3(νs) log

(
α1(νus)

α(νs)

)
, (7.64)

and at N3LL level

δFN3LL
RG (r, νs, νus) ≡

d

dr
δVRG(r, νs, νus)

∣∣∣∣
N3LL

= CFC
3
A

1

r2
α3(νs)

{
− 1

6β0
log

(
α2(νus)

α(νs)

)
+

π

4β0
K
{
α1(νus)− α(νs)

}
+

1

8π

(
2− 1

β0
[a1 + 2β0 log(rνse

γE )]

)
α(νs) log

(
α1(νus)

α(νs)

)}
, (7.65)

where recall that K has been defined in Eq. (7.32). We have bothered to write the proper subscripts for α(νus)

but, just as with the static energy, in practice, we will not take this detail into account. Thus, the RG improved

version of the force at N2LL reads

FN2LL(r, νs, νus) = F (r, νus = νs)
∣∣
N2LO

+ δFN2LL
RG (r, νs, νus) , (7.66)

and at N3LL

FN3LL(r, νs, νus) = F (r, νus = νs)
∣∣
N3LO

+ δFN3LL
RG (r, νs, νus) . (7.67)
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Finally, let’s turn our attention to the r derivative of δEus. The analogous of Eq. (7.45) reads

d

dr
δEN3LL

us = CFC
3
A

1

12πr2
α3(νs)α(νus)

{
log

(
CAα(νs)

2rνus

)
+ log(2) + 1/6

}
. (7.68)

Just as with Eq. (7.45), the equation above contains N3LL logs. Likewise, the order α2(νus) contains N4LL terms,

so we do not consider it in this thesis. Finally, writing δEus as an expansion (modulo logs) in α(νs)

d

dr
δEN4LO

us (r, νs, νus) =
1

72π
CFC

3
A

1

r2

{
α4(νs)

[
6 log

(
CAα(νs)

2rνus

)
+ 6 log 2 + 1

]
+ α5(νs)

[
− log2

(
CAα(νs)

2rνus

)
3β0

2π
+ log

(
CAα(νs)

2rνus

)(
− 3β0

2π
log

(
νus

νs

)
+

9β0

π
log(rνse

γE )− 12β0

π
+

9a1

2π
−K1

)
− β0

2π
(6 log 2 + 1) log

(
νus

νs

)
+
β0

π
(9 log 2 +

9

2
) log(rνse

γE ) +
1

π
a1(

9

2
log 2 +

9

4
) +

β0

π
(
9

2
− 9 log 2)−K1 −

1

12π
K2

]
+O

(
α6(νs)

)}
, (7.69)

where

K1 = − 1

2π

[
CA(13 + 4π2)− 2β0(−5 + 3 log 2)

]
, (7.70)

K2 = −2CA
[
− 84 + 39 log 2 + 4π2(−2 + 3 log 2) + 72ζ(3)

]
+ β0(67 + 3π2 − 60 log 2 + 18 log2 2) . (7.71)

We emphasize that the r derivative of E(r) in the above equations has been taken with respect to constant νs and

νus. Nevertheless, we will later consider this scales to have the following r dependence

νs =
xs
r
, (7.72)

νus = xus
CAα(νs)

2r
, (7.73)

for some values of xs and xus. Therefore, one could at first have some reservations about using the expressions

that have been computed above. Fortunately, it can be seen that if we consider this r dependence before taking the

derivative in E(r), we actually obtain the same formula for F(r). The individual terms d
drV , d

drVRG and d
dr δEus

change, but the changes add up to the same F(r). We show this in Appendix H.

Thus, summarizing all, if we do not resum the ultrasoft logarithms we have for j < 3

FNjLO =

j∑
n=0

fn(r, νs, νus)α
n+1(νs) . (7.74)

At N3LO, we have to add a contribution from the derivative of δEus in Eq. (7.69)

FN3LO =

3∑
n=0

fn(r, νs, νus)α
n+1(νs) +

1

12π
CFC

3
A

1

r2
α4(νs)

{
log

(
CAα(νs)

2rνus

)
+ log 2 + 1/6

}
. (7.75)

We stress again that the νus dependence on both terms in the RHS above cancels out. On the other hand, if we

resum ultrasoft logarithms, we would have

FN2LL = FN2LL(r, νs, νus) , (7.76)

FN3LL(r) = FN3LL(r, νs, νus) + CFC
3
A

1

12πr2
α3(νs)α(νus)

{
log

(
CAα(νs)

2rνus

)
+ log(2) + 1/6

}
. (7.77)
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7.9 Hyperasymptotics and F

As we have already mentioned, by construction, F does not have a renormalon at u = 1/2. Nonetheless, we expect

it to have a renormalon located at u = 3/2. As it has been stated in the introduction, the goal of this chapter is

to obtain an estimate of α(Mz) by comparing lattice data for the singlet static energy with theoretical expressions

for it, where the PV Borel sum is used to assign a sum to the formal series present in the expressions. In our case,

we have two such series, that is, recalling

E(r) = V (r, νus = νs) + δVRG(r, νs, νus) + δEus(r, νus) , (7.78)

we have seen V to be a formal series in α(νs), and δEus to be a formal series12 in α(νus). We will employ the

terminants of chapter 3 to approximate the PV Borel sum from truncated expressions. V and δEus both have

a renormalon at u = 3/2. It was shown in [180] that these renormalons cancel out in the total energy E(r), if

the series of V and of δEus are evaluated at the same scale, that is νus = νs. This cancellation has also been

shown to take place in the large β0 approximation [79]. Therefore, we know that ZV3 = −ZδEus
3 , or analogously,

ZF3 = −Z
d
dr δEus

3 . Notice also that since F is the r derivative of V , we have that13 ZF3 = 2ZV3 . Consequently, if we

included the d = 3 terminants of V and δEus, they would cancel out if we picked νus = νs, and if we truncated both

series at the same NP. In any case, later in the fits, we will not in general consider νus = νs, and the truncation

points of the series will not be equal, so the terminants will not cancel each other. Thus, adapting Eq. (3.72), we

obtain the d = 3 terminant of F :

TF3 =
√
α(νs)K

(P)
IR rν3

s e
− 6π
β0α(νs)

(
β0α(νs)

4π

)−3b(
1 + K̄

(P)
IR,1α(νs) +O

(
α2(νs)

))
, (7.79)

where ηc = −3b+ 6πc
β0
− 1 and

K
(P)
IR = −Z

F
3 21−3bπ33b+1/2

Γ(1 + 3b)
β
−1/2
0

[
− ηc +

1

3

]
, (7.80)

K̄
(P)
IR,1 =

β0/(3π)

−ηc + 1
3

[
− 3b1b

(
1

2
ηc +

1

3

)
− 1

12
η3
c +

1

24
ηc −

1

1080

]
. (7.81)

The above terminant is to be added on top of F truncated at the scale αNP(d=3,νs)+1(νs) where

NP(d = 3, νs) ≡
6π

β0α(νs)

(
1− cα(νs)

)
. (7.82)

We will in the fits typically consider NP(d = 3, νs) = 3. As we have said, the terminant to add on top of d
dr δEus

is the same as in Eq. (7.79) with the changes ZF3 → Z
d
dr δEus

3 = −ZF3 and νs → νus. The truncation point

αNP(d=3,νus)+1(νus) for d
dr δEus is

NP(d = 3, νus) ≡
6π

β0α(νus)

(
1− cusα(νus)

)
. (7.83)

We will in the fits typically consider NP(d = 3, νus) = 0.

12As shown in Eq. (7.43). Of course, after expanding ∆V and VA in α(νs), we will also have α(νs) dependence.
13Just compare the r dependent part of the Borel transforms around u = 3/2 which are ZF3 rν

3
s and ZV3 r

2ν3s .
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7.10 The normalization of the u = 3/2 renormalon

In order to implement the formula of the u = 3/2 terminant of V or δEus (or of those of their r derivatives), we need

to know the normalization of the u = 3/2 renormalons of these series. We could in principle try to estimate it by

comparing V3−V (as:d=1)
3 with its large n theoretical expression, but this approach is obfuscated by our approximate

knowledge on the normalization of the u = 1/2 renormalon ZV1 , whose innacuracies would be inherited by ZV3 if

estimated in such a manner. On the other hand, the force is not contaminated by the u = 1/2 renormalon, and it

is trivial to relate the normalization of the u = 3/2 renormalon of the force with that of the static potential (one

only needs to realize one is the r-derivative of the other):

ZF3 = 2ZV3 . (7.84)

Therefore, the force is an ideal object to test whether perturbation theory, as we know it at present, is already ap-

proaching the asymptotic behavior dictated by the u = 3/2 renormalon. From Eq. (1.69), we know this asymptotic

behavior of the coefficients of the (dimensionless) force to be14

r2f (as)
n = ZF3 (rµ)3

(
β0

6π

)n
Γ(n+ 1 + 3b)

Γ(1 + 3b)

{
1 +

3b

n+ 3b
w1 +O

(
1

n2

)}
. (7.85)

We remark that we can fix w1 = 3s1 using the procedute of section 2.6, but that our current knowledge on VA

makes us unable to fix w2. For reference’s sake, we also explicitly write the behavior of the Borel transform of the

series of r2F associated to this factorial behavior

r2∆F̂ (t) = ZF3 (rµ)3 1(
1− β0

6π t
)1+3b

{
1 + w1

(
t− β0

6π
t

)
+ . . .

}
. (7.86)

By considering the ratio of the exact coefficients given in Eq. (7.63) and the asymptotic expression above, we can

obtain an approximate determination of the normalization of the u = 3/2 renormalon. We display the results in

Figure 7.1. This figure shows various curves where the ratio has been taken with the exact coefficient to various

orders. We also show our central value determinations for the normalizations of the renormalons with the error

bands. We determine these central values by considering the N3LO curve at the point x where the derivative of

the curve is zero, which are x ≡ µr = 1.30, and x = 1.52 for nf = 0 and 3 respectively. They read

ZF3
∣∣
nf=0

= 0.51−0.08
−0.21(∆x) + 0.05(N2LO)− 0.10(O(1/n)) + 0.02(us) = 0.51(24) , (7.87)

ZF3
∣∣
nf=3

= 0.37−0.06
−0.16(∆x) + 0.02(N2LO)− 0.05(O(1/n)) + 0.005(us) = 0.37(17) . (7.88)

For the error estimates, we explore different possibilities. We vary x by multiplying and dividing the central value

by
√

2. This is the first error quoted in Eqs. (7.87) and (7.88), and we see that it is the biggest contribution

to the final error. We also consider the difference between the f2/f
(as)
2 ZF3 and f3/f

(as)
3 ZF3 results15. This is the

second error quoted in Eqs. (7.87) and (7.88). We also estimate the importance of subleading 1/n corrections

by considering the difference of including the 1/n term or not in Eq. (7.85), which is the third error quoted in

Eqs. (7.87) and (7.88). Finally, we also explore the importance of the ultrasoft associated terms (as they should

14We will only consider the d = 3 renormalon in F , and therefore, to ease notation, we drop the d = 3 label everywhere here, that

is, we will not write f
(as:d=3)
n .

15Notice that in Figure 7.1, we see that f2/f
(as)
2 ZF3 has no point where the derivative is zero in the range considered, and therefore,

we use the value of x used with the N3LO coefficient.
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Table 7.1: Normalization constant, ZF3 , of the leading renormalon of the force for different number of flavours nf
in the MS scheme. We also give predictions of some asymptotic coefficients with µ = 1/r.

nf 0 1 2 3 4 5 6

ZF3 0.51(24) 0.47(22) 0.42(20) 0.37(17) 0.31(14) 0.23(10) 0.15(8)

r2f
(as)
4 8(4) 6(3) 4(2) 3(1) 1.5(7) 0.8(3) 0.3(2)

r2f
(as)
5 31(15) 21(10) 13(6) 8(4) 4(2) 1.8(8) 0.65(33)

not affect, or little, the determination of the normalization of the renormalon). The error associated to ultrasoft

effects is estimated by using the coefficient f3 obtained by eliminating the last term in the second line of a3 in

Eq. (7.16) before taking the r derivative in V . The variation is indeed small, as we show in the last error item in

Eqs. (7.87) and (7.88).

The first and second error (and to some extent the third) are somewhat redundant, as they both measure the

fact that n = 3 is still finite. Nevertheless, we combine them all in quadrature and make the variation symmetric

around the central value. This indeed yields a conservative estimate of the error. In the left panels of Figure 7.1,

we can see the dependence of ZF3 , i.e. of fn/f
(as)
n ZF3 , with respect to x for different values of n. Around the

scale where the central value has been chosen, they are all inside the error band, even for a coefficient as low as

f1/f
(as)
1 ZF3 . We also give determinations for other values of nf using the same error analysis. They can be found

in Table 7.1, where we also give estimates of the higher order coefficients of the perturbative series of the force with

µ = 1/r.

Figure 7.1: Left figures. Determination of ZF3 using fn/f
(as)
n ZF3 as a function of rµ and for different values of n

in the MS scheme. Right figures. Determination of ZF3 using Eq. (7.92). Upper figures are determinations with
nf = 3. Lower figures are determinations with nf = 0.

Our conclusions are different from those in Ref. [183], where it was concluded that it was not possible to
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determine the normalization of the u = 3/2 renormalon. The authors consider the function

(1− β0

6π
t)1+3br2F̂ (t) , (7.89)

which when it is evaluated at t = 6π
β0

clearly yields

(1− β0

6π
t)1+3br2F̂ (t)

∣∣∣∣
t= 6π

β0

= ZF3 (rµ)3 . (7.90)

We remark that the expansion around t = 0 of Eq. (7.89) has a radius of convergence bigger than t = 6π
β0

. Let us

write the following Taylor expansion

(1− β0

6π
t)1+3br2F̂ (t) ≡

∞∑
n=0

vnt
n . (7.91)

Then, by equating the above two equations, we can obtain the normalization of the renormalon as the sum of the

following series

ZF3 =
1

x3

∞∑
n=0

vn

(
6π

β0

)n
. (7.92)

This method was proposed in [130, 184], and first quantitatively applied to the leading renormalon of the pole

mass and the static potential in [122]. The results of the evaluation of ZF3 using the above series up until N3LO

in 6π
β0

is displayed in Figure 7.1, both for nf = 0 and nf = 3. We observe that the convergence is worse than for

the determination of ZF3 using fn/f
(as)
n ZF3 . This was also observed very clearly in [100] for the energy of an static

source. In that case, and this case here, we observe convergence but at a slower pace. Actually, the N2LO and N3LO

predictions are well inside the error band of our predictions in Eqs. (7.87) and (7.88), although the curves display

a bigger dependence on x, and the variation between different orders is bigger than with the previous method. For

the method using Eq. (7.92), stability is found for x ∼ 2. For this method, working with x = 1 does not yield a

convergent series, which is what was done in [183], which may explain the conclusions reached in that reference.

7.11 The lattice data

For the fits, we will use nf = 2 + 1 lattice data of [158] (supplemented with information given in [155]), which has

made an updated error analysis of the data of [154]. Of these data points, we only consider those obtained with

β = 8.4, as they correspond to the shortest distances available a = 0.025 fm = 0.125 GeV−1. The lattice spacing a

has been fixed by the scale r1 which is defined by

r2 dE(r)

dr

∣∣∣∣
r=r1

= 1 , (7.93)

with r1 = 0.3106(17) fm. In this ensemble, the up and down quarks get the masses ml = ms/5 where ms, the strange

quark mass, has been tuned to its physical value, and the pion mass gets the value 320 MeV in the continuum.

This is only statistically significant16 for r > 0.4r1 ∼ 0.625 GeV−1 (see [157]). The uncertainty associated with

fixing the physical units of the parameter r1 was seen in [158] to be comparatively small compared with other

uncertainties. Therefore, we will neglect it in the following. It was also observed in this reference that the effect of

the correlation of the points to the final error was small. Thus, we also neglect this source of error.

16We thank J.H. Weber for informing us of this.

126



The discretization errors depend on the size of the parameter r/a. They have been studied in detail in [158],

where it was concluded that, for r/a ≤
√

8, tree-level improvement was enough to bring the discretization errors

down to the point where they were smaller than the statistical errors and could, in comparison, be neglected.

Therefore, we will use tree-level improved data and disregard the lattice data at shortest distances (for r/a ≤
√

8),

as well as the special geometry r/a =
√

12. This corresponds to one of the methods followed in [158] to account

for discretization effects. This means that the shortest distance we consider is rmin = 2.827 a, which in GeV units

reads rmin = 0.353 GeV−1.

To test the sensitivity of the fit to the data, we will consider different ranges of data (similarly to what was done in

[153]). We consider the following ranges: Set I: 0.353 GeV−1 ≤ r ≤ 0.499 GeV−1, Set II: 0.353 GeV−1 ≤ r ≤ 0.612

GeV−1, Set III: 0.353 GeV−1 ≤ r ≤ 0.8002 GeV−1 and Set IV: 0.353 GeV−1 ≤ r ≤ 1 GeV−1. The number of data

points of each set is 8, 17, 31 and 50, respectively.

7.12 The expressions that go on the fits

For the central values of the soft and ultrasoft scales, we take the standard expressions (νs, νus) = (1/r, CAα(νs)/(2r)).

Our central value determination of the strong coupling will be done with expressions where logarithms of ratios of

the soft and ultrasoft have been ressummed, although we will also explore fixed order expressions in section 7.15.

We will consider different orders for F(r′) in Eq. (7.58) (we also include fixed order expressions that we will later

use)

• LL/LO

FLO(r) = F (r, νus = νs)

∣∣∣∣
LO inα(νs)

, (7.94)

• NLL/NLO

FNLO(r) = F (r, νus = νs)

∣∣∣∣
NLO inα(νs)

, (7.95)

• N2LO

FN2LO(r) = F (r, νus = νs)

∣∣∣∣
N2LO inα(νs)

, (7.96)

• N2LL

FN2LL(r) = F (r, νus = νs)

∣∣∣∣
N2LO inα(νs)

+
d

dr
δVRG(r, νs, νus)

∣∣∣∣
N2LL

, (7.97)

• N3LO

FN3LO(r) = F (r, νus = νs)

∣∣∣∣
N3LO inα(νs)

+
d

dr
δEus(r, νus = νs)

∣∣∣∣
N3LO inα(νs)

, (7.98)

• N3LL

FN3LL(r) = F (r, νus = νs)

∣∣∣∣
N3LO inα(νs)

+
d

dr
δVRG(r, νs, νus)

∣∣∣∣
N3LL

+
d

dr
δEus(r, νus)

∣∣∣∣
LO inα(νus)

, (7.99)

• N3LOhyp

FN3LOhyp
(r) =F (r, νus = νs)

∣∣∣∣
N3LO inα(νs)

+ T3(ZF3 , NP = 3, νs)

+
d

dr
δEus(r, νus = νs)

∣∣∣∣
N3LO inα(νs)

+ T3(−ZF3 , NP = 0, νus = νs) , (7.100)
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• N3LLhyp

FN3LLhyp
(r) =F (r, νus = νs)

∣∣∣∣
N3LO inα(νs)

+ T3(ZF3 , NP = 3, νs) +
d

dr
δVRG(r, νs, νus)

∣∣∣∣
N3LL

+
d

dr
δEus(r, νus)

∣∣∣∣
LO inα(νus)

+ T3(−ZF3 , NP = 0, νus) . (7.101)

Notice that in the last item above, which we name N3LLhyp, we have introduced the d = 3 terminants of the series of

F and d
dr δEus. We have already mentioned that the renormalons of these two series cancel out if if both quantities

are expanded in powers of α evaluated at the same scale, and if both perturbative expansions are truncated at the

same order. It can be seen in Eq. (7.101) that this is something that we do not do. The natural energy scales in

F and d
dr δEus are different, and thus, we evaluate F as a series in α(νs) to order α(νs)

4, and d
dr δEus is evaluated

as a series in α(νus) to just the LO. The terminants are chosen accordingly. We finish by mentioning that we have

also performed fits changing the order at which we start including the terminant in the static potential from three

to two. We indeed find the variation to be small.

7.13 Central value results

We now state the results of the fits at N3LLhyp and N3LL orders with νs = 1/r, νus = CAα(νs)
2r and rref =

0.353 GeV−1 for the various ranges considered. For N3LLhyp:

• Set I: Λ
(nf=3)

MS
= 338(2) MeV with χ2

red = 0.50.

• Set II: Λ
(nf=3)

MS
= 341(1) MeV with χ2

red = 0.53.

• Set III: Λ
(nf=3)

MS
= 343(1) MeV with χ2

red = 0.62.

• Set IV: Λ
(nf=3)

MS
= 343(0) MeV with χ2

red = 0.67.

The error shown is the statistical error of the fit. For N3LL:

• Set I: Λ
(nf=3)

MS
= 337(2) MeV with χ2

red = 0.50.

• Set II: Λ
(nf=3)

MS
= 340(1) MeV with χ2

red = 0.53.

• Set III: Λ
(nf=3)

MS
= 342(1) MeV with χ2

red = 0.57.

• Set IV: Λ
(nf=3)

MS
= 340(0) MeV with χ2

red = 1.22.

We display these numbers and those of LL, NLL17 and N2LL orders in Figure 7.2. As one would expect, as we

increase the number of points in the ranges, the statistical errors get smaller. We observe the dependence of

ΛMS on the range of the data set to be very small. This small dependence holds irrespective of the order in the

approximation for the theoretical expression used. We only see very small differences at N3LL and N3LLhyp order

between the value obtained from the data Set I and the rest (within one sigma for the statistical error, which is

the only one we display in Fig. 7.2), and basically vanishing between the data sets II, III and IV.

To display the reliability of the fits, we also show the reduced χ2 obtained with each fit in the lower panel of

Figure 7.2. For the data sets I and II, the fit yields χ2
red ∼ 0.5 to all orders in the hyperasymptotic expansion.

17Of course, LL=LO and NLL=NLO.
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Figure 7.2: Upper panel Determination of Λ
(nf=3)

MS
at LL, NLL, N2LL, N3LL and N3LLhyp using the data sets:

Set I (continuous black line), Set II (dashed blue line), Set III (dash-dotted green line), and Set IV (dotted red

line). The error displayed is only the statistical error of the fits. Lower panel χ2
red for the fit of Λ

(nf=3)

MS
at

LL, NLL, N2LL, N3LL and N3LLhyp using the data sets (continuous black line), Set II (dashed blue line), Set III
(dash-dotted green line), and Set IV (dotted red line).
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Therefore, there is no significant dependence on the number of data points. For the data Set III, there is a mild

increase: χ2
red ∼ 0.5 − 0.6, but still well below 1. It is when we consider data Set IV, which includes points up to

r = 1 GeV−1, that we see a significant increase in the χ2
red. The magnitude of this increase, however, depends on

the order, and even in the worst case is not much bigger than 1. The LL and NLL fits yield χ2
red slightly below 1,

with a slight increase when going from LL to NLL. The χ2
red reaches the maximum, 1.46, at N2LL. Order N3LL

shows a decrease of the reduced χ2, albeit still above 1, and at order N3LLhyp the χ2
red significantly drops getting

close to the χ2
red ∼ 0.6 value we have for other data sets.

Set IV is the more sensitive to the IR, as it goes up to r ∼ 1 GeV−1. This may reflect in a larger sensitivity

to ultrasoft associated physics, which will then need to be described more accurately. This matches with what we

see for the χ2
red with set IV: LL, NLL, N2LL and N3LL show a bigger χ2

red (we emphasize, nevertheless, that they

are still of order 1), which then goes down to a value similar to the one obtained with the other data sets after

the inclusion of the terminants. It is non-trivial that the larger sensitivity to the IR we expect for data Set IV

to be well described by our weak-coupling analysis. Indeed, it is surprising that the ultrasoft effects do not blow

up in any of the fits since α(νus) is evaluated at a rather low scale. For illustration, we show the values α(νus)

takes for the various ranges considered18: for Set I α(νus) ∈ (0.46, 0.57), for Set II α(νus) ∈ (0.46, 0.65), for Set III

α(νus) ∈ (0.46, 0.75), and for Set IV α(νus) ∈ (0.46, 0.78). For this last data set, the very last points, those with

larger r-s, reach a regime where νus grows as r increases, that is, as νs decreases νus starts to increase. Therefore,

their inclusion in the fits should be taken with caution.

Overall, by only looking at the χ2
red, we do not have a clear signal of which data set to use and, indeed, the fits

yield similar numbers and χ2
red at N3LLhyp. Therefore, we will use set I as it is less sensitive, in principle, to long

distances, although, as we said, the χ2
red of the fits does not give a clear signal of a deterioration of the quality of

the fit (something that one would expect if our perturbative approximations were not a good approximation to the

data).

Another motivation to use the data Set I is that the β = 8.4 ensemble suffers from frozen topological charge

in the MC evolution. It has been shown (see [157]) that the effects of frozen topology in different sectors are

statistically irrelevant for r < 0.4r1 ∼ 0.62 GeV−1. Therefore, by using the data Set I this problem is completely

avoided. On top of that, as mentioned above, the effects due to finite light-quark masses are not statistically

significant for this energy range.

In order to see the quality of our fit, we also compare our theoretical expression using the values of Λ
(nf=3)

MS

obtained from the fit with the lattice data. It is customary to compare directly with the potential (this can be

done after fixing a normalization constant K that we fix below). The comparison is very good in the whole range

we compare (up to 1 GeV), as we can see in the upper panel of Fig. 7.3. Nevertheless, such comparisons do not

allow us to see the fine details due to the dependence in powers of r of the potential. For such comparison, it is

better to define

αV (r) ≡ − r

CF

(∫ r

rref

dr′FRG(r′) +K

)
, (7.102)

and we adjust K, such that most of the r dependence vanishes. We show the comparison in the lower panel of Fig.

7.3. It is remarkable that pure perturbation theory predicts very well the data down to 1 GeV. The error band

18To produce these numbers, we take Λ
(nf=3)

MS
= 330 MeV.
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Figure 7.3: Upper panel: −CF αV (r)
r ≡

∫ r
rref

dr′FRG(r′) + K at N3LLhyp with Λ
(nf=3)

MS
= 338(12) MeV and

K = −1.2 GeV (solid blue line and blue band) versus the lattice points Elatt(r)− Elatt(rref) +K. Only points to

the right of the vertical dashed line are included in the fit. Lower panel: αV (r) at N3LLhyp with Λ
(nf=3)

MS
= 338(12)

MeV and K = −1.2 GeV (solid blue line and blue band) versus the lattice points − r
CF

(
Elatt(r)− Elatt(rref) +K

)
.

Only points to the right of the vertical dashed line are included in the fit.
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Figure 7.4: Determination of Λ
(nf=3)

MS
at LL, NLL, N2LL, N3LL and N3LLhyp using data Set I with νus =

CAα(νs)/(2r) and νs = 2/r (continuous blue line), νs = 1/r (continuous black line) and νs = 1/(
√

2r) (con-

tinuous red line). We also plot the determination of Λ
(nf=3)

MS
at LL, NLL, N2LL, N3LL and N3LLhyp using data Set

I with νus = 1 GeV and νs = 2/r (dashed blue line), νs = 1/r (dashed black line) and νs = 1/(
√

2r) (dashed red
line). With the resolution set by the figure, the continuous and dashed black lines are hardly distinguishable. This
also happens to a large extent with the continuous and dashed red lines. The error displayed is only the statistical
error of the fits.

perfectly encodes all the data. This means, in particular, that with the precision of our computation, we do not

see any trace of nonperturbative effects down to scales 1/r ∼ 1 GeV.

7.13.1 Dependence on νs

We now test the sensitivity of the fits on νs. We will mainly work with data Set I with which we can do variations

of the parameters without entering in a regime where perturbation theory breaks down. We consider variations of

νs with νs = xs/r within the range xs ∈ [1/
√

2, 2]. The lower limit of νs is chosen so as to avoid reaching scales

too low for our weak coupling analysis to break down. Had we chosen xs = 1/2 as lower bound, for data Set

I, we would have obtained19 for the largest distances values of α(νs) ∼ 0.5. If we stick to xs = 1/21/2, we stay

around α(νs) ∼ 0.3 which is safer. It is important to keep in mind that for our central value of the ultrasoft scale

νus = CAα(νs)/(2r), variations on νs imply variations on νus. Due to this, and since for data Set I the central value

of νus yields values of the ultrasoft scale around νus = 1 GeV, we will also consider variations of νs fixing νus = 1

GeV.

We display the results of the fits for data Set I in Figure 7.4. For νs = 1/r both fits, with νus = CAα(νs)/(2r)

and with νus = 1 GeV, yield very similar results. Indeed, in the figure, the fits with (νs, νus) = (1/r, CAα(νs)/(2r))

(continuous black line) and with (νs, νus) = (1/r, 1 GeV) (dashed black line) are hardly distinguishable with the

resolution set by the figure. The fits with νs = 2/r exhibit a different behavior compared to the νs = 1/r fits. On

the one hand, working with νs = 1/r gives a result that changes very little as we add more terms in the expansion.

On the other hand, when working with νs = 2/r, the LL result is quite off the expected result, but then, adding

19We use Λ
(nf=3)

MS
= 330 MeV to get this number.
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Figure 7.5: Determination of Λ
(nf=3)

MS
at LL, NLL, N2LL, N3LL and N3LLhyp using data Set I with different options

for the (soft, ultrasoft) scale: A) with (νs, νus) = (1/r, CAα(νs)/(2r)) (continuous black line with filled black
points), with (νs, νus) = (2/r, CAα(νs)/(2r)) (continuous blue line with filled blue diamonds), and with (νs, νus) =
(1/(
√

2r), CAα(νs)/(2r)) (continuous red line with filled red triangles); B) with (νs, νus) = (2/r, 2CAα(νs)/(2r))
(dashed blue line with filled blue squares), and with (νs, νus) = (1/(

√
2r), CAα(νs)/(2

√
2r)) (dashed red line with

filled red inverted triangles); and C) with (νs, νus) = (1/r, 1 GeV) (dotted black line with empty black points), with
(νs, νus) = (2/r, 1 GeV) (dotted blue line with empty blue points), and with (νs, νus) = (1/(

√
2r), 1 GeV) (dotted

red line with empty red diamonds). The error displayed is only the statistical error of the fits. We also show the
error band generated by our prediction Eq. (7.105). Note that the resolution in this figure has been increased with
respect to the one in Figure 7.4.
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higher order terms makes the prediction converge to the same result as with νs = 1/r. The convergence is perfect

within statistical errors, and also irrespective of which of the two values of the ultrasoft scale νus = CAα(νs)/(2r) or

νus = 1 GeV we decide to pick. Nonetheless, as opposed to what we had for νs = 1/r, these two cases (the two blue

lines in Figure 7.4) do not agree until we reach N3LLhyp, with the N3LL order values differing quite significantly

from each other. Nevertheless, this difference is nicely eliminated after the inclusion of the terminants associated to

the u = 3/2 renormalons. Furthermore, the inclusion of these terminants is fundamental to get agreement between

these fits and the fits with νs = 1/r.

A similar discussion holds for the case with νs = 1/(
√

2r), even though the overall behavior is better. The

LL result is closer to the value obtained with νs = 1/r, and the difference between the determinations with

(νs, νus) = (1/(
√

2r), CAα(νs)/(2r)) or with (νs, νus) = (1/(
√

2r), 1 GeV) at N3LL is small.

In the whole parameter range we have studied, the χ2
red is reasonable. Therefore, all fits are equally good in

this respect. The only exception is the N3LL prediction for (νs, νus) = (2/r, CAα(νs)/(2r)), which has a χ2
red ' 1.9.

We find then significant that, as seen in Figure 7.4, this point moves away from the convergent pattern that is

observed in the other fits. It is also then significant that the inclusion of the terminants brings agreement with the

other fits, and lowers the χ2
red down to χ2

red = 0.42, much below 1.

We state now the data plotted in Figure 7.4 for the N3LLhyp case, and draw our error estimate:

• For (νs, νus) =
(

1
21/2r

, 1 GeV
)
, we get Λ

(nf=3)

MS
= 338(2) MeV with χ2

red = 0.47.

• For (νs, νus) =
(

1
21/2r

, CAα(νs)
2r

)
, we get Λ

(nf=3)

MS
= 335(2) MeV with χ2

red = 0.50.

• For (νs, νus) =
(

2
r , 1 GeV

)
, we get Λ

(nf=3)

MS
= 340(2) MeV with χ2

red = 0.47.

• For (νs, νus) =
(

2
r ,

CAα(νs)
2r

)
, we get Λ

(nf=3)

MS
= 340(2) MeV with χ2

red = 0.42.

The quoted errors are the statistical errors of the fits. Comparing with the central value result (which we remind

is Λ
(nf=3)

MS
= 338 MeV), we conclude that in the range νs ∈ [1/(

√
2r), 2/r] the result is stable at the 2 MeV level if

we fix νus =1 GeV, and at around the 3 MeV level if we instead set νus = CAα(νs)/(2r). Thus, we conclude that

with the present level of precision reached by theoretical expression, the dependence on νs of the fit to be of order

∼ 2 MeV, which can be neglected compared with other uncertainties.

7.13.2 Dependence on νus

We now test the sensitivity of the fits on νus. Just as in the previous section, we only explore data Set I. In order

to keep the hierarchy of scales between the soft and the ultrasoft scale, we have varied them in a correlated way as

a function of a single parameter x

(νs, νus) =

(
x

1

r
, x
CAα(x/r)

2r

)
. (7.103)

The range we take for x is x ∈ [1/
√

2, 2], similarly to what we did in the previous section. We note that if we take

x = 1/2, the N3LLhyp fit is quite bad with a χ2
red = 3.97 and Λ

(nf=3)

MS
' 411(7) MeV, with the situation improving

noticeably by taking x = 1/
√

2 with Λ
(nf=3)

MS
= 347(3) MeV with χ2

red = 0.56. The other edge of the range we have

considered, that is, x = 2 yields Λ
(nf=3)

MS
= 347(2) MeV with χ2

red = 0.53. Notice that the difference between the

x = 1 and the x = 1/
√

(2) results, and the x = 1 and the x = 2 results is 9 MeV. Therefore, the fit with x = 1 can

be considered to be close to a minimum in the family of fits with the correlation of Eq. (7.103).
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The results of the fits are displayed in Fig. 7.5. In this figure, we also plot the lines featured in Fig. 7.4. The

new fits are the the family of fits named B (the dashed lines) in the caption of 7.5, whereas the fits presented in

the previous section are A (the continuous lines) and C (the dotted lines).

It is noteworthy that the new family of fits B already find good agreement at the N3LL level. Both the x = 2

and x = 1/21/2 yield Λ
(nf=3)

MS
= 347 MeV, whilst the x = 1 fit yields Λ

(nf=3)

MS
= 337 MeV, that is, the difference

is merely 10 MeV. Notice that as Fig. 7.5 clearly shows, this is not so when we consider the fits A that feature

νus = CAα(x/r)/(2r), or the fits B with νus = 1 GeV, where there are big differences at the N3LL level.

Nonetheless, when we add the terminants and go to N3LLhyp level, all lines in Fig. 7.5 find good agreement.

This reflects that terminants play a crucial role to diminish the dependence in νus, and to get convergence to the

same value, irrespective of how we correlate the soft scale with the ultrasoft scale. These are the results of the fits

at the N3LLhyp level that we use to draw our error estimates

• For (νs, νus) =
(

1
21/2r

, 1
21/2

CAα(νs)
2r

)
, we get Λ

(nf=3)

MS
= 347 MeV with χ2

red = 0.56.

• For (νs, νus) =
(

2
r , 2

CAα(νs)
2r

)
, we get Λ

(nf=3)

MS
= 347 MeV with χ2

red = 0.53.

Comparing with the central value Λ
(nf=3)

MS
= 338 MeV, we obtain a difference of 9 MeV (with the same sign) with

both values above. In this respect, the fit with x = 1 can be considered a (close to the) minimum within the

families of fits with (νs, νus) =
(
x 1
r , x

CAα(x/r)
2r

)
.

7.13.3 Dependence on ZF
3

We have also studied the dependence of our central value on ZF3 . We find it to be very small compared with other

uncertainties, since the contribution associated to ΩF3 is small for our central value determinations. The variation

does not change the last digit. Therefore, we will omit it for the final error budget. It is worth mentioning, though,

that for other values of νs and νus, the terminant is a crucial element to get agreement with our central value. For

completeness, we state the result of the fits considering the errors in ZF3

• For ZF3 = 0.37 + 0.17, we get Λ
(nf=3)

MS
= 338(2) MeV with χ2

red = 0.50.

• For ZF3 = 0.37− 0.17, we get Λ
(nf=3)

MS
= 338(2) MeV with χ2

red = 0.50.

7.13.4 Other estimates of higher order contributions

For the error analysis, we need to determine the error associated to our lack of knowledge of the complete perturba-

tive series of the static energy. We have several ways to estimate this error. We have studied the error produced by

the variation of νs, and found it to be very small, of the order of 2 MeV. We have also studied the error produced

by the variation of νus, and found it to be of around 9 MeV for data Set I. As an alternative way to estimate

the error, we considered the difference between the N3LL and N3LLhyp, i.e. adding or subtracting the terminants.

This produces a very small shift. Alternatively, we have also performed fits changing the order at which we start

including the terminant in the force from NP(d = 3) = 3 to NP(d = 3) = 2. We indeed find the variation to be

small: ∼ 6 MeV. The fits, so far, have been performed using the running of α with 4 loop accuracy [185]. We have

also made fits implementing the running of α with 5 loop accuracy [186], and found a 3 MeV difference with our

central value. To consider more conservative estimates of the error, we have also looked at the difference between

135



N2LL and N3LL fits. For data Set I, we obtain similar numbers, marginally larger than from the variation in νus:

∼ 10 MeV. We take the largest of all these possibilities. We believe this yields a conservative error estimate for

higher order contributions.

7.13.5 Dependence on rref

The fit should be independent of rref used in Eq. (7.58). In practice, however, the result may depend on the value

of rref use. We state below the N3LLhyp fits where all the values of r found in data Set I are used as rref (except,

of course, for rref = 0.353 GeV−1 which is our central value, and has already been used)

• For rref = 0.372 GeV−1, we get Λ
(nf=3)

MS
= 332(3) MeV with χ2

red = 0.99.

• For rref = 0.376 GeV−1, we get Λ
(nf=3)

MS
= 337(3) MeV with χ2

red = 0.51.

• For rref = 0.394 GeV−1, we get Λ
(nf=3)

MS
= 342(4) MeV with χ2

red = 0.86.

• For rref = 0.414 GeV−1, we get Λ
(nf=3)

MS
= 336(4) MeV with χ2

red = 1.95.

• For rref = 0.450 GeV−1, we get Λ
(nf=3)

MS
= 335(4) MeV with χ2

red = 0.87.

• For rref = 0.468 GeV−1, we get Λ
(nf=3)

MS
= 338(3) MeV with χ2

red = 0.5.

• For rref = 0.499 GeV−1, we get Λ
(nf=3)

MS
= 346(3) MeV with χ2

red = 1.21.

Comparing with the central value Λ
(nf=3)

MS
= 338, we find the largest difference to be of 8 MeV. For other data sets,

the spread is slightly smaller, except for data Set IV, where it is slightly larger ∼ 9 MeV. This one is obtained with

the largest distance rref = 1 GeV−1 we have in our data set20, which, on the other hand, produces a rather large

χ2
red ' 4.8.

7.14 Final numbers

Out of this analysis, we proceed to give our prediction, for which we use data Set I. It reads

Λ
(nf=3)

MS
= 338(2)stat(10)h.o.(8)rref MeV . (7.104)

The central value is taken from the fit of the N3LLhyp expression with (νs, νus) = (1/r, CAα(νs)/(2r)) to data Set I.

The first error is the statistical error of the fit. The second one is the error associated to higher order corrections.

We estimate it by taking the biggest number among the different estimates for higher order corrections we have

discussed above, which corresponds to the difference between the N3LL and N2LL number. The final error comes

from variations on rref . This error is a mixture of two sources: on the one hand, it is partially related to our lack of

knowledge of higher order logarithms, and, on the other, on the error of the lattice data point. Still, we will treat

it as an additional source of error. We then combine all errors in quadrature, and obtain

Λ
(nf=3)

MS
= 338(12) MeV . (7.105)

20This fit yields Λ
(nf=3)

MS
= 334 MeV with χ2

red = 4.8. Notice that the 9 MeV difference comes from comparing with the central value

fit in data Set IV which yields Λ
(nf=3)

MS
= 343 MeV.
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Note that the determinations of Λ
(nf=3)

MS
obtained at LL, NLL, N2LL and N3LL are all perfectly inside the one

sigma error bar quoted in Eq. (7.105), as you can see in Fig. 7.5. We also give the strong coupling constant at the

scale of Mτ

α(nf=3)(Mτ ) = 0.3151(65) . (7.106)

This number can be compared with other determinations of the strong coupling at around these low energies. One

can, for instance, compare with determinations using the heavy quarkonium spectrum [187, 116]. Those also have

as a fundamental input the static potential but, at present, they suffer from larger errors than those presented

here. In this respect, applying hyperasymptotic expansions to these analyses may improve the accuracy of such

determinations.

Out of these numbers, we can also determine α(nf=5)(Mz). We follow the preferred method advocated in [188],

which has built in the error from decoupling and truncation when going from the scales we have made the fit, up

to the Mz mass. We obtain

α(nf=5)(Mz) = 0.1181(8)ΛMS
(4)Mτ→Mz

= 0.1181(9) . (7.107)

The first error is the error associated to the error of our determination of Λ
(nf=3)

MS
, and the second to the trans-

formation of this number to α(nf=5)(Mz) as described in [188]. In the last equality, we have combined the errors

in quadrature. Our number is perfectly consistent with the world average number [120], or with the lattice final

FLAG average value [189], and with a very competitive error.

As we have mentioned above, our prediction has been obtained using data Set I, which is the one less sensitive

to long distances. Nevertheless, we have performed similar error analyses for the other data sets. We find

Set II Λ
(nf=3)

MS
= 341(1)stat(11)h.o.(6)rref MeV = 341(14) MeV , (7.108)

Set III Λ
(nf=3)

MS
= 343(1)stat(13)h.o.(7)rref MeV = 343(14) MeV , (7.109)

Set IV Λ
(nf=3)

MS
= 343(0)stat(13)h.o.(9)rref MeV = 343(16) MeV . (7.110)

Notice that all the central values obtained with the different data sets are within one sigma of our preferred value.

The data sets II, III, IV have smaller statistical errors, but larger errors associated to higher orders in perturbation

theory effects, as they suffer from a larger difference between the N2LL and N3LL result.

7.15 Comparison with fixed order computations

Fixed order computations can be obtained from the RG improved ones by setting νs = νus and therefore, this

approximation does not incorporate the resummation of large ultrasoft logarithms. This effect can be important.

We show the results of the fixed order computation and the comparison with the RG improved result in Fig. 7.6.

Let us first remind that the first two orders are equal, i.e.: LL=LO and NLO=NLL, as there are no ultrasoft

logarithms to resum. The difference shows up at higher orders. For the same value of νs, and for order NLO and

N3LO versus N2LL and N3LL, the fits at fixed order give significantly lower values than those that perform the

resummation of logarithms. On top of that, the incorporation of the u = 3/2 terminants does not improve the

convergence of the determination, unlike when resuming the large ultrasoft logarithms, where we see a very nice

convergence pattern.
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This shows that the resummation of large logarithms appears to be compulsory to find convergence, and to

cancel the scale dependence that we have in the terminants. The magnitude of the incorporation of the terminants

is larger for larger νs. This may say that using NP(d = 3) = 0 for the ultrasoft contribution for a scale as large as

νus = 2/r could be a bad approximation. In this respect, notice that as we lower νus (see the fits with νus = 1/r,

and, particularly, with νus = 1/(
√

2r) in Fig. 7.6), the convergence of the fixed order computation significantly

improves.
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Figure 7.6: Determination of Λ
(nf=3)

MS
at LL, NLL, N2LL, N3LL and N3LLhyp using the data Set I with (νs, νus) =

(1/r, CAα(νs)/(2r)) (continuous black line). We also give the determination of Λ
(nf=3)

MS
at LO(LL), NLO(NLL),

N2LO, N3LO and N3LOhyp using the data Set I with νs = νus = 2/r (dashed green line), νs = νus = 1/r (continuous
blue line) and νs = νus = 1/(

√
2r) (dotted red line). The error displayed is only the statistical error of the fits. We

also show the error band generated by our prediction Eq. (7.105).

7.16 What if νs = constant?

In principle, the optimal way to resum the large logarithms is to scale νs with 1/r and νus with α(νs)/r. In

practice, the range of scales we have is not that large. We then consider fits with fixed νs and νus. We choose

(νs, νus) = (1/rref , 1 GeV). For the data sets I, II, III and IV, the N3LLhyp fits yield Λ
(nf=3)

MS
= (339, 342, 344, 346)

MeV respectively. Note that, for the data sets I and II, the result is identical (difference is indeed below 1 MeV and

only gets to 1 MeV after rounding) to the central values obtained before and displayed in Eq. (7.104) and Eq. (7.108)

respectively. For the data Set III, the difference is 1 MeV, and for the data Set IV, the difference is slightly more

significant: 3 MeV. This agreement is very rewarding, since fits at low orders in the hyperasymptotic approximation

show large differences with the analogous fits using the default scales: (νs, νus) = (1/r, CAα(νs)/(2r)).

For the data Set I, we show the values of Λ
(nf=3)

MS
obtained with (νs, νus) = (1/rref , 1 GeV) (i.e. the RG improved

results) and with νs = νus = 1/rref (i.e. the fixed order results) in Fig. F.2. For the RG improved results, we

observe how the LL, NLL are outside the error band (actually the LL fit have a large χ2
red ' 3.9, which then goes

below 1 as we increase the accuracy), but then steadily converge to the central value, such that, as we said, the
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difference for the N3LLhyp prediction is below 1 MeV. The fixed order fits, which are also displayed in Fig. F.2,

show the same kind of behavior to the one discussed in the previous section.

Figure 7.7: Determination of Λ
(nf=3)

MS
at LO=LL, NLO=NLL, N2LL/O, N3LL/O, and N3LL/Ohyp using data set

I with (νs, νus) = (1/rref , 1 GeV) (blue continuous line) and with (νs, νus) = (1/rref , 1/rref) (red dashed line). The
error displayed is only the statistical error of the fits. We also show the error band generated by our prediction in
Eq. (7.105).

7.17 A nonperturbative d
drδEus

In all the determinations so far, we have assumed that the ultrasoft scale is in the perturbative regime, and

consequently, we have used a small α(νus) expansion for d
dr δEus. In this situation, nonperturbative effects are

parametrically suppressed compared with the precision obtained with our hyperasymptotic approximation. This

assumption is safer if we take the points at shortest distances. For the points of the data Set I, νus moves in the

range νus = CAα(νs)
2r ∈ (1.06, 0.86) GeV, for which we consider safe to use perturbation theory at the ultrasoft scale.

If the ultrasoft scale is in the nonperturbative regime, we can say little from first principles about d
dr δEus. To

make an estimate, we consider the data Set IV after subtracting the points of the data Set I (that is, we take the

set with largest distances, and subtract the points at smallest distances that we used in the previous section for

the central value determination of ΛMS in the purely perturbative regime). As a test, we assume that for this set

of data the ultrasoft scale is in the nonperturbative regime.

To simplify the parametrization of these nonperturbative effects, we assume that we are in the regime where

1/r � ΛQCD � α(1/r)/r. In this situation, δEus = kΛ3
MS
r2 (where k is a nonperturbative dimensionless constant),

instead of Eq. (7.42), and of course, d
dr δEus = 2kΛ3

MS
r. Moreover, the terminant of d

dr δEus is not included on the

fits, as it makes no sense to talk about terminants if we have no perturbative series in the first place. We want

to see how sensitive the determination of ΛMS is to considering the ultrasoft scale to be in the nonperturbative

regime, which implies that we also have to fit the parameter k in δEus. The soft scale is the same, νs = 1/r, and

we have fixed νus = 1 GeV in d
dr δVRG. The fit yields ΛMS = 356(3) MeV (the error is only the statistical error of

139



the fit) with a χ2
red = 0.55 . Notice that this number for ΛMS is consistent with the value obtained from the pure

perturbative fit (only a little bit more than one sigma away of Eq. (7.105)). For the value of k we obtain

k = −0.82(7) . (7.111)

In principle, we did not care much about k. Nevertheless, its value rings a bell. In the perturbative regime, we

have that

δEPV
us =

NP(d=3)∑
n=0

cnα
n+1(νus)−

1

r
ΩV3 (νus) , (7.112)

where we set NP(d = 3) = 0. At low scales, this expression is dominated by the terminant, which, we remind, has

the following form

− 1

r
ΩV3 (νus) = k′

√
α(νus)Λ

3
MS
r2(1 + k′1α(νus) +O(α2(νus)) . (7.113)

The dependence on νus is mild and, effectively, the terminant scales as

− 1

r
ΩV3 (νus) ∼ kterminantΛ

3
MS
r2 , (7.114)

and for νus = 1 GeV, we get

kterminant ' −1.25(58) , kterminant ' −1.04(48) , (7.115)

where in the first number, we have used Λ
(nf=3)

MS
= 338 MeV, the outcome of the perturbative fit, and in the second

Λ
(nf=3)

MS
= 356 MeV, the outcome of the nonperturbative fit. In these numbers, we have put the central value and

the error of the normalization ZV3 obtained in Eq. (7.88). Therefore, what the nonperturbative fit seems to be

doing is to effectively fit the terminant assuming that the O(α(νus)) term of δEPV
us is subdominant. Notice that

Eq. (7.111) is, within one statistical standard deviation, the value predicted by perturbation theory, Eq. (7.115).

We take this as a very strong confirmation that our weak coupling analysis is safe, and that, indeed, one can apply

perturbation theory to scales as small as 1/r ∼ 1 GeV.

Finally, to confirm this picture, we do the fit over the complete data Set IV assuming δEus = kΛ3
MS
r2. The

results barely change: we obtain ΛMS = 355(3) with also χ2
red = 0.55 and k = −0.8. Overall, we can even take this

analysis as a strong indication that the data has enough precision to be sensitive (and, to some extent fit, albeit

with large errors) the value of ZV3 . This discussion could also explain why the nonperturbative fit also has a small

χ2
red, as it loosely corresponds to the perturbative expression, but letting the normalization of the terminant to be

a free parameter of the fit.

7.18 Comparison with earlier work

Determinations of Λ
(nf=3)

MS
using lattice data of the static energy have been obtained in the past. Some recent

determinations are those of [176, 177]. They compare with a different data set including lattice data at longer

distances. They work directly with the potential. The precision of the theoretical expression is N3LO in our

counting. No resummation of ultrasoft logarithms, nor the incorporation of the terminants is considered, but they

use an alternative method for dealing with the renormalons. In the large β0, it is possible to see what is the

precision that corresponds to in the hyperasymptotic approximation, but not beyond the large β0. The ultrasoft

scale is assumed to be in the nonperturbative situation. Therefore, the comparison should better be done with the
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number we have just obtained in the previous section. If we set δEus = kΛ3
MS
r2, fix νs = νus = 1/r, and we work

with N3LO precision in F plus the u = 3/2 terminant of F , we obtain Λ
(nf=3)

MS
= 305(2) MeV, where we only put

the statistical error. This number is smaller than the number obtained in [176, 177].

Closer to our analysis are [153, 158]. In particular from the last reference, we borrow the lattice data. In

these references, they use the force as the starting point, and later integrate it to recover the static energy, as we

have done above. Their central values are obtained by fitting to the N3LO result after adding the N2LL ultrasoft

contributions. Therefore, they mix different orders according to our counting, and do not include the complete

N3LL result. The number they obtain is smaller than ours. In this respect, note that our numbers with analogous

N3LO precision are also smaller.

7.19 Final remarks

Summarizing it all, making use of lattice data and theoretical expressions for the singlet static energy, using

its r derivative as a starting point, using the hyperasymptotic expansion to handle the u = 3/2 renormalons,

and implementing N3LL resummation of ultrasoft logs, we have obtained a precise determinations of ΛMS and

α(nf=5)(Mz)

Λ
(nf=3)

MS
= 338(12) MeV , α(Mτ ) = 0.3151(65) , α(Mz) = 0.1181(9) . (7.116)

The resummation of logarithms and the introduction of the terminants associated to the u = 3/2 renormalon are

essential to get a very well convergent series. This, together with precise data at short distances, allows us to get

accurate values for ΛMS. The lack of any of these novel elements significantly deteriorates the convergence, and

consequently, the accuracy of the prediction.

The largest source of error comes from unknown higher order corrections in perturbation theory. The statistical

errors of the fit are small, although the dependence on rref , which is a mixture of lattice and theory error, is large.

Increasing the number of points of the data set gives a very mild tendency to increase the value till stabilizing at

343 MeV, very well inside the error we give.

141



142



Conclusions

In an OPE of an observable, we have a tower of contributions of various condensates together with their Wilson

coefficients. These Wilson coefficients are thought to be well approximated by power series expansions in the strong

coupling α, which in general are expected to be divergent and asymptotic. Therefore, the way these divergent series

are regularized will see itself reflected on the various condensates of the expansion, so as to keep the whole thing

independent of these choices.

In particular, in this thesis, we have explored Borel summation with the PV prescription as a means to regulate

divergent series in QCD. In chapter 3 and chapter 4, two methods to compute PV Borel sums from truncated

versions of the series have been highlighted by exploiting the singularity structure in the Borel plane. Special

emphasis has been put in the method of chapter 3, which shows more promise. In this method, the computation of

the PV Borel sum is organized in a hyperasymptotic expansion, where we have a hierarchy of exponential suppresion

in the terms of the expansion. These terms can be systematically computed if one knows enough exact coefficients

of the perturbative expansion, and if one knows the structure of the various singularities in the Borel plane.

The method has then been applied to the OPE of the average plaquette, which has been used to give an estimate

of the gluon condensate in chapter 5. In chapter 6, an analogous procedure has been carried out to give an estimate

of Λ̄, both from the lattice and B physics.

Finally, in chapter 7, an estimate of the QCD strong coupling has been obtained from lattice data of the singlet

static quark antiquark energy. Resummation of N3LL logarithms and the use of terminants is essential to obtain

a stable result.
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Appendix A

The large β0 approximation

The large β0 approximation [190, 32, 191] will be frequently used in this thesis, so we will briefly review it in this

appendix. Let us consider a dimensionless observable R computed in QCD perturbation theory

R =

∞∑
n=0

rnα
n+1 . (A.1)

We will condiser observables whose LO (order α1) features a one gluon exchange diagram. One such example would

be the QCD static potential, where the LO diagram is:

Notice that at NLO, the coefficient r1 will have a contribution that will be the LO diagram with a quark loop

insertion in the gluon line. For the static potential we would have

We stress here that quark loop insertions in gluon lines are proportional to the number of quark flavors nf , and

actually, the only source of nf dependence. Each of these quark loops gives a factor

Ψ(q2) ≡ −nf
6π
α(µ) log

(
µ2

q2
e−cX

)
, (A.2)

where q is the total Euclidean momenta going through the gluon line, µ is the renormalization scale, and cX is a

scheme dependent constant. For instance, for the MS scheme, we have that cMS = −5/3. Therefore, we can write

the NLO coefficient as an order one polynomial in nf

r1 = r11nf + r10 , (A.3)

for some r11 and r10. At order α3, we will have the LO diagram with two quark loop insertions, as well as

contributions coming from diagrams featuring only one quark loop. Therefore, this time the polynomial in nf will

145



be order two

r2 = r22n
2
f + r21nf + r20 , (A.4)

for some r22, r21 and r20. We see that in general, the coefficient rn will be an order n polynomial in nf

rn = rnnn
n
f + rn(n−1)n

n−1
f + · · ·+ rn1nf + rn0 . (A.5)

Now, let’s recall the one loop coefficient of the beta function

β0 = 11− 2

3
nf → nf = −3

2
β0 +

33

2
. (A.6)

Therefore, the nf polynomial of Eq. (A.5) can also be written as an order n polynomial in β0

rn = r′nnβ
n
0 + r′n(n−1)β

n−1
0 + · · ·+ r′n1β0 + r′n0 . (A.7)

Obviously

r′nn = (−3/2)nrnn . (A.8)

The large β0 approximation consists basically of just taking the term with highest power of β0 in Eq. (A.7)

rlarge β0
n = r′nnβ

n
0 . (A.9)

The reason to consider this idea is that in some cases it was appreciated that just keeping the highest power in β0

approximated fairly well the exact results [191]. Regardless of this, the reason the large β0 will be of importance

to us is that it will allow us to work with formal series that are known at all orders in α, and we will be able to

obtain closed expressions for Borel transforms.

From Eq. (A.8), we see that in order to obtain the perturbative series of R in the large β0 approximation, we

only need to compute diagrams that feature the LO diagram with n quark loop insertions in the gluon line (because

this diagrams will yield the highest power of nf at each order of α). The computation of such a diagram with n

quark loop insertions (for n ≥ 1) is simplified once one notices [190]

= −iδab
1

k2 + iη

(
ηµν −

kµkν
k2 + iη

)
Ψn(q2 = −k2) , (A.10)

where a,b are SU(3) adjoint representation color indices, and k is the (Minkowski) momentum going through the

gluon chain (that is k2 = −q2). We see above, that a gluon propagator with n quark loop insertions is equivalent to

a gluon propagator in the Landau gauge times the factor Ψn. Therefore, if we write the LO term in the following

way

r0α(µ) ≡ α(µ)

∫ ∞
0

dq F (q) , (A.11)

we see that the n-th order coefficient with the highest power of nf will be given by

rnnn
n
fα

n+1(µ) =α(µ)

∫ ∞
0

dq F (q)Ψn(q2) (A.12)

=α(µ)

∫ ∞
0

dq F (q)

{
− nfα(µ)

6π
log

(
µ2

q2
e−cX

)}n
, (A.13)
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because the diagram leading to Eq. (A.12) is basically the diagram leading to Eq. (A.11) with an exra Ψn factor.

Thus, from Eqs. (A.8) and (A.9), we see that in the large β0 approximation we have

Rlarge β0
=

∞∑
n=0

rlarge β0
n αn+1(µ) (A.14)

=α(µ)

∞∑
n=0

∫ ∞
0

dq F (q)

{
β0α(µ)

4π
log

(
µ2

q2
e−cX

)}n
. (A.15)

We finish mentioning that it is customary to consider only one loop running in the strong coupling while working

in the large β0 approximation.
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Appendix B

Renormalization scale and scheme
invariance of the PV Borel sum of an
observable

B.1 On the renormalization scale dependence of perturbative expan-
sions of observables

Let us consider a QCD observable, that we will call Robs. Let us also consider the perturbative expansion of this

observable, which we will call R

R =

∞∑
n=0

rn(µ)αn+1(µ) , (B.1)

where in the above series, we have made explicit the dependence on the renormalization scale µ. As we have already

mentioned, we assume the above series to be asymptotic to Robs as α → 0. From Eq. (1.10), we know that this

implies that1

Robs −
N−1∑
n=0

rn(µ)αn+1(µ) = O
(
αN+1(µ)

)
, (B.2)

for any integer value N . Let us now consider the series defined at another renormalization scale µ′. Again, we will

have

Robs −
N−1∑
n=0

rn(µ′)αn+1(µ′) = O
(
αN+1(µ′)

)
. (B.3)

The relation between both couplings can be written solving the beta function equation

α(µ′) = α(µ)
{

1 +O
(
α(µ)

)}
. (B.4)

All of this implies that, we have

Robs −
N−1∑
n=0

rn(µ)αn+1(µ) = O
(
αN+1(µ)

)
, (B.5)

Robs −
N−1∑
n=0

rn(µ′)αn+1(µ′) = O
(
αN+1(µ)

)
, (B.6)

or in other words, the two series above only differ by a term that for small α(µ) behaves like αN+1(µ). Taking

infinitesimal variations of µ, we can write

d

dµ

N−1∑
n=0

rn(µ)αn+1(µ) = O
(
αN+1(µ)

)
. (B.7)

1Following the notation of Eq. (1.10), we redefine rn ≡ an+1, and assume our series not to have a constant value, that is, r−1 = 0.
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Thus, the LHS above when expanded in α(µ) cannot have terms smaller than order αN+1(µ). Moreover, since N

in principle can be made to be arbitrarily large, we actually have that all the coefficients of the α(µ) expansion of

the LHS above actually vanish. This is what is meant when one says that R is formally µ independent, and we

denote this by
d

dµ
R = 0 . (B.8)

We emphasize again that what we are not taking a derivative of R (since R in general is divergent), but rather,

that the formal series obtained by introducing the derivative inside

d

dµ
R ≡

∞∑
n=0

d

dµ

{
rn(µ)αn+1(µ)

}
, (B.9)

is zero to all orders in α(µ).

B.2 Renormalization scale invariance of the PV Borel sum

Let us continue with the formal series in powers of the QCD gauge coupling of an observable

R =
∞∑
n=0

rn(µ)αn+1(µ) , (B.10)

where we again explicitly denote the renormalization scale µ. As we have just seen, if R is a perturbative expansion

that is (assumed to be) asymptotic to an observable, then it satisfies formally (that is at every order in α(µ))

µ
d

dµ
R = 0 . (B.11)

We define τ ≡ log µ
ΛQCD

. Notice that d
dτ = µ d

dµ . Slightly abusing notation, we will name α(τ) ≡ α(µ(τ)), and

rn(τ) ≡ rn(µ(τ)), so that

R =

∞∑
n=0

rn(τ)αn+1(τ) . (B.12)

The Borel transform of R is

R̂(t, τ) =

∞∑
n=0

rn(τ)

n!
tn , (B.13)

where we make explicit the RG scale dependence. We now consider R̂an(t, τ), the analytic continuation in the

complex t plane of the function above. R̂an(t, τ) is assumed to have some singularities in the complex plane, in

particular, in the positive real line. With this object, we consider a lateral Borel sum either just above or just below

the real line, as in Eq. (1.35). We do assume that we can define these lateral Borel sums without encountering any

singularity on the way.

We want to prove the RG scale invariance of the PV Borel sum. From Eq. (1.41), we clearly see that this object

is the averaged sum of two lateral Borel sums, so τ invariance of both lateral sums implies τ invariance of the PV

Borel sum. This is what we will look at. Thus, we are interested at

I± ≡
d

dτ

∫
C±

dt e−t/α(τ)R̂an(t, τ) . (B.14)

Inserting the τ derivative inside the integral

I± =

∫
C±

dt
∂

∂τ

{
e−t/α(τ)R̂an(t, τ)

}
, (B.15)
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defining
d

dt
Gτ (t) ≡ ∂

∂τ

{
e−t/α(τ)R̂an(t, τ)

}
, (B.16)

so that

I± =

∫ ∞e±iη
0

dt
∂

∂τ

{
e−t/α(τ)R̂an(t, τ)

}
(B.17)

= Gτ (∞e±iη)−Gτ (0) . (B.18)

We will next get Gτ (t) for t inside ρ, the radius of convergence of the Borel transform. In order to do that, let’s

come back to Eq. (B.16)
d

dt
Gτ (t) =

∂

∂τ

{
e−t/α(τ)R̂an(t, τ)

}
(B.19)

= e−t/α(τ)

{
t

α2

dα

dτ
R̂an(t, τ) +

∂

∂τ
R̂an(t, τ)

}
. (B.20)

For 0 ≤ |t| < ρ the Borel transform is just the series in Eq. (B.13), so we can substitute

d

dt
Gτ (t) = e−r/α(τ)

{
t

α2

dα

dτ

∞∑
n=0

rn(τ)

n!
tn +

∂

∂τ

∞∑
n=0

rn(τ)

n!
tn
}
. (B.21)

Introducing the τ derivative inside the infinite sum

d

dt
Gτ (t) = e−t/α(τ)

{
t

α2

dα

dτ

∞∑
n=0

rn(τ)

n!
tn +

∞∑
n=0

d

dτ
rn(τ)

1

n!
tn
}
. (B.22)

We will now show that the RG equation of α allows us to write the equation above as a derivative in t of a function,

thus obtaining Gτ (t). First, let’s recall that

d

dτ
α(τ) = −2α(τ)

∞∑
j=0

βj

(
α(τ)

4π

)j+1

(B.23)

≡ −
∞∑
j=0

bjα
j+2(τ) . (B.24)

Now, we turn our attention to the τ dependence of rn(τ). As saw in Eq. (B.11)

d

dτ
R = 0 , (B.25)

which is satisfied at every order in α. Therefore, we obtain

∞∑
n=0

d

dτ
rn(τ)αn+1 −

∞∑
n=0

∞∑
j=0

bj(n+ 1)rn(τ)αn+j+2(τ) = 0 , (B.26)

where in the first term on the LHS above, the τ derivative is understood to act only on rn. This readily implies

that
d

dτ
rn(τ) =

n−1∑
j=0

bj(n− j)rn−j−1(τ) , (B.27)

where to arrive here, we have defined rn ≡ 0 for negative n. Now, we can come back to Eq. (B.22), and plug in

Eqs. (B.24) and (B.27), which yields

d

dt
Gτ (t) = e−t/α(τ)

{
−
∞∑
j=0

∞∑
n=0

bjα
j(τ)

rn(τ)

n!
tn+1 +

∞∑
l=0

∞∑
m=0

blrm(τ)
m+ 1

(m+ l + 1)!
tm+l+1

}
. (B.28)
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Noticing that the j = 0 term above cancels the l = 0 term2, we can write

d

dt
Gτ (t) = e−t/α(τ)

{
−
∞∑
j=1

∞∑
n=0

bjα
j(τ)

rn(τ)

n!
tn+1 +

∞∑
l=1

∞∑
m=0

blrm(τ)
m+ 1

(m+ l + 1)!
tm+l+1

}
. (B.29)

We will have no more cancellations between j = l = 1 terms, nor for any other j = l terms. What instead happens

is that the sum of the j = l terms gives rise to a total derivative on t, which allows us to extract Gτ (t). In order to

see this, let’s first simplify matters, and pretend that we only considered two loop running in equation Eq. (B.24).

If so, all bi = 0 for i > 1, which implies that Eq. (B.29) is just

d

dt
Gτ (t) = e−t/α(τ)

{
−
∞∑
n=0

b1α(τ)
rn(τ)

n!
tn+1 +

∞∑
m=0

b1rm(τ)
m+ 1

(m+ 2)!
tm+2

}
. (B.30)

Using the product rule for derivatives, it is simple enough to realize that

e−t/α(τ)tm+2 =(2 +m)α(τ)e−t/α(τ)tm+1 − α d
dt

{
e−t/α(τ)tm+2

}
. (B.31)

Introducing the RHS above in the second term in braces in Eq. (B.30), one sees a cancellation that leaves us with

d

dt
Gτ (t) =−

∞∑
m=0

b1rm(τ)
m+ 1

(m+ 2)!
α(τ)

d

dt

{
e−t/α(τ)tm+2

}
(B.32)

=− α(τ)b1
d

dt

∞∑
m=0

rm(τ)
m+ 1

(m+ 2)!
e−t/α(τ)tm+2 . (B.33)

Likewise, the j = l = 2 terms in Eq. (B.29) give rise to another total derivative in t. In this case, one needs to use

instead of Eq. (B.31)

e−t/α(τ)tm+3 =(3 +m)(2 +m)α2(τ)e−t/α(τ)tm+1 − α(τ)
d

dt

{
e−t/α(τ)tm+3

}
− (3 +m)α2(τ)

d

dt

{
e−t/α(τ)tm+2

}
.

(B.34)

For a general value of l, one needs to use

e−t/α(τ)tm+l+1 =

(
l+1∏
s=2

(s+m)

)
αle−t/α(τ)tm+1 −

l∑
p=1

 l+1∏
s=l−p+3

(m+ s)

αp(τ)
d

dt

{
e−t/α(τ)tm+l−p+2

}
, (B.35)

where we emphasize that
∏b
a(. . . ) = 1 if b < a. Thus, substituting Eq. (B.35) in Eq. (B.29), we obtain

d

dt
Gτ (t) =− e−t/α(τ)

∞∑
j=1

∞∑
n=0

bjα
j(τ)

rn(τ)

n!
tn+1 + e−t/α(τ)

∞∑
l=1

∞∑
m=0

blα
l(τ)rm(τ)

m+ 1

(m+ l + 1)!

(
l+1∏
s=2

(s+m)

)
tm+1

−
∞∑
l=1

∞∑
m=0

blrm(τ)
m+ 1

(m+ l + 1)!

l∑
p=1

 l+1∏
s=l−p+3

(s+m)

αp(τ)
d

dt

{
e−t/α(τ)tm+l−p+2

}
. (B.36)

Upon noticing

m+ 1

(m+ l + 1)!

(
l+1∏
s=2

(s+m)

)
=

1

m!
, (B.37)

the first line in Eq. (B.36) cancels out, leaving us with

d

dt
Gτ (t) = −

∞∑
l=1

∞∑
m=0

blrm(τ)
m+ 1

(m+ l + 1)!

l∑
p=1

 l+1∏
s=l−p+3

(s+m)

αp(τ)
d

dt

{
e−t/α(τ)tm+l−p+2

}
. (B.38)

2Notice that this means that had we only included one loop running in Eq. (B.24), we would have d
dt
Gτ (t) = 0, and thus Gτ = C

for some complex constant C, which implies that I = 0 in Eq. (B.18).
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We can further simplify this expression by noticing

m+ 1

(m+ l + 1)!

 l+1∏
s=l−p+3

(s+m)

 =
m+ 1

(m+ l − p+ 2)!
, (B.39)

so that

d

dt
Gτ (t) =−

∞∑
l=1

∞∑
m=0

l∑
p=1

blrm(τ)
m+ 1

(m+ l − p+ 2)!
αp(τ)

d

dt

{
e−t/α(τ)tm+l−p+2

}
(B.40)

≡− d

dt

{
e−t/α(τ)

∞∑
l=1

∞∑
m=0

l∑
p=1

blrm(τ)a(l,m, p)αp(τ)tm+l−p+2

}
, (B.41)

where

a(l,m, p) ≡ m+ 1

(m+ l − p+ 2)!
. (B.42)

Thus (modulo an irrelevant additive constant)

Gτ (t) = −e−t/α(τ)
∞∑
l=1

∞∑
m=0

l∑
p=1

blrm(τ)a(l,m, p)αp(τ)tm+l−p+2 . (B.43)

Having obtained this expression, let’s come back to Eq. (B.18)

I± = Gτ (∞e±iη)−Gτ (0) . (B.44)

Recall that we have derived the expression in Eq. (B.43) for |t| < ρ, that is, for values of t inside the radius

of convergence of the Borel transform. Therefore, we can readily say that at t = 0, we have that Gτ (0) = 0.

Assuming that upon performing the l,m, p sums in Eq. (B.43), we get a function in t that after being analytically

extended in the t plane, does not overpower the exponential suppression of the e−t/α(τ) term, we would have that

Gτ (∞e±iη) = 0. We will assume this is indeed the case. This leaves us with

I± = 0 , (B.45)

and thus, the lateral Borel sums are renormalization scale invariant, and therefore, so is the PV Borel sum of R.

The computation given here first appeared in [68] for finite amount of l terms in the first sum of Eq. (B.43), and

it was confirmed in [192], where the infinite sum in l in Eq. (B.43) was also considered.

B.3 Renormalization scheme invariance of the PV Borel sum

Let’s now worry about the renormalization scheme dependence of the PV Borel sum. Being more specific, let us

consider again the series in Eq. (B.10)

R =

∞∑
n=0

rnα
n+1 , (B.46)

and let’s consider the following renormalization scheme change for the strong coupling

α′ = α+

∞∑
j=1

djα
j+1 . (B.47)

We can invert Eq. (B.47), and write

α = α′ +

∞∑
j=1

ωjα
′j+1 , (B.48)
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where the coefficients ωj depend on dj . In particular, it is simple to find that

ω1 = −d1 , (B.49)

ω2 = 2d2
1 − d2 , (B.50)

where we could write similar relations for all ωj . We can use Eq. (B.48) to re-expand R in α′

R =

∞∑
n=0

r′nα
′n+1 . (B.51)

The scheme change is parametrized by the arbitrary coefficients dj . Just as with scale dependence, formally, we

have
∂

∂di
R =

∂

∂di

∞∑
n=0

r′nα
′n+1 = 0 , (B.52)

∞∑
n=0

[
∂

∂di
r′nα

′n+1 + r′n(n+ 1)α′n
∂

∂di
α′
]

= 0 , (B.53)

where in the first term in the LHS above, the partial derivative is understood to only act in r′n. Consider now

∂

∂di
α′ = αi+1 , (B.54)

where we have used Eq. (B.47). Using Eq. (B.48), we can write the RHS above as a formal series in α′

∂

∂di
α′ ≡

∞∑
j=0

#
(i)
j α′j+2 , (B.55)

where notice that #
(i)
j = 0 for j < i− 1. Introducing this equation in Eq. (B.53)

∞∑
n=0

∂

∂di
r′nα

′n+1 +

∞∑
n=0

∞∑
j=0

#
(i)
j (n+ 1)r′nα

′n+j+2 = 0 , (B.56)

which readily implies

∂

∂di
r′n =

n−1∑
j=0

−#
(i)
j (n− j)r′n−j−1 , (B.57)

where we have used in the middle steps r′n ≡ 0 for negative n. As the reader may have noticed, there is a clear

similitude between both equations above, and Eqs. (B.26) and (B.27). The idea of the proof for the renormalization

scheme dependence is the same we have employed for the scale dependence in section B.2. We consider the Borel

transform of Eq. (B.51), that is, of the series of R written in terms of α′

R̂(t, dj) =

∞∑
n=0

r′n
n!
tn , (B.58)

where with dj , we make explicit the dependence on all dj coefficients. Just as in section B.2, we consider the

analytic continuation in the t plane of the function above, and with it construct lateral Borel sums. The PV Borel

sum will be the averaged sum of two lateral Borel sums. Thus, di independence of both lateral sums imply di

independence of the PV Borel sum, and thus, renormalization scheme independence. Thus, analogously to what

we saw in Eq. (B.14), we are interested in

Ii,± ≡
∂

∂di

∫
C±

dt e−t/α
′
R̂an(t, dj) . (B.59)
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The algebra is the same we had in the previous section, and therefore, following analogous steps, we arrive to an

equation that is analogous to Eq. (B.22)

d

dt
Gdi(t) = e−t/α

′
{

t

α′2
∂α′

∂di

∞∑
n=0

r′n
n!
tn +

∞∑
n=0

∂

∂di
r′n

1

n!
tn
}
, (B.60)

where analogously to Eq. (B.16), we have defined

d

dt
Gdi(t) ≡

∂

∂di

{
e−t/α

′
R̂an(t, dj)

}
. (B.61)

Introducing Eqs. (B.55) and (B.57) in Eq. (B.60), we arrive at

d

dt
Gdi(t) = e−t/α

′
{ ∞∑
j=1

∞∑
n=0

#
(i)
j α′j

r′n
n!
tn+1 −

∞∑
l=1

∞∑
m=0

#
(i)
l r′m

m+ 1

(m+ l + 1)!
tm+l+1

}
. (B.62)

Notice the similarity with Eq. (B.29). Both equations are the same equation with the correspondences

Gdi ↔ Gτ , (B.63)

α′ ↔ α(τ) , (B.64)

r′n ↔ rn(τ) , (B.65)

bj ↔ −#
(i)
j . (B.66)

Therefore, everything that is done in the previous section after Eq. (B.29) can be recycled here using the dictionary

displayed above. Thus, just as we had τ independence, we will also have di independence of the PV Borel sum of

R, or in other words, independence in the renormalization scheme chosen for the strong gauge coupling.
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Appendix C

The computation of ∆Ω

In this appendix, we will compute Eqs. (3.71) and (3.82). We start off with the IR case.

C.1 The IR case

The starting point in order to compute Eq. (3.71) is Eq. (3.70)

∆ΩIR(l) = Zd
µd

Qd
1

Γ(1 + db− γ)

(
β0

2πd

)NP(d)+1

αNP(d)+2(µ)PV

∫ ∞
0

dx
xdb−γ+NP(d)+1e−x

1− xβ0α(µ)
2πd

. (C.1)

We will review two methods. The first will use some relations found in Dingle’s book [10], and in the second, we

will expand around the singularity of the integrand of the equation above. Let us consider first the first method.

Let us consider just the integral in the equation above and define

H ≡ PV

∫ ∞
0

dx
xdb−γ+NP(d)+1e−x

1− xβ0α(µ)
2πd

. (C.2)

It can be seen that

H = Γ(db− γ +NP(d) + 2)Λdb−γ+NP(d)+1(−x) , (C.3)

where

x ≡ 2πd

β0α(µ)
, (C.4)

and Λ̄s(−x) is a formula found in page 407 on Dingle’s book [10]. It reads

Λs(−x) ≡ 1

Γ(s+ 1)
PV

∫ ∞
0

dε e−ε
εs

1− ε/x . (C.5)

We will be interested in the case

s = db− γ +NP(d) + 1 . (C.6)

The procedure is the following, we will first obtain the small α(µ) expansion of H, and then, we will use this to

obtain the small α(µ) expansion of ∆ΩIR(l). As we see in Eq. (C.3), H has two parts: a gamma function and the

function of Eq. (C.5). Making use of the Stirling series of Eq. (1.1), we can write

Γ(db− γ +NP(d) + 2) ∼ (2π)1/2e
− 2πd
β0α(µ)

(
2πd

β0α(µ)

)1/2+1−ηc(β0α(µ)

2πd

[
− ηc +

2πd

β0α(µ)

])1/2−ηc

× exp

(
2πd

β0α(µ)

∞∑
n=2

(−1)n+1 1

n

{
− β0

2πd
ηcα(µ)

}n)
×
{

1 +
1

12s
+

1

288s2
+O(s−3)

}
, (C.7)
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where we have defined ηc ≡ −db+ γ− 1 + 2πdc
β0

, and we again stress that s ≡ db− γ +NP(d) + 1. In the expression

above, we see that all the non analytic behavior in α(µ) is in the first line, and the rest is ready to be expanded in

α(µ). Notice that the last braces in the above equation follow the same pattern as in Eq. (1.1). The term found

in Eq. (C.5) will be worked out using some expressions found in [10]. We consider Λs(−x), and expand it around

x = s

Λs(−x) = Λs(−s) +
d

dx
Λs(−x)

∣∣∣∣
x=s

(x− s) +
1

2

d2

dx2
Λs(−x)

∣∣∣∣
x=s

(x− s)2 + . . . , (C.8)

where notice that from Eqs. (C.6) and (C.4), we have that

x− s = −db+ γ − 1 +
2πdc

β0
= ηc (C.9)

is just a constant. In order to obtain Λs(−s), we employ equation (60) from page 419 of [10] that reads

Λs(−s) = −1

3
+

4

135s
+

8

2835s2
− 16

8505s3
− 8992

12629925s4
+

334144

492567075s5
+

698752

1477701225s6
+ . . . , (C.10)

which can be easily expanded in α(µ). To obtain the derivatives in Eq. (C.8), we use the recursive relations found

in equation (47) on page 416 in [10]

xΛ
(1)

s (−x) = (s− x+ 1)Λs(−x) + x , (C.11)

2xΛ
(2)

s (−x) = (s− x)Λ
(1)

s (−x)− Λs(−x) + 1 , (C.12)

nxΛ
(n)

s (−x) = (s− x+ 2− n)Λ
(n−1)

s (−x)− Λ
(n−2)

s (−x) for n > 2 , (C.13)

where we have defined

Λ
(n)

s (−x) ≡ 1

n!

dn

dxn
Λs(−x) . (C.14)

with these pieces, it is easy to obtain the various derivatives of Λs(−x) at x = s, and hence, to construct the small

α(µ) expansion of Λs(−x). The first few orders read

Λs(−x) = ηc −
1

3
+ α(µ)

β0

dπ

{
2

135
− 1

6
ηc +

1

3
η2
c −

1

6
η3
c

}
+O

(
α2(µ)

)
. (C.15)

Combining Eqs. (C.7) and (C.15) in Eq. (C.3), we obtain

H =−
(

2πd

β0α(µ)

)1−ηc+ 2πd
β0α(µ)

e
−2πd
β0α(µ)α1/2(µ)

{
β

1/2
0

d1/2

[
− ηc +

1

3

]
+ α(µ)

β
3/2
0

πd3/2

[
− 1

12
η3
c +

1

24
ηc −

1

1080

]
+ α2(µ)

β
5/2
0

π2d5/2

[
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c +

1

96
η2
c −

1

640
ηc −

25

24192

]
+O

(
α3(µ)

)}
. (C.16)

Plugging this in Eq. (C.1), we readily obtain

∆ΩIR(l) = −Zd
µd

Qd
1

Γ(1 + db− γ)

(
2πd

β0

)db−γ+1

e
−2πd
β0α(µ)α1/2−db+γ(µ)

{
β

1/2
0

d1/2

[
− ηc +

1

3

]
+ α(µ)

β
3/2
0

πd3/2

[
− 1

12
η3
c +

1

24
ηc −

1

1080

]
+ α2(µ)

β
5/2
0

π2d5/2

[
− 1

160
η5
c −

1

96
η4
c +

1

144
η3
c

+
1

96
η2
c −

1

640
ηc −

25

24192

]
+O

(
α3(µ)

)}
. (C.17)
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C.1.1 An alternative method

There is one alternative method to compute this expansion, which we will now highlight. Let us come back to

Eq. (C.2)

H = PV

∫ ∞
0

dx
xdb−γ+NP(d)+1e−x

1− xβ0α(µ)
2πd

. (C.18)

We will basically expand around a Gaussian term around the singularity in x = 2πd
β0α(µ) . We first perform the

variable change

y = −1 +
β0α(µ)

2πd
x , (C.19)

H = −
(

2πd

β0α(µ)

)1−ηc+ 2πd
β0α(µ)

e
−2πd
β0α(µ) PV

∫ ∞
−1

dy
1

y
e
−2πd
β0α(µ)

y+(−ηc+ 2πd
β0α(µ)

) log(1+y)
. (C.20)

We assume the above integral to be dominated by its behavior around y = 0, and thus, expand the logarithm

around y = 0

H ≈ −
(

2πd

β0α(µ)

)1−ηc+ 2πd
β0α(µ)

e
−2πd
β0α(µ) PV

∫ ∞
−1

dy
1

y
e
−2πd
β0α(µ)

y−(−ηc+ 2πd
β0α(µ)

)
∑∞
k=1

(−1)k

k yk
, (C.21)

where we employ the ≈ symbol as the Taylor expansion we have employed only holds for |y| < 1. We now normalize

everything with respect to the order y2 term in the exponent above by changing variables

ζ = y

{
1

2

(
− ηc +

2πd

β0α(µ)

)}1/2

, (C.22)

so that

H ≈−
(

2πd

β0α(µ)

)1−ηc+ 2πd
β0α(µ)

e
−2πd
β0α(µ) × PV

∫ ∞
−
{

1
2

(
−ηc+ 2πd

β0α(µ)

)}1/2
dζ

1

ζ
e−ζ

2

× exp

{ −21/2ηcα
1/2(µ)

( 2πd
β0
− α(µ)ηc)1/2

ζ +
23/2/3α1/2(µ)

( 2πd
β0
− α(µ)ηc)1/2

ζ3 +
α(µ)

(− 2πd
β0

+ α(µ)ηc)1/2
ζ4 +O

(
α3/2(µ)ζ5

)}
.

(C.23)

We can now expand the second exponential in the integrand above in powers of α and ζ. Extending the inferior

limit of the integral to −∞, we can integrate to obtain precisely the expansion in Eq. (C.16). We have no rigorous

proof, but it seems unlikely that the series in Eq. (C.16) is anything but an asymptotic expansion. Notice that in

order to derive it above, we have approximated log(1 + y) with its small y behavior, and then commuted sum and

integral, which typically yields asymptotic expansions. Notice also that in Eq. (C.3), we write H as a product of a

gamma function and Λs, where the gamma function is expanded using the asymptotic Stirling series.

C.2 The UV case

The computation of Eq. (3.82) runs parallel to what we have seen in the previous section. The starting point is

Eq. (3.81)

∆ΩUV(l′) = (−1)NP(d)+1Zd
Q|d|

µ|d|
1

Γ(l′ + 1)

(
β0

2π|d|

)NP(d)+1

αNP(d)+2(µ)

∫ ∞
0

dx
e−xxNP(d)+1+l′

1 + xβ0α(µ)
2π|d|

. (C.24)

Analogously to what we have done earlier, we define

J ≡
∫ ∞

0

dx
e−xxNP(d)+1+l′

1 + xβ0α(µ)
2π|d|

, (C.25)
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for which we can write

J = Γ(l′ +NP(d) + 2)Λl′+NP(d)+1(x) , (C.26)

where x is given again by Eq. (C.4), and Λs(x) is defined in equation (22) on page 407 of [10]

Λs(x) =
1

Γ(s+ 1)

∫ ∞
0

dε e−ε
εs

1 + ε/x
. (C.27)

We are interested in the case

s = l′ +NP(d) + 1 . (C.28)

We use Eq. (C.7) for the gamma function again with the substitution db − γ → l′. Λs(x) is dealt with just as

Λs(−x). We expand it around x = s

Λs(x) = Λs(s) +
d

dx
Λ(x)

∣∣∣∣
x=s

(x− s) +
1

2

d2

dx2
Λ(x)

∣∣∣∣
x=s

(x− s)2 + . . . , (C.29)

where now

x− s = −l′ − 1 +
2π|d|c
β0

≡ ηc . (C.30)

Λs(s) is obtained via equation (59) on page 419 of [10]

Λs(s) =
1

2
− 1

8s
+

1

32s2
+

1

128s3
− 13

512s4
+

47

2048s5
+

73

8192s6
− 2447

32768s7
+ . . . . (C.31)

We will again use the recursive relations of equation (46) on page 415 of [10] to obtain the various derivatives of

Λs(x)

xΛ(1)
s (x) = (s+ x+ 1)Λs(x)− x , (C.32)

2xΛ(2)
s (x) = (s+ x)Λ(1)

s (x) + Λs(x)− 1 , (C.33)

nxΛ(n)
s (x) = (s+ x+ 2− n)Λ(n−1)

s (x) + Λ(n−2)
s (x) for n > 2 , (C.34)

where we have defined

Λ(n)
s (x) ≡ 1

n!

dn

dxn
Λs(x) . (C.35)

With these expressions, it is simple to obtain the small α(µ) expansion of Λs(x). The first few orders read

Λs(x) =
1

2
+

β0

16d|πα(µ)(−1 + 2ηc) +
β2

0

128|d|2π2
α2(µ)(1− 6ηc + 4η2

c ) +O
(
α3(µ)

)
. (C.36)

Therefore, combining Eqs. (C.36) and (C.7) in Eq. (C.26), we can write

J = e
− 2π|d|
β0α(µ)

(
2π|d|
β0α(µ)

)1−ηc+ 2π|d|
β0α(µ)

α1/2(µ)

{
β

1/2
0

2|d|1/2 +
β

3/2
0

24π|d|3/2α(µ)

[
− 1 + 3η2

c

]
+

β
5/2
0

2304π2|d|5/2α
2(µ)

[
13− 48ηc − 60η2

c + 48η3
c + 36η4

c

]
+O

(
α3(µ)

)}
. (C.37)

Plugging this in Eq. (C.24), we obtain Eq. (3.82)

∆ΩUV(l′) = (−1)NP(d)+1Zd
Q|d|

µ|d|
π1+l′2l

′

Γ(l′ + 1)

(
β0

|d|

)−l′−1/2

α(µ)1/2−l′e
−2π|d|
β0α(µ)

{
1 +

α(µ)

π

β0

12|d|
[
−1 + 3η2

c

]
+
α2(µ)

π2

β2
0

1152|d|2
[
13− 48ηc − 60η2

c + 48η3
c + 36η4

c

]
+O

(
α3(µ)

)}
. (C.38)
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Appendix D

Further contributions from the Borel
plane in Method 2

In this chapter, we will prove Eq. (4.39)1, which shows why Method 2 is not systematically improvable beyond the

leading IR renormalon. In Eq. (4.39), we have seen how to relate the PV Borel sum of a formal series with the

truncated series (when N → ∞) through the leading IR renormalon. In doing so, we have considered the leading

renormalon in Eq. (4.27). We will explore other terms in this section, and unfortunately, we will see that we cannot

systematically improve on Eq. (4.39) by including them. We also assume that we only have singularities in the

Borel plane located in the real line. The starting point is Eq. (4.26).

PV

∫ ∞
0

dt e
−t
α(Q) R̂(t) = lim

N→∞
RN (µN ) + PV

∫ ∞
1/χ′

dt e
−t
α(Q) R̂(t) , (D.1)

where we need to explore the last term in the RHS above

PV

∫ ∞
1/χ′

dt e
−t
α(Q) R̂(t) . (D.2)

We will start by considering the subleading terms on the leading IR renormalon that we have neglected so far.

D.1 Subleading contributions from the leading IR renormalon

Let us come back to Eq. (4.30). So far, we have only considered the leading j = 0 term there, and we will now

consider the full term associated to the leading IR renormalon. In this particular case, we will obtain systematic

improvement. Thus, we consider

PV

∫ ∞
1/χ′

dt e
−t
α(Q) ∆R̂

(d0)
IR (t) = Zd0 × PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd0
t)1+l

∞∑
j=0

wj
(
1− β0

2πd0
t
)j
. (D.3)

Notice that any j 6= 0 term is basically the j = 0 with the changes Zd0 → Zd0wj and l → l − j. Therefore, we can

recycle Eq. (4.34) with these changes, and obtain

PV

∫ ∞
1/χ′

dt e
−t
α(Q) ∆R̂

(d0)
IR (t) = Zd0

2πd0

β0
α−l(Q)e

−2πd0
β0α(Q)

∞∑
j=0

wjα
j(Q)Ψ

∣∣
l→l−j , (D.4)

and we see that each further term in the series in j is subleading in α(Q).

1This is equation (36) in Acoleten et al.’s paper [67], where it appeared first.
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D.2 The analytic part of R̂(t)

We now consider the analytic part of the Borel transform in Eq. (D.2)

PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q) ∆R̂analytic(t) , (D.5)

where notice that the PV above is superfluous, since we have no singularities in the integration path. In order to

flesh out the α(Q) dependence of the above integral, we will expand the Borel transform around the leading IR

renormalon (the function is analytic by construction so we can expand it anywhere we want)

∆R̂analytic(t) =

∞∑
n=0

bn
(
t− 2πd0

β0

)n
. (D.6)

and we perform the variable change

x =
1

α(Q)

(
t− 2πd0

β0

)
, (D.7)

which leads to

PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q) ∆R̂analytic(t) = e

−2πd0
β0α(Q)

∞∑
n=0

bnα
n+1(Q)Γ(n+ 1,

−2πd0

β0
c′) . (D.8)

D.3 UV renormalons

We now consider UV renormalons in the Borel transform

PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q) ∆R̂

(d)
UV(t) = Zd

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd t)
1+ld

∞∑
j=0

w
(d)
j

(
1− β0

2πd
t
)j
, (D.9)

where d < 0, and again, the PV is not needed, so we can forget about it. Due to the exponential suppression of

the integrand, we can expect the integral to be dominated by its behavior around its lower end. Motivated by this,

we expand around t = 2πd0
β0

1

(1− β0

2πd t)
1+ld−j

=

∞∑
n=0

1

n!

(
β0

2πd

)n
Γ(n+ 1 + ld − j)

Γ(1 + ld − j)
1

(1− d0
d )n+ld−j+1

(
t− 2πd0

β0

)n
, (D.10)

and thus, employing this expansion above in Eq. (D.9), and performing the variable change of Eq. (D.7), we obtain∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q) ∆R̂UV(t) =

Zd

∞∑
n=0

1

n!

(
β0

2πd

)n
Γ(n+ 1,

−2πd0

β0
c′)αn+1(Q)e

−2πd0
β0α(Q)

∞∑
j=0

w
(d)
j

Γ(n+ 1 + ld − j)
Γ(1 + ld − j)

1(
1− d0

d

)n+ld−j+1
.

(D.11)

Looking at the above formula, we note first that any UV renormalon, regardless of the value of d, has the same

parametric dependence in α(Q), and thus, we have no hierarchy in the contributions. We also note that the

parametric dependence in α(Q) is the same as in Eq. (D.8), and therefore, all UV renormalons and the analytic

part of the Borel transform have to be taken into account together, which is unfeasible in realistic cases.
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D.4 Subleading IR renormalons

We will now explore the contribution to Eq. (D.2) of subleading IR renormalons, that is, those with d > d0

PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q) ∆R̂

(d)
IR (t) = Zd×PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd t)
1+ld

∞∑
j=0

w
(d)
j

(
1− β0

2πd
t
)j
, (D.12)

where now d > 0. We again expect that the integral above to be dominated by its behavior around the lower edge,

due to the exponential suppression of the integrand. Nevertheless, since now d is positive, we have a singularity

present at t = 2πd
β0

, and therefore, we will also take into account this region. Thus, we divide the integration path

in two parts: between the leading IR renormalon and the one we are considering, and the rest

PV

∫ ∞
2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q) ∆R̂

(d)
IR (t) =Zd

{∫ 2πd
β0

(1−c′α(Q))

2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd t)
1+ld

∞∑
j=0

w
(d)
j

(
1− β0

2πd
t
)j

+ PV

∫ ∞
2πd
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd t)
1+ld

∞∑
j=0

w
(d)
j

(
1− β0

2πd
t
)j}

. (D.13)

As we have said, the first integral in the RHS above will be dominated by its behavior around the lower edge.

Thus, we expand as in Eq. (D.10), and extending the upper integration limit to infinity, we obtain

Zd

∫ 2πd
β0

(1−c′α(Q))

2πd0
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd t)
1+ld

∞∑
j=0

w
(d)
j

(
1− β0

2πd
t
)j

=

Zd

∞∑
n=0

1

n!

(
β0

2πd

)n
Γ(n+ 1,

−2πd0

β0
c′)αn+1(Q)e

−2πd0
β0α(Q)

∞∑
j=0

w
(d)
j

Γ(n+ 1 + ld − j)
Γ(1 + ld − j)

1(
1− d0

d

)n+ld−j+1
, (D.14)

where we find the same parametric dependence in α(Q) as for UV renormalons and the analytic part. The second

integral in the RHS in Eq. (D.13) is the same expression as in Eq. (D.3), with the substitution d0 → d. Therefore,

we can recycle Eq. (D.4), and perform d0 → d.

Zd × PV

∫ ∞
2πd
β0

(1−c′α(Q))

dt e
−t
α(Q)

1

(1− β0

2πd t)
1+ld

∞∑
j=0

w
(d)
j

(
1− β0

2πd
t
)j

=Zd
2πd

β0
α−ld(Q)e

−2πd
β0α(Q)

∞∑
j=0

w
(d)
j αj(Q)Ψ

∣∣
l→ld−j, d0→d

, (D.15)

and we see that the parametric dependence in α(Q) is even smaller than what we have seen so far with the rest of

the terms. Nevertheless, due to Eq. (D.14), we still find that subleading renormalons contribute parametrically in

α(Q) just as UV renormalons and the analytic term.
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Appendix E

The computation of v2

In this appendix, we will explicitly show the computation of Eqs. (4.72) and (4.74). We will basically adapt the

steps of Sumino’s papers [77, 78, 79, 80] to our particular cases. For context on the various expressions presented

here, one should look subsection 4.2.1. We start with Eq. (4.72).

E.1 The d = 1, ∆ = 1 and N = NS case

The starting point is Eq. (4.66)

v2(rΛ̃, d∆, N) = − Im lim
η→0

∫ ∞
0

dk
eikρ

kρ

1

− log k − iη

[
1− d∆

N
log k

]N
. (E.1)

We remind that ρ = Λ̃r. Using the Sokhotski-Plemelj theorem, we can trade the iη for a PV, and write

v2(rΛ̃, d∆, N) = −π
ρ

cos ρ− PV

∫ ∞
0

dk
sin(kρ)

kρ

1

− log k

[
1− d∆

N
log k

]N
. (E.2)

We will pick d = ∆ = 1 and N = NS, as given by Eq. (4.70).

v2(rΛ̃, 1, NS) = −π
ρ

cos ρ− PV

∫ ∞
0

dk
sin(kρ)

kρ

1

− log k

[
1− 1

NS
log k

]NS

. (E.3)

Let us ignore everything but the integral

I ≡ −PV

∫ ∞
0

dk
sin(kρ)

kρ

1

− log k

[
1− 1

NS
log k

]NS

, (E.4)

which we will write as a complex exponential

I = − lim
ε→0

lim
δ→0

Im

∫
(δ,1−ε)∪(1+ε,∞)

dk
eikρ

kρ

1

− log k

[
1− 1

NS
log k

]NS

, (E.5)

where, for later convenience, we have explicitly shown various limits. Let us now recall that

lim
NS→∞

[
1− 1

NS
log k

]NS

=
1

k
, (E.6)

and, therefore, by naively taking the NS →∞ limit, we would write

lim
NS→∞

I = − lim
ε→0

lim
δ→0

Im

∫
(δ,1−ε)∪(1+ε,∞)

dk
eikρ

k2ρ

1

− log k
. (E.7)

The order k1 stemming (the order k0 is real, and does not survive after takig the imaginary part) from the

exponential above yields and integral that is divergent as δ → 0

− lim
δ→0

∫
(δ,1−ε)

dk
1

k

1

− log k
= −∞ . (E.8)
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The rest of contributions ∼ k2, k3 and so on, are well behaved. This term is thus, the source of the divergence in

v2 as NS →∞, and consequently, it will prove useful to explicitly subtract it

I =− lim
ε→0

lim
δ→0

Im

{∫ 1−ε

δ

dk
eikρ − ikρ

kρ

1

− log k

[
1− 1

NS
log k

]NS

+

∫ 1−ε

δ

dk
i

− log k

[
1− 1

NS
log k

]NS

+

∫ ∞
1+ε

dk
eikρ

kρ

1

− log k

[
1− 1

NS
log k

]NS
}
. (E.9)

We emphasize that in the way we have written the integral above, it is extremely important to take the imaginary

part before taking the δ → 0 limit on the first integral because, otherwise, we get a divergent contribution in the

IR stemming from the O(k0) term coming from the exponential in the first integral. We can make things more

flexible amputating this purely real divergence too without changing anything

I =− lim
ε→0

lim
δ→0

Im

{∫ 1−ε

δ

dk
eikρ − 1− ikρ

kρ

1

− log k

[
1− 1

NS
log k

]NS

+

∫ 1−ε

δ

dk
i

− log k

[
1− 1

NS
log k

]NS

+

∫ ∞
1+ε

dk
eikρ − 1

kρ

1

− log k

[
1− 1

NS
log k

]NS
}
. (E.10)

We have also included the −1 in the (1 + ε,∞) integral because it changes nothing, since it will not survive taking

the imaginary part, and because it will be covenient later. Now that the pathological term when NS →∞ has been

subtracted, we take the NS →∞ limit whenever it is safe

Ilarge NS
=− lim

ε→0
lim
δ→0

Im

{∫ 1−ε

δ

dk
eikρ − 1− ikρ

k2ρ

1

− log k

+

∫ 1−ε

δ

dk
i

− log k

[
1− 1

NS
log k

]NS

+

∫ ∞
1+ε

dk
eikρ − 1

k2ρ

1

− log k

}
. (E.11)

E.1.1 The logNS term

At this point, we will deal with the second term in braces. Recall that, as we have said, in this term lies the

divergence as NS →∞

I1 ≡
∫ 1−ε

δ

dk
i

− log k

[
1− 1

NS
log k

]NS

. (E.12)

The above integral is pathological when ε→ 0. Of course, this pathological behavior in ε will cancel out when the

rest of the terms in Eq. (E.23) are taken into account, but for now, it is useful to flesh it out. This can be done by

I1 =

∫ 1−ε

δ

dk
i

− log k

([
1− 1

NS
log k

]NS

− 1

)
+

∫ 1−ε

δ

dk
i

− log k
. (E.13)

The seeming singularity at k = 1 in the integrand in the first integral in the RHS above is just spurious, and thus,

we can just take ε = 0 there

I1 =

∫ 1

δ

dk
i

− log k

([
1− 1

NS
log k

]NS

− 1

)
+

∫ 1−ε

δ

dk
i

− log k
. (E.14)

The last integral in the RHS above can be done analytically∫ 1−ε

δ

dk
i

− log k
= −iLogIntegral(1− ε) + iLogIntegral(δ) , (E.15)

where we have used the Log integral function. It is known that LogIntegral(0) = 0, and therefore, we can forget

about the last term in the RHS above. Expanding the remaining term around ε = 0∫ 1−ε

δ

dk
i

− log k
= −i log ε− iγE +O(ε) , (E.16)
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where γE is the Euler-Mascheroni constant γE ≈ 0.5777. Let’s now deal with the first term in the RHS of Eq. (E.14).

We have seen this integral to be pathological for δ → 0, when NS → ∞ has been taken. We will not take the

NS → ∞ limit, but rather, we will extract the asymptotic behavior for large NS. Thus, we can safely take δ = 0,

and proceed in the following way

I2 ≡ −i
∫ 1

0

dk
1

log k

([
1− 1

NS
log k

]NS

− 1

)
. (E.17)

We change the integration variable

x = log k (E.18)

I2 =− i
∫ 0

−∞
dx ex

1

x

([
1− x

NS

]NS

− 1

)
(E.19)

=− i
∫ 0

−∞
dx ex

1

x

(
e
NS log

(
1− x

NS

)
− 1

)
(E.20)

=− i
∫ 0

−∞
dx ex

1

x

(
e−x−x

2/(2NS)+O(N−2
S ) − 1

)
(E.21)

=− i
∫ 0

−∞
dx

1

x

[
e−x

2/2NS+O(N−2
S ) − ex

]
=
i

2

(
γE + log(2NS)

)
+O(N

−1/2
S ) , (E.22)

and we see that we have suceeded in obtaining the logarithmic divergence in NS. Gathering all the pieces, we so

far have

Ilarge NS
=− lim

ε→0
lim
δ→0

Im

{∫ 1−ε

δ

dk
−i
k

1

− log k
+

∫
(δ,1−ε)∪(1+ε,∞)

dk
eikρ − 1

k2ρ

1

− log k

− i log ε+O(ε) +
i

2

(
− γE + log(2NS)

)
+O(N

−1/2
S )

}
. (E.23)

We will smoke out the ε behavior of the first line above by performing a Wick rotation to the imaginary k line on

both integrals. Let us first define

Ξ ≡
∫

(δ,1−ε)∪(1+ε,∞)

dk
eikρ − 1

k2ρ

1

− log k
, (E.24)

Φ ≡
∫ 1−ε

δ

dk
i

k

1

log k
, (E.25)

and, of course

Ilarge NS
= − lim

ε→0
lim
δ→0

Im

{
Φ + Ξ +

i

2

(
− γE + log(2NS)

)
− i log ε+O(ε)

}
. (E.26)

E.1.2 Wick rotating Ξ

Let’s focus first on Ξ. We consider the following function

f(z) =
eizρ − 1

z2ρ

1

− log z
, (E.27)

and we will Wick rotate it to the imaginary axis following this contour
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××
Re(z)

Im(z)

0

CεCδ

CI

CR

Rδ 1 + ε

Cauchy’s theorem tells us

Ξ +

∫
CI

dz f(z) +

∫
Cε

dz f(z) +

∫
Cδ

dz f(z) +

∫
CR

dz f(z) = 0 . (E.28)

E.1.2.1 The path Cε

z = 1 is a simple pole, and therefore, a well known theorem tells us that

lim
ε→0

∫
Cε

dz f(z) = −iπResz=1

(
f(z)

)
= iπ

eiρ − 1

ρ
. (E.29)

E.1.2.2 The path Cδ ∫
Cδ

f(z)dz =

∫
Cδ

dz
eizρ − 1

z2ρ

1

− log z
(E.30)

=

∞∑
n=1

1

n!
ρn−1in

∫
Cδ

dz zn−2 1

− log z
(E.31)

=

∞∑
n=1

1

n!
ρn−1in+1δn−1

∫ 0

π/2

dϕ e(n−1)iϕ 1

− log(δeiϕ)
. (E.32)

All the integrals above vanish except the one for n = 1, which leaves us with∫
Cδ

f(z)dz = π + i log
(

log(iδ)
)
− i log

(
− log δ

)
. (E.33)

E.1.2.3 The path CR

An application of Jordan’s lemma shows us that

lim
R→∞

∫
CR

dz f(z) = 0 . (E.34)

E.1.2.4 The path CI

We choose the parametrization z(x) = ix
ρ∫
CI

dz f(z) =

∫ ∞ρ
δρ

dx
e−x − 1

x2

−i
log
(
ix
ρ

) . (E.35)
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E.1.2.5 Final result for Ξ

Summing up all the pieces, Cauchy’s theorem yields

Ξ = −iπ 1

ρ
(eiρ − 1) +

∫ ∞ρ
δρ

dx
e−x − 1

x2

i

log ix
ρ

− π − i log
(

log(iδ)
)

+ i log(− log δ) . (E.36)

E.1.3 Wick rotating Φ

Let’s Wick rotate Φ now. To this end, we consider

g(z) =
i

z

1

log z
, (E.37)

and the contour

××
Re(z)

Im(z)

0

CCδ
CI

δ 1− ε

Cauchy’s therem tells us

Φ +

∫
CI

dz g(z) +

∫
Cδ

dz g(z) +

∫
C

dz g(z) = 0 . (E.38)

E.1.3.1 The path CI

We follow the path z(x) = ix
ρ . Thus ∫

CI

dz g(z) =

∫ (1−ε)ρ

ρδ

dx
−i
x

1

log
(
ix
ρ

) . (E.39)

E.1.3.2 The path C

We follow the path z(ϕ) = (1− ε)eiϕ∫
C

dz g(z) =

∫ π/2

0

dϕ
−1

log
(
[1− ε]eiϕ

) = π − i log
(
− log(1− ε)

)
+ i log

(
log(i− iε)

)
=
π

2
+ i log

π

2
− i log ε+O(ε) ,

(E.40)

and we see that the −i log ε term will cancel the one in Eq. (E.26).

E.1.3.3 The path Cδ

We choose the parametrization z(ϕ) = δeiϕ∫
Cδ

dz g(z) =

∫ 0

π/2

dϕ
−1

log(δeiϕ)
= −π − i log

(
log(iδ)

)
+ i log(− log δ) , (E.41)

and we see that this term will cancel the singular behavior in δ in Eq. (E.36).
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E.1.3.4 Final result for Φ

Summing up all the pieces, we get

Φ =

∫ (1−ε)ρ

δρ

dx
i

x

1

log
(
ix
ρ

) − π

2
− i log

π

2
+ i log ε+O(ε) + π + i log

(
log(iδ)

)
− i log(− log δ) . (E.42)

We see that the part with logs of δ will cancel out with the analogous term in Ξ.

E.1.4 Final result

Gathering all the pieces, taking the imaginary part, and taking the ε→ 0 limit in Eq. (E.26)

Ilarge NS = lim
δ→0

{∫ ∞
ρδ

dx
e−x − 1

x2

log ρ
x

log2 ρ
x + π2/4

+

∫ ρ

ρδ

dx
x

x2

log ρ
x

log2 ρ
x + π2

4

}
(E.43)

+
π

ρ
(cos ρ− 1) + log

π

2
− 1

2
(−γE + log 2 + logNS) +O(N

−1/2
S ) . (E.44)

We have not taken the δ → 0 limit yet because each integral above is singular around x = 0 on its own. Of course,

the singular behavior disappears when both terms are taken inside the same integral. Before doing that though,

we will kick the awkward ρ in the second integral on the RHS of the first line above by noticing the immediate

integral ∫
dx

1

x

log ρ
x

log2 ρ
x + π2

4

= −1

2
log

(
π2 + 4 log2

(ρ
x

))
, (E.45)

which implies ∫ ρ

ρδ

dx
1

x

log ρ
x

log2 ρ
x + π2

4

=

∫ 1

ρδ

dx
1

x

log ρ
x

log2 ρ
x + π2

4

− log
π

2
+

1

2
log

(
log2 ρ+

π2

4

)
. (E.46)

Plugging now the above equation in Eq. (E.44), summing up both integrals, taking the δ → 0 limit, and plugging

everything in Eq. (E.3), we obtain

vlargeNS

2 (rΛ̃, 1, NS) =
−π
ρ

+

∫ ∞
0

dx
e−x − 1 + xθ(1− x)

x2

log ρ
x

log2 ρ
x + π2/4

(E.47)

+
1

2
log

(
log2 ρ+

π2

4

)
− 1

2
(−γE + log 2 + logNS) +O(N

−1/2
S ) . (E.48)

where we have used a Kronecker delta to make the expression more compact. This equation is precisely Eq. (4.72).

E.2 The d = 1, ∆ = 1− c′α(1/r) and N = NA case

Let us come back to Eq. (E.2), but this time, we pick d = 1, ∆ = 1− c′α(1/r) and N = NA. We emphasize again

that we can take N = NA and be consistent with what is done in section 4.2, even though, in that case we have

truncated at the order αNA+1(µ(NA)), and in this one at αNA(µ(NA)), because after taking the NA → ∞ limit,

we get the same (finite) result. Therefore, Eq. (E.2) becomes in this case

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− PV

∫ ∞
0

dk
sin(kρ)

kρ

1

log 1
k

[
1 +

∆

NA
log

1

k

]NA

. (E.49)

Just like in the previous section, we are interested in the large order asymptotics of the expression above. We again

notice that

lim
NA→∞

[
1 +

∆

NA
log

1

k

]NA

=
1

k∆
, (E.50)
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where ∆ < 1. Taking this limit in the equation above

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− PV

∫ ∞
0

dk
sin(kρ)

k1+∆ρ

1

log 1
k

. (E.51)

In this case, and unlike in Eq. (E.7), there is no trouble in the integral above, nor around the origin, at infinity, or

around the singularity at k = 1. This is due to ∆ being smaller than one. If ∆ = 1, we have problems in the IR,

as we have already seen. Thus, the large NA asymptotics in this case is just given by the above equation

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− PV

∫ ∞
0

dk
sin(kρ)

k2−c′α(1/r)ρ

1

log 1
k

. (E.52)

Nevertheless, we will again perform a Wick rotation to the imaginary k line, and by doing so, we will get rid of the

PV in the integral. Before performing the Wick rotation, we will first write the sine above as a complex exponential.

There is one problem, though, if one straightforwardly does that. If we write

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− lim
ε→0

lim
δ→0

Im

∫
(δ,1−ε)∪(1+ε,∞)

dk
eikρ

k2−c′α(1/r)ρ

1

log 1
k

, (E.53)

we are unable to commute the δ limit and the Im operation (and we are gonna want to do this) because the

exponential has a ∼ k0 term that is absent in the sine, that makes the integral divergent in the IR. Consequently,

we introduce a −1 that will kill this divergence, and that is irrelevant as it will not survive since it is real, but that

allows us to commute operations

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− lim
ε→0

lim
δ→0

Im

∫
(δ,1−ε)∪(1+ε,∞)

dk
eikρ − 1

k2−c′α(1/r)ρ

1

log 1
k

, (E.54)

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− Im lim
ε→0

lim
δ→0

∫
(δ,1−ε)∪(1+ε,∞)

dk
eikρ − 1

k2−c′α(1/r)ρ

1

log 1
k

. (E.55)

E.2.1 Wick rotation

Let us define

Υ ≡
∫

(δ,1−ε)∪(1+ε,∞)

dk
eikρ − 1

k2−c′α(1/r)ρ

1

log 1
k

, (E.56)

and of course, we have that

lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) =
−π
ρ

cos ρ− Im lim
ε→0

lim
δ→0

Υ . (E.57)

It is Υ what we will Wick rotate. In order to do that, we consider the complex function

F (z) =
eizρ − 1

zsρ

1

log 1
z

, (E.58)

where we have defined s ≡ 2− c′α(1/r). By Cauchy’s theorem

Υ +

∫
Cδ

dz F (z) +

∫
Cε

dz F (z) +

∫
CR

dz F (z) +

∫
CI

dz F (z) , (E.59)

where we have considered the same contour as in Eq. (E.28)
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××
Re(z)

Im(z)

0

CεCδ

CI

CR

Rδ 1 + ε

E.2.1.1 The path Cε

It is easy to verify that the singularity at z = 1 is a simple pole. Then, a well known theorem tells us that

lim
ε→0

∫
Cε

dz F (z) = −iπResz=1F (z) = −iπ 1

ρ
(1− eiρ) . (E.60)

E.2.1.2 The path CR

An application of Jordan’s lemma tells us that

lim
R→∞

∫
CR

dz F (z) = 0 . (E.61)

E.2.1.3 The path Cδ

lim
δ→0

∫
Cδ

dz F (z) (E.62)

= lim
δ→0

∫
Cδ

dz
eizρ − 1

zsρ

1

log 1
z

(E.63)

= lim
δ→0

∫
Cδ

dz

∑∞
n=1

1
n! (izρ)n

zsρ

1

log 1
z

(E.64)

= lim
δ→0

∞∑
n=1

1

n!
ρn−1in

∫
Cδ

dz zn−s
1

log 1
z

, (E.65)

we pick the parametrization z = δeiθ

lim
δ→0

∫
Cδ

dz F (z) = lim
δ→0

∞∑
n=1

1

n!
ρn−1in+1δn−s+1

∫ 0

π/2

dθ eiθ(n−s+1) 1

log
(

1
δ e
−iθ
) (E.66)

=

∞∑
n=1

1

n!
ρn−1in+1 lim

δ→0

(
δn−s+1

∫ 0

π/2

dθ eiθ(n−s+1) 1

log
(

1
δ e
−iθ
) ) . (E.67)

It can be seen that

lim
δ→0

{
δn−s+1

∫ 0

π/2

dθ eiθ(n−s+1) 1

log
(

1
δ e
−iθ
)} = 0 , (E.68)

which leaves us with

lim
δ→0

∫
Cδ

dz F (z) = 0 . (E.69)
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E.2.1.4 The path CI

Let us deal with imaginary line. We pick the parametrization z = ix
ρ∫

CI

dz F (z) (E.70)

= −i1−sρs−2

∫ ρ∞

ρδ

dx
e−x − 1

xs
1

log
(
ρ
xi

) . (E.71)

E.2.1.5 Final result for Υ

Gathering all the pieces

Υ = iπ
1

ρ
(1− eiρ) + i1−sρs−2

∫ ∞
0

dx
e−x − 1

xs
1

log
(
ρ
xi

) , (E.72)

where we have taken all the due limits since there is no issue in doing so. Thus, finishing up all the remaining

algebra in Eq. (E.57), we finally arrive at

v3 = lim
NA→∞

v2(rΛ̃, 1− c′α(1/r), NA) = −π
ρ
− ρs−2

∫ ∞
0

dx
e−x − 1

xs

π
2 cos

(
π
2 [1− s]

)
+ log ρ

x sin
(
π
2 [1− s]

)
log2 ρ

x + π2

4

, (E.73)

which is precisely Eq. (4.74).

E.2.2 The r ∼ 0 asymptotics

The goal of this section will be to show the computation of Eq. (4.78). In order to do that, we begin by recalling

Eq. (4.77)

V PV
large β0

− VA =
4CF Λ̃

β0

{
π

rΛ̃

[
1− cos

(
rΛ̃
)]

+ (Λ̃r)s−2L

}
, (E.74)

where

L ≡
∫ ∞

0

dx
e−x − 1

xs
π/2 cos

(
π
2 [1− s]

)
+ log ρ

x sin
(
π
2 [1− s]

)
log2 ρ

x + π2

4

. (E.75)

The idea is to obtain the r ∼ 0 asymptotics of Eq. (E.74), which will get us an expansion in α(1/r). The first term

in braces in Eq. (E.74) is trivial to handle

π

r̃Λ

[
1− cos

(
Λ̃r
)]

=
π

2
rΛ̃− π

4!
r3Λ̃3 +

π

6!
r5Λ̃5 + . . . , (E.76)

and, therefore, for r ∼ 0, we can neglect these power terms. We will now turn our attention to

(Λ̃r)s−2L , (E.77)

and, in particular, to

(Λ̃r)s−2 =
(
e−cX/2e

−2π
β0α

)−c′α
, (E.78)

= e
2πc′
β0

{
1 +

1

2
c′cXα+

1

8
c′2c2Xα

2 +O(α3)

}
, (E.79)

where from now on, we will write α instead of α(1/r) to ease notation. We see that we have a power series expansion

in α. Thus, all that remains to be done is to consider L. Notice now that

π/2 cos
(
π
2 [1− s]

)
+ log ρ

x sin
(
π
2 [1− s]

)
log2 ρ

x + π2

4

= Im

(
ei
π
2 (1−s) 1

log ρ
x − iπ

2

)
, (E.80)
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which simplifies L to

L = Im

(
ei
π
2 (1−s)

∫ ∞
0

dx
e−x − 1

xs
1

log ρ
x − iπ

2

)
. (E.81)

Notice that

ei
π
2 (1−s) = ei

π
2 (−1+c′α) = −ieiπ2 c′α (E.82)

= −i+
π

2
cα+O(α2) , (E.83)

which is another analytic function in α, so that we can ignore it for now, and just consider

J ≡
∫ ∞

0

dx
e−x − 1

xs
1

log ρ
x − iπ

2

. (E.84)

Making all the α dependence explicit

J =

∫ ∞
0

dx
e−x − 1

x2−c′α
1

− cX2 − 2π
β0α
− log x− iπ

2

. (E.85)

It will prove convenient to split the integral in two

J =

∫ 1

0

dx
e−x − 1

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

+

∫ ∞
1

dx
e−x − 1

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

. (E.86)

We will name the first integral above J1, and the second J2, so that J = J1 + J2. We will further write

J1 =

∫ 1

0

dx
e−x − 1

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

(E.87)

=

∫ 1

0

dx
e−x − 1 + x− x

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

(E.88)

=

∫ 1

0

dx
e−x − 1 + x

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

−
∫ 1

0

dxx−1+c′α 1
−cX

2 − 2π
β0α
− log x− iπ

2

. (E.89)

Focus on

−
∫ 1

0

dxx−1+c′α 1
−cX

2 − 2π
β0α
− log x− iπ

2

(E.90)

=
1

2
e
−2πc′
β0 e

−1
2 c′(cX+iπ)α

{
2Ei
(1

2
c′(cX + iπ)α+

2c′π

β0

)
+ 2 log(c′α)− log

(
c′cXα+ iπc′α+

4πc′

β0

)
− 2 log

( −2β0α

4π + (cX + iπ)β0α

)
+ log

(
4β0

4πc′ + c′(cX + iπ)β0α

)}
, (E.91)

where the integral has been carried out using Wolfram Mathematica. If one notices

2 log(c′α)− 2 log

( −2β0α

4π + (cX + iπ)β0α

)
= 2 log

(
2πc′

β0

)
− 2πi+

1

2π
(cX + iπ)β0α+O(α2) , (E.92)

then, it is easy to expand Eq. (E.91) in α to obtain

−
∫ 1

0

dxx−1+c′α 1
−cX

2 − 2π
β0α
− log x− iπ

2

(E.93)

= −e
−2πc′
β0

[
πi− Ei

(2πc′

β0

)]
− α

4
(cX + iπ)

{−β0

π
+ c′e

−2πc′
β0

[
− 2πi+ 2Ei

(2πc′

β0

)]}
+O(α2) . (E.94)

Let’s now deal with the other part in equation Eq. (E.89)∫ 1

0

dx
e−x − 1 + x

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

. (E.95)
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We will expand the integrand in α, and then, integrate term by term∫ 1

0

dx
e−x − 1 + x

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

(E.96)

= α
β0

2π

(
1

e
− γE + Ei(−1)

)
+O(α2) . (E.97)

This wraps up J1, which up til order α is

J1 = −e
−2πc′
β0

[
πi−Ei

(2πc′

β0

)]
+α

[
β0

2π

(
1

e
− γE + Ei(−1)

)
−1

4
(cX+iπ)

{−β0

π
+c′e

−2πc′
β0

[
−2πi+2Ei

(2πc′

β0

)]}]
+O(α2) .

(E.98)

Let us turn our attention to J2 now

J2 =

∫ ∞
1

dx
e−x − 1

x2−c′α
1

−cX
2 − 2π

β0α
− log x− iπ

2

. (E.99)

We will again expand the integrand in α, and then, integrate term by term

J2 = α
β0

2π

(−1

e
+ 1− Ei(−1)

)
+O(α2) . (E.100)

Combining Eqs. (E.98) and (E.100), we obtain J

J = −e
−2πc′
β0

[
πi−Ei

(2πc′

β0

)]
+α

[
β0

2π
(1− γE)− 1

4
(cX+iπ)

{−β0

π
+c′e

−2πc′
β0

[
−2πi+2Ei

(2πc′

β0

)]}]
+O(α2) . (E.101)

and, thus, from Eq. (E.81)

L = Im

{(
− i+

π

2
c′α+O(α2)

)
J

}
(E.102)

= −e
−2πc′
β0 Ei(

2πc′

β0
) + α

{−β0

2π
(1− γE)− cXβ0

4π
+

1

2
cXc

′e
−2πc′
β0 Ei(

2πc′

β0
)

}
+O(α2) . (E.103)

Coming back to Eq. (E.77)

(Λ̃r)s−2L (E.104)

= −Ei
(2πc′

β0

)
+ αe

2πc′
β0

β0

4π
(−2− cX + 2γE) +O(α2) , (E.105)

and finally, we can write(
V PV

large β0
− VA

)
r∼0

=
4CF Λ̃

β0

{
− Ei

(2πc′

β0

)
+ αe

2πc′
β0

β0

4π
(−2− cX + 2γE) +O(α2)

}
, (E.106)

which is precisely Eq. (4.78).
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Appendix F

The pole mass of a quark

The pole mass of a quark will be an important object in this thesis, so we will very briefly review some facts in

this appendix. The pole mass of a quark is defined as a pole in the quark propagator. It is well known that it is IR

finite and gauge independent in perturbation theory [145]. Let’s first consider the case of QCD with one massive

and nl massless quarks, that is, nf = nl + 1. Obviously, the massive quark is the one whose pole mass we are

considering. Let mOS denote the pole mass, and let m be the MS mass of the heavy quark whose pole mass we are

considering (evaluated at its own scale m(m)). Let us write the perturbative expansion of the relation between the

pole and MS masses in the following way

mOS = m+

∞∑
n=0

rnα
n+1(m) . (F.1)

Notice that we have evaluated the renormalization scale at µ = m. The coefficients r0,1,2 are kown analytically

from [193], [146], [194], [195], [196], [197]. r3 was computed in [149] and [198]. Displaying them

mOS = m+m

{
α(m)

π

4

3
+

(
α(m)

π

)2 [
− 1.0414nl + 13.4434

]
+

(
α(m)

π

)3 [
0.6527n2

l − 26.655nl + 190.595
]

+

(
α(m)

π

)4 [
− 0.678141n3

l + 43.3963n2
l − (745.721± 0.040)nl + 3567.60± 1.64

]
+O

(
α5(m)

)}
. (F.2)

We emphasize again, that the coefficients rn above are written in the case µ = m, and can be written for arbitrary

µ by re-expanding the series in α(µ). We can also write the series above, where the expansion parameter is the

strong coupling of QCD with nl massless active quarks, by decoupling the heavy quark. This yields

mOS = m+m

{
αnl(m)

π

4

3
+

(
αnl(m)

π

)2 [
6.248

β0(nl)

4
− 3.739

]
+

(
αnl(m)

π

)3 [
23.497

β2
0(nl)

42
+ 6.248

β1(nl)

42
+ 1.019

β0(nl)

4
− 29.94

]
+

(
αnl(m)

π

)4 [
− 0.678141n3

l + 43.3963n2
l − (745.721± 0.040)nl + 3567.60± 1.64

+ nl

(
11π2

648
+

12295

46656

)
+

83099ζ(3)

20736
− 11π2

108
− 209567

23328
− 11π2 log 2

324

]
+O

(
α5
nl

(m)
)}

, (F.3)

where αnl is the coupling of QCD with nl active massless quarks.

F.1 The bottom quark pole mass

Let us consider now the particular case of the bottom quark. If we compute the pole mass using QCD with

nf = 5 = 4 + 1 active flavors, that is, with nl = 4 massless and one massive quark (the bottom itself), the result
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is of course Eq. (F.2). This formal series can be re-expanded in α4, that is, the coupling of QCD with 4 active

massless quarks, and the result would be given by Eq. (F.3). We can improve on Eq. (F.3) by considering also

massive charm quark effects δmc on the pole mass of the bottom quark

mb,OS = mb +

∞∑
n=0

r(4)
n αn+1

(4) + δmc , (F.4)

where r
(4)
n denotes the coefficients of Eq. (F.3) for the case nl = 4. In [118], it was seen that the δmc above yields

a badly convergent series, but that the massive charm contributions can be rendered small by simply re-expanding

the above series in terms of the strong coupling of QCD with three massless quarks α(3)

mb,OS = mb +

∞∑
n=0

r(3)
n αn+1

(3) + δmc . (F.5)

It was seen in the aforementioned reference, that the effects due to the massive charm in the above equation are

∼ 2 MeV. When we work with the bottom quark in chapter 6, we will use the above equation.

F.2 Massive bottom and charm effects in the top quark pole mass

Just like for the bottom quark, the top quark pole mass also has corrections due to non-zero charm and bottom

quark mass effects. Thus, we write

mt,OS = mt +

∞∑
n=0

r(5)
n αn+1

(5) + δm
(5)
b (mt) + δm(5)

c (mt) + δm
(5)
bc (mt) . (F.6)

The O(α2) term of δm
(nf )
Q was computed in [146], and the O(α3) term in [147]. Note as well, that at O(α3) there

is a new contribution including a vacuum polarization of the bottom and charm at the same time. We name it

δm
(5)
bc , and it has been computed in [143]. They read1

δm
(5)
b/c = δm

(1)
b/c

α2
(5)(m)

π2
+ δm

(2,5/4)
b/c

α3
(5)(m)

π3
, (F.7)

δm
(5)
bc = δm

(2)
bc

α3
(5)(m)

π3
, (F.8)

where the order α2
(5) term reads

δm(1)
q ≡

m

3

{(
1− mq

m

)(
1− m3

q

m3

)[
Li2

(
mq

m

)
− 1

2
log2

(
mq

m

)
+ log

(
1− mq

m

)
log

(
mq

m

)
− π2

3

]

+

(
1 +

mq

m

)(
1 +

m3
q

m3

)[
Li2

(
−mq

m

)
− 1

2
log2

(
mq

m

)
+ log

(
1 +

mq

m

)
log

(
mq

m

)
+
π2

6

]

− m2
q

m2

(
log

(
mq

m

)
+

3

2

)
+ log2

(
mq

m

)
+
π2

6

}
, (F.9)

where Li2(z) is the dilogarithm function. Notice that this term above is nf -independent. The order α3
(5) corrections

are

δm
(2,nf )
q =

m

64

{
h

(
mq

m

)
+ w

(
1,
mq

m

)
+ nfp

(
mq

m

)}
, (F.10)

δm
(2)
bc =

m

64
w

(
mb

m
,
mc

m

)
, (F.11)

1Expressions for δm
(6)
b , δm

(6)
c and δm

(6)
bc can be found in [143].
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where nf = 5 for q = b, and nf = 4 for q = c, and we use the representation for the functions h(x), w(x, y) and

p(x) given in [143]. They read

h(1) = 1870.7877 , (F.12)

h(r) = r(1486.55− 1158.03 log r)

+ r2(−884.044− 683.967 log r) + r3(906.021− 1126.84 log r)

+ r4(225.158 + 11.4991 log r − 80.3086 log2 r + 21.3333 log3 r)

+ r5(126.996− 182.478 log r) + r6(−22.8899 + 38.3536 log r − 54.5284 log2 r)

+ r7(15.3830− 34.8914 log r) + r8(2.52528− 3.82270 log r − 20.4593 log2 r) +O(r9) , (F.13)

,p(1) = −82.1208 , (F.14)

p(r) =
32

27

∫ ∞
0

dz

{
z

2
+

(
1− z

2

)(
1 +

4

z

)1/2}
P

(
r2

z

)(
log z − 5

3

)
(F.15)

= r(−66.4668 + 70.1839 log r) + r214.2222 + r3(14.4143 + 70.1839 log r)

+ r4(−23.1242 + 18.0613 log r + 15.4074 log2 r − 4.74074 log3 r)− r531.5827

+ r6(11.9886− 1.70667 log r)− 4.17761r7 + r8(2.40987− 0.161088 log r) +O(r9) , (F.16)

w(1, 1) = 6.77871 , (F.17)

w(1, r) = r214.2222− r318.7157 + r4(7.36885− 11.1477 log r)

+ r6(3.92059− 3.60296 log r + 1.89630 log2 r)

+ r8(0.0837382− 0.0772789 log r + 0.457144 log2 r) +O(r9) , (F.18)

w(r1, r2) = p(r2) +
32

27

∫ ∞
0

dz

{
z

2
+

(
1− z

2

)(
1 +

4

z

)1/2}
P

(
r2
1

z

)
P

(
r2
2

z

)
, (F.19)

where

P(x) = Π(x) + log x+
5

3
, (F.20)

Π(x) =
1

3
− (1− 2x)

{
2− (1 + 4x)1/2 log

(
(1 + 4x)1/2 + 1

(1 + 4x)1/2 − 1

)}
. (F.21)

We can also write this non-zero charm and bottom quark mass corrections after decoupling the bottom and the

charm quark. The expressions read

δm
(4)
b =

[
δm

(1)
b + δm

(1)
b,dec

] α2
(4)(m)

π2
+
[
δm

(2,5)
b + δm

(2)
b,dec

] α3
(4)(m)

π3
, (F.22)

δm(4)
c = δm(1)

c

α2
(4)(m)

π2
+ δm(2,4)

c

α3
(4)(m)

π3
, (F.23)

δm
(4)
bc =

[
δm

(2)
bc + δm

(2)
bc,dec

] α3
(4)(m)

π3
, (F.24)

δm
(3)
b =

[
δm

(1)
b + δm

(1)
b,dec

] α2
(3)(m)

π2
+
[
δm

(2,5)
b + δm

(2)
b,dec

] α3
(3)(m)

π3
, (F.25)

δm(3)
c =

[
δm(1)

c + δm
(1)
c,dec

] α2
(3)(m)

π2
+
[
δm(2,4)

c + δm
(2)
c,dec

] α3
(3)(m)

π3
, (F.26)

δm
(3)
bc =

[
δm

(2)
bc + δm

(2)
bc,dec + δm

(2)
cb,dec

] α3
(3)(m)

π3
, (F.27)
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where δm
(i)
(q,dec) are generated by the decoupling and read

δm
(1)
(q,dec) = −2

9
m

(
71

32
+ log

(
m2
q

m2

)
+
π2

4

)
, (F.28)

δm
(2,nf )

(q,dec) = m

{[
2353

11664
+

7

27
ζ(3) +

13π2

162
−
(
π2

54
+

71

432

)
log

(
m2

m2
q

)]
nf +

8Li4
(

1
2

)
27

−751

216
ζ(3) +

61π4

1944
− 113π2

72
− 29869

2916
+

log4(2)

81
+

2

81
π2 log2(2)− 11

81
π2 log(2)

+

(
1225

288
− 1

18
ζ(3) +

π2

9
+

1

27
π2 log(2)

)
log

(
m2

m2
q

)
+

1

27
log2

(
m2

m2
q

)}

+
1

3
log

(
m2

m2
q

)
δm(1)

q . (F.29)

Note that δm
(2)
(b,dec) = δm

(2,5)
(b,dec), and δm

(2)
(c,dec) = δm

(2,4)
(b,dec). This last expression indeed corresponds to Eq. (17) of

[118] changing mb by m. Finally, we also have

δm
(2)
bc,dec =

1

3
log

(
m2

m2
b

)
δm(1)

c , (F.30)

δm
(2)
cb,dec =

1

3
log

(
m2

m2
c

)
[δm

(1)
b + δm

(1)
b,dec] . (F.31)
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Appendix G

pNRQCD

To provide some context on the expressions used throughout chapter 7, we provide here a very brief appendix

devoted to the effective theory of QCD called pNRQCD [179, 180]. This appendix is not meant to be comprehensive,

and we refer the reader to the original articles1 for a more thorough treatment.

Bound states of a heavy quark and a heavy antiquark are known as heavy quarkonium. Examples include the

J/ψ and the Υ mesons, which are bound states of charm-anticharm and bottom-antibottom quarks respectively.

These heavy quarkonium systems are characterized by three widely separated scales: the hard scale given by m,

the mass of the heavy quarks, the soft scale given by the typical relative momentum of the quark and the antiquark

|p| ∼ mv, where v � 1, and the ultrasoft (US) scale, which is given by the typical kinetic energy E ∼ mv2 of

the heavy quark and antiquark. Also, since quarks are heavy m � ΛQCD. The hierarchy is m � |p| � E and

m� ΛQCD. This hierarchy of scales is fully exploited to construct pNRQCD, an EFT of QCD designed with heavy

quarkonium systems in mind.

In order to construct it, one begins with QCD, and sets up a cut-off νNR = (νp, νs), where νp is the cut-off of

the relative three momentum of the heavy quark and antiquark, and νs is the cut-off of the energy of the heavy

quark and antiquark. These cut-offs satisfy E, |p|,ΛQCD � νp/s � m, so that the hard scales are integrated out.

We are then left with NRQCD [201]. To go from NRQCD to pNRQCD, one also integrates out the soft scale

by imposing the cut-off νpNR = (νp, νus), where νp is again the cut-off of the relative three momentum of the

heavy quarks, and νus is the cut-off of the energy of the heavy quark-antiquark pair. They satisfy the inequalities

|p| � νp � m and p2/m� νus � |p|. One distinguishes two cases depending on the relative size of |p| and ΛQCD.

The |p| � E ' ΛQCD will be called weakly coupled pNRQCD, whereas the case |p| ∼ ΛQCD is called strongly

coupled pNRQCD. We focus here on the weakly coupled version.

In the weak-coupling regime, the degrees of freedom of pNRQCD are heavy quark-antiquark pairs, gluons and

light quarks with cut-off νpNR. These degrees of freedom can be represented with the same fields of NRQCD,

namely Pauli spinors for the heavy quark and the heavy antiquark, Yang-mills gauge fields for gluons, and Dirac

spinors for light quarks. Additionally, we can also use singlet S(r,R, t) and octet O(r,R, t) fields for the heavy

quark-antiquark pair, where

R =
1

m1 +m2
(m1x1 +m2x2) , (G.1)

is the center of mass position, and the relative position is

r = x1 − x2 , (G.2)

1This appendix draws mainly from the reviews [199, 200].
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where x1,x2 and m1,m2 are the position and the masses of the quark and the antiquark. The most general action

that can be written using singlet and octet fields, ultrasoft gluons and light quarks compatible with the symmetries

of QCD to NLO in the multiple expansion is

IpNRQCD[S,O, A, q̄, q] =

∫
dt

∫
d3R

{∫
d3r

(
Tr
[
S† (i∂0 − hs(r,p,PR,S1,S2)) S + O† (iD0 − ho(r,p,PR,S1,S2)) O

]
+ gVA(r) Tr

[
O†r ·ES + S†r ·EO

]
+ g

1

2
VB(r) Tr

[
O†r ·EO + O†Or ·E

])
− 1

4
(Ga)µν(Ga)µν +

nf∑
i=1

q̄ii /Dqi

}
.

(G.3)

There is a lot of information packed in the above expression, so we will now flesh it all out. Gluon and light quark

fields are evaluated at the center of mass coordinate: Aµ(t,R), q(t,R). For the singlet and octet fields, we choose

the color normalizations

S =
1c

N
1/2
c

S O =
T a

T
1/2
F

Oa . (G.4)

For hs and ho, we have

hs(r,p,PR,S1,S2) =
p2

2mr
+

P2
R

2mt
+ Vs(r,p,PR,S1,S2) , (G.5)

ho(r,p,PR,S1,S2) =
p2

2mr
+

P2
R

2mt
+ Vo(r,p,PR,S1,S2) , (G.6)

where

mr ≡
m1m2

m1 +m2
, (G.7)

mt ≡ m1 +m2 . (G.8)

Furthermore, p = −i∇r, PR = −i∇R when it acts on singlet fields, and PR = −iDR when it acts on octet fields.

We also have that

iD0O = i∂0O− g[A0(R, t),O] . (G.9)

Also, S1 = σ1/2 and S2 = σ2/2, where the sigmas are Pauli matrices. It is worth noticing the similarity between

hs/o in Eqs. (G.5) and (G.6) and the Hamiltonian of a two body system in ordinary quantum mechanics. Vs and

Vo are the singlet and octet potentials respectively. They can be expanded in an expansion in inverse powers of

the heavy quark masses

Vs = V (0)
s +

V
(1,0)
s

m1
+
V

(0,1)
s

m2
+
V

(2,0)
s

m2
1

+
V

(0,2)
s

m2
2

+
V

(1,1)
s

m1m2
+ . . . , (G.10)

Vo = V (0)
o +

V
(1,0)
o

m1
+
V

(0,1)
o

m2
+
V

(2,0)
o

m2
1

+
V

(0,2)
o

m2
2

+
V

(1,1)
o

m1m2
+ . . . . (G.11)

In this thesis, we will only be concerned about the singlet static potential V
(0)
s . Therefore, to ease notation, we will

often drop the subscript and the superscript, and simply call it V . We have seen in section 7.3 its explicit form.

For VA, it can be seen that [166, 167]

VA = 1 +O
(
α2
)
, (G.12)

and therefore, for all practical purposes, we can set VA = 1 in this thesis. VB will not enter our expressions, so we

will not bother about it. The octet static potential V
(0)
o will only enter our expressions via

∆V ≡ V (0)
o − V (0)

s =
CA
2

α(νs)

r

{
1 +

α(νs)

4π
(a1 + 2β0 log(νse

γEr)) +O
(
α2(νs)

)}
, (G.13)

where γE ≈ 0.577 is the Euler-Mascheroni constant, and a1 is given in Eq. (7.17).
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Appendix H

The r derivative of the singlet static

energy with νs = xs
r and νus = xus

CAα(νs)
2r

In chapter 7, we have performed many fits using the r derivative of the singlet static energy. This derivative has

been taken assuming constant values of νs and νus. Nevertheless, we have typically set

νs(r) = xs/r , (H.1)

νus(r) = xus
CAα(νs(r))

2r
, (H.2)

for some constant value of xs and xus. These expressions have r dependence, and therefore, one may wonder what

happens if we set the r dependence given in Eqs. (H.1) and (H.2) before taking the r derivative. In this appendix,

we show the expressions one obtains if this is done. The end result is that, whilst the building blocks of the

derivative of the static energy do change, when adding them all up, the changes cancel out, leaving us with the

same expressions. We will show this for the N3LL case.

Thus, we consider now the the singlet static energy with N3LL precision, with the soft and ultrasoft scales given

by Eqs. (H.1) and (H.2). We then take an r derivative, and from the resulting expression only keep terms up to

N3LL order

Fnew
N3LL =

d

dr
V (r, νs(r), νs(r))

∣∣∣∣
N3LO

+
d

dr
δVRG(r, νs(r), νus(r))

∣∣∣∣
N3LL

+
d

dr
δEN3LL

us (r, νs(r), νus(r))

∣∣∣∣
N3LL

. (H.3)

We have added the superscript new to distinguish it from the old expressions, where the r derivatives have been

considered for constant νs and νus, and the r dependence given by Eqs. (H.1) and (H.2) has been considered after

taking the r derivative. Defining for the first term on the RHS above

d

dr
V (r, νs(r), νs(r)) ≡

∞∑
n=0

fnew
n αn+1(νs(r)) , (H.4)

we have

fnew
0 =

CF
r2

, fnew
1 =

CF
4πr2

(
a1(r, νs(r))− 2β0

)
, (H.5)

fnew
2 =

CF
(4π)2r2

(
a2(r, νs(r))− 4a1(r, νs(r))β0 − 2β1

)
,

fnew
3 =

CF
(4π)3r2

(
a3(r, νs(r), νs(r))− 6a2(r, νs(r))β0 − 4a1(r, νs(r))β1 − 2β2

)
.
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From Eq. (7.63) we can deduce that the relation between the new force and the old is

d

dr
V (r, νs(r), νs(r))

∣∣∣∣
N3LO

=
d

dr
V (r, νs, νs)

∣∣∣∣
νs=νs(r)

∣∣∣∣
N3LO

+ CFC
3
A

1

12πr2
α4(νs(r)) . (H.6)

For the second term in the RHS of Eq. (H.3)

d

dr
δVRG(r, νs(r), νus(r))

∣∣∣∣
N3LL

= CFC
3
A

1

r2
α3(νs(r))

{
− 1

6β0
log

(
α(νus(r))

α(νs(r))

)
+
( π

4β0
K +

1

12π

){
α(νus(r))− α(νs(r))

}
+

1

8π

(
2− 1

β0
[a1 + 2β0 log(rνs(r)e

γE )]

)
α(νs(r)) log

(
α(νus(r))

α(νs(r))

)}
.

(H.7)

Recall that K has been defined in Eq. (7.32). Comparing with its analogous version Eq. (7.65), we find

d

dr
δVRG(r, νs(r), νus(r))

∣∣∣∣
N3LL

=
d

dr
δVRG(r, νs, νus)

∣∣∣∣
νs=νs(r),νus=νus(r)

∣∣∣∣
N3LL

+CFC
3
A

1

12πr2
α3(νs(r))

{
α(νus(r))−α(νs(r))

}
.

(H.8)

Considering now the last term on the RHS of Eq. (H.3)

d

dr
δEN3LL

us (r, νs(r), νus(r))

∣∣∣∣
N3LL

= CFC
3
A

1

12πr2
α(νus)α

3(νs)

{
− log(xus) + log 2− 5

6

}
. (H.9)

Comparing with its analogous version Eq. (7.68)

d

dr
δEN3LL

us (r, νs(r), νus(r))

∣∣∣∣
N3LL

=
d

dr
δEN3LL

us (r, νs, νus)

∣∣∣∣
νs=νs(r),νus=νus(r)

∣∣∣∣
N3LL

−CFC3
A

1

12πr2
α(νus)α

3(νs) . (H.10)

We see that adding up Eq. (H.6), Eq. (H.8) and Eq. (H.10) that the extra terms cancel out, and therefore,

considering the r dependence before or after taking the r derivative leads to the same function.
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