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Abstract

Cross section measurement of the muon neutrino charged
current single positive pion interaction on hydrocarbon using

the T2K near detector with 4π solid angle acceptance

Danaisis Vargas Oliva

Institute of High Energy Physics
Autonomous University of Barcelona

Barcelona, Spain
2022

T2K is a long-baseline neutrino experiment located in Japan that aims to measure
neutrino oscillations. An accelerator produces neutrinos, which are detected in a near
detector complex and a far detector (Super-Kamiokande). The neutrino beamline is
designed so that the neutrino energy spectrum can be tuned making T2K the first
experiment to use off-axis. The muon neutrino charged current interactions in the
near detector (ND280) are used to predict the event rate at the far detector and better
constrain the cross section parameters, which is dominant in the oscillation analysis,
together with the flux uncertainty.

We present the study of charged current interactions on carbon with a single pos-
itively charged pion in the final state at the T2K off-axis near detector. This signal,
defined as one negatively charged muon (with 4π solid angle acceptance), one posi-
tive charged pion (that can be observed in the TPC, as an isolated track in the FGD
or via Michel electron tagging), no additional mesons, and any number of nucleons
as the final state particles. This signal constitutes the main background for the muon
neutrino disappearance measurement when the charged pion is not observed, and its
precise knowledge is relevant for all current and planned neutrino oscillation exper-
iments. Single pion production is sensitive mainly to resonant processes, with some
non-resonant and coherent pion production contributions. Additionally, final-state
interactions in the nuclear target have to be considered.

The CC1π+ signal measurement builds on a previous result, with significant changes
to the kinematic particle ranges considered, solid angle acceptance, an increase in
statistics, and a new treatment for the evaluation and propagation of systematic un-
certainties. This thesis has produced a set of flux integrated muon neutrino CC1π+

cross sections on hydrocarbon using the T2K off-axis near detector data. These cross
section measurements are used to reduce model-related systematics, which will be
particularly important for next generation oscillation experiments.

Adler Angles are observable carrying information about the polarization of the
Delta resonance and the interference with the non-resonant single pion production.
They were measured with limited statistics in bubble chamber experiments, but it is
possible to measure the Adler angles for single charged pion production in neutrino
interactions with heavy nuclei as the target.

Key Words: Neutrino Physics, Cross section, Oscillation, Adler angles
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Outline

This thesis details the study of νµ interactions via charged current with one positive
charged pion in the final state with a 4π solid angle acceptance. We aim to characterize
such interaction using the T2K near detector. Ten Chapters and six Appendices form
this thesis.

The thesis starts with the basics that are divided into three chapters: Chapter 1
where a short historical introduction to the discovery of the neutrino is presented.
Some essential elements of the theoretical foundation will be described, such as the
Standard Model, the different neutrino sources, and the concept of neutrino flavor os-
cillation. Then, Chapter 2 that summarizes the current knowledge about the neutrino,
their interactions, and cross section are presented. General discussions of the neutrino
cross section and the neutrino/antineutrino interactions with nucleon and nucleus are
provided. The third one is Chapter 3, where a description of the T2K experiment is
provided. It starts with the main sites J-PARK, near detector complex, and Far detec-
tor. A brief description of the different detectors and components is presented.

The thesis continues with the core of the main analysis, tools and methods are ex-
plained. Chapter 4 describes the motivation for the analysis, the analysis strategy, and
the methods used to unfold the data, validate the fitter, and extract a differential cross
section in kinematic variables. Chapter 5 present the framework used and goes on to
explain the development of the selection used for the analysis and the different steps
and signal that can be studied. Then a description of the signals and their performance
is presented. Using the selection developed and presented is selected and study the
signal of interest for this analysis (CC1π+) and the reconstructed variables computed
with that signal and this is presented in Chapter 6. The characterization and evalua-
tion of systematic uncertainties are presented in Chapter 7. The different sources of
systematic uncertainties (detector, flux, and model) accounted for in this analysis are
briefly explained.

To Finish, this is followed by Chapter 8 where several fit framework validation
studies to ensure the extracted cross sections are not biased are presented. In Chapter
9 are presented the best fit results for the real data and the extraction of the final results
of the cross section. A summary of several prospects and an interpretation of the
results is presented in Chapter 10.
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Chapter 1

Neutrino physics

In 1914, Chadwick demonstrated that the β-spectrum was continuous. In order to
maintain the concept of energy, momentum, and angular momentum (spin) conser-
vation in β-decay Wolfgang Pauli proposed, in an open letter to a physics conference
at Tubingen on 4 December 1930, addressed to "Dear Radioactive Ladies and Gentle-
men", that the existence of a neutral weakly interacting fermion emitted in β-decay
could solve the problems [59]. He called this neutral fermion "neutron", with a mass
of the order of the electron.

In 1932 Enrico Fermi renamed the Pauli particle to neutrino because of the exper-
imental detection of the real neutron as we know it today. Fermi and Perrin inde-
pendently concluded in 1933 that neutrinos could be massless! W. Pauli was afraid
that this neutral, massless particle (as conceived initially) would never be detected.
However, in 1956 (26 years later), Clyde Cowan and Frederick Reines experimentally
detected the neutrino from a reactor source in the United States of America [63].

Nowadays, there are several neutrino experiments worldwide, and the study of
neutrinos extends to a large variety of fields such as Astrophysics, Nuclear Physics,
and Particle Physics. In this chapter, some fundamental elements of the theoretical
foundation will be described, like the Standard Model, the different neutrino sources,
and the concept of neutrino flavor oscillation.

1.1 Standard Model (SM)

The Standard Model of elementary particle physics describes the strong, electromag-
netic, and weak interactions in quantum field theory. It is a gauge theory based on the
local symmetry group SU(3)C × SU(2)L × U(1)Y , where the subscripts C,L and Y
denote color, left-handed chirality, and weak hypercharge, respectively. The SM has
predicted various properties of weak neutral currents and the W and Z bosons with
great accuracy.

The SM includes members of several families of particles like fermions and bosons
(which are the force-carrying gauge particles). They are divided into two categories,
quarks, and leptons, according to the scheme Figure 1.1. They are three generations
of fermions with identical properties but with different masses. In each generation,
leptons are lighter than the quarks, which are constituents of the baryons.
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FIGURE 1.1: Electroweak Standard Model of elementary particles scheme after symme-
try breaking [2]

1.1.1 Electroweak theory

The electroweak part of the SM is based on the symmetry group SU(2)L × U(1)Y ,
which determines the interactions of neutrinos (neutrinos only interact via this force).
In the SM, electroweak interactions can be studied separately from strong interactions
because the symmetry under the color group SU(3)C is unbroken, and there is no
mixing between the SU(3)C and SU(2)L × U(1)Y sectors. Due to mixing between the
neutral gauge bosons of SU(2)L andU(1)Y , the electromagnetic and weak interactions
must be treated together [47].

Lagrangian of the electroweak interaction

The interaction part of the Lagrangian after the spontaneous symmetry breaking via
the Higgs mechanism:

Lint = − g

2
√

2
(J CCα Wα† + h.c.)− g

2cosθW
JNCα Zα − eJ EMα Aα (1.1)

The weak charged current (CC) J CCα , the weak neutral current (NC) JNCα and
the electromagnetic current (EM) J EMα couple to the charged W-boson field Wα, the
neutral Z-boson field Zα and the photon field Aα, respectively. The currents can be
separated into a leptonic part (jα) and a hadronic part (Jα):
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J CCα = jα + Jα (1.2)

Since parity is maximal violated in weak interactions, the weak currents have to
have a vector-axial vector (V −A) structure.

Leptonic currents

The charged current couples to a charged W± boson. It does not change the flavor
but turns a charged lepton into a neutrino or vice versa (more in the next chapter 2).
The coupling involves only left-handed fields leading to a vector-axial vector structure
in the current. Neutral currents couples mediated a neutral Z0 bosons. Those inter-
actions also cannot change the flavor and even keep the identity of the lepton. For
neutrinos, only coupling to left-handed fields is possible; for charged leptons, both
left, and right-handed fields are involved but with different couplings with the weak
mixing angle (Weinberg angle) sinθW . The electromagnetic current couples to pho-
tons.

Each of the contributions are given by:

jCCα =
∑

l=e,µ,τ

ν̄lγα(1− γ5)l (1.3)

jNCα =
∑

l=e,µ,τ

1

2
ν̄lγα(1− γ5)νl −

1

2
(1− 2sin2θW )l̄γα(1− γ5)l + sin2θW l̄γα(1 + γ5)l

(1.4)

jEMα =
∑

l=e,µ,τ

l̄γαl (1.5)

1.1.2 Neutrino in the Standard Model

The β-decay process would imply the emission of electrons and neutrinos that would
gather the energy loss in the process. The β-decay process was defined as: n → p +
e− + ν̄.

Neutrino flavors and masses

During the following decades after the postulation of the neutrino, new particles were
discovered, specifically, the muon and pions. Pions decay into a muon, which emerges
with an almost perpendicular track to the pion, ensuring the existence of an extremely
light particle in the process. Looking at the muon decay, unlike the process µ→ e+ν+
ν̄, the reaction µ→ e+ γ was not observed (its experimental limits were many orders
of magnitude smaller than predicted). Consequently, it was proposed the existence
of two different kinds of neutrinos, one related to the electron and another one to the
muon [70].

In 1962 Leon Max Lederman, Melvin Schwartz, and Jack Steinberger showed that
more than one type of neutrino existed when the νµ was first detected at Brookhaven
National Laboratory (BNL) after the experimental proof of the muon decay into an
electron led to the conclusion that two neutrinos must accompany the latter. Finally,
in 2000 it was announced that the first direct evidence of ντ was discovered by the
DONUT (Direct Observation of the Nu Tau) collaboration [53] after a series of experi-
ments between 1974 and 1977 by Martin Lewis Perl.
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π+ → µ+ + νµ,

π− → µ− + ν̄µ,

µ+ → e+ + νe + ν̄µ,

µ− → e− + νµ + ν̄e.

Neutrinos are leptons, there are three neutrino flavors: electron neutrino (νe), muon
neutrino (νµ) and tau neutrino (ντ ) (Table 1.1). Each neutrino/antineutrino forms a
doublet with the corresponding charged lepton (Figure 1.2).

TABLE 1.1: The family of leptons. Data taken from [3].

Charge leptons Neutrinos
Symbol Charge Mass Symbol Charge Mass

1st

generation
e− -1

0.511 MeV
νe 0

< 3 eV
e+ +1 ν̄e 0

2nd

generation
µ− -1

105.658 MeV
νµ 0

< 0.19 MeV
µ+ +1 ν̄µ 0

3rt

generation
τ− -1

1777.03 GeV
ντ 0

< 18.2 MeV
τ+ +1 ν̄τ 0

FIGURE 1.2: Doublet form for each neutrino and antineutrino [47].

The Z0 decay width can determine the number of neutrinos participating in the
electroweak interaction, confirming that there are three light neutrinos. In the 1990s,
the LSND experiment claimed that three neutrinos were not enough to explain their
results and introduced a "sterile" [24]. The sterile neutrinos do not participate in weak
interactions (and strong and electromagnetic interactions, as all neutrino fields); their
only interaction is gravitational. The search for sterile neutrinos is an active area of
particle physics, and it is expected that future neutrino oscillation facilities could shed
more light on this issue.

Neutrino mass is considered the first manifestation of physics beyond the standard
model and one of the major interrogates of neutrino physics. It is the topic of intense
experimental and theoretical investigation. Pauli proposed the neutrino mass to be of
the order of the electron mass and even massless. Finally, we know now that neutrinos
have mass, although only two small values of squared-mass differences are known
(this can be better understood looking at neutrino oscillations 1.2). Neutrino mass
and mixing are new physics, and there are several models (like leptogenesis [34]) that
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accommodate but do not explain the results. Moreover, we can only argue what is the
most possible.

Helicity

In the late 1950s was shown that parity is violated in weak interactions. Goldhaber
observed that neutrinos have an antiparallel spin at their moment (left-handed) and
antineutrinos have a parallel spin at their moment (right-handed) (Figure 1.3). Neutri-
nos and antineutrinos can be right-handed or left-handed, but all the neutrinos that
we have ever seen are, in fact, left-handed, symmetrically, all of the antineutrinos
right-handed. So in the SM, only left-handed neutrinos and right-handed antineutri-
nos interact. The property that characterizes left-handed or right-handed here is called
"helicity". The helicity of a particle is defined as the z-component of spin divided by
the magnitude of the spin. The helicity is +1 for a right-handed antineutrino, and -1
for a left-handed neutrino since the neutrinos in the SM are considered massless [47].

FIGURE 1.3: Neutrino and antineutrino helicity.

1.2 Neutrino oscillations

Physicists considered the neutrino non-massive for a long time. Today we know that
this picture is outdated. The experimental evidence of solar [16], atmospheric [42], re-
actor [38] and accelerator [18] neutrino oscillation led to the conclusion that neutrinos
are not massless. Those experiments have obtained non-zero differences of squared
neutrino masses and have proven that neutrinos have masses. The mass of the neutri-
nos constitutes the first experimental evidence of physics beyond the Standard Model.
There are alternative models to generate neutrino masses and to extend the Standard
Model. There are two groups of models: Some imply the existence of right-handed
neutrinos (Dirac mass models), other than the leptonic number non-conservation (Ma-
jorana mass models) and some even both, as the most popular explanation of why
neutrinos are massive but so light, the so-called see-saw mechanism [58].

A flavor auto-state (|νl〉) is a quantum superposition of three mass auto-states (|να〉)
[66, 47]. A neutrino with a specific mass has no specific flavor; a neutrino with a
specific flavor has no specific mass.
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|νl〉 =
3∑

α=1

Ulα |να〉 , (1.6)

where l = e, µ, τ , α = 1, 2, 3, Ulα is the leptonic mixture matrix, known as the ma-
trix of Pontecorvo-Maki-Nakagawa-Sakata (PMNS) mixture, and is analogous to the
Cabibbo-Kobayashi-Maskawa (CKM) matrix which mixes the weak and strong quarks
[66, 47].

Ulα =

 Ue1 Ue2 Ue3
Uµ1 Uµ2 Uµ3

Uτ1 Uτ2 Uτ3

 . (1.7)

The physical parameters of the N × N leptonic mix matrix can be divided into
[N(N − 1)]/2 mixing angles and [(N − 1)(N − 2)]/2 physical phases. In the case of
two-generation mixing (N = 2), the mixing matrix only depends on the Cabibbo an-
gle. In the case of three generations (N = 3), it depends on three mixing angles (θ12,
θ23 and θ13) and a physical phase (δCP ) which is called the CP (Charge Parity) trans-
formation violation phase. Experimentally, the violation of the CP transformation was
observed in the K0 and B0 meson systems. The experimental data is compatible with
the hypothesis that the violation of the CP transformation is generated by the physical
phase of the mixture matrix [66, 47].

The three-generation leptonic mix matrix describes a rotation of the shape of Figure
1.4. Rewriting each term according to the mixing angles and the physical phase we
have:

Ulα =

 c12c13 s12c13 s13e
−iδCP

−s12c23 − c12s23s13e
iδCP c12c23 − s12s23s13e

iδCP s23c13

s12s23 − c12c23s13e
iδCP −c12s23 − s12c23s13e

iδCP c23c13

 , (1.8)

being cab ≡ cos θab and sab ≡ sin θab, where 0 ≤ θab ≤ π/2 and 0 ≤ δCP ≤ 2π [66,
47].

FIGURE 1.4: Rotation of the mass and flavor axes.

Currently, the absolute values of the masses of the neutrinos are still unknown,
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but the upper limits were measured (Table 1.1). These upper mass limits can and
will be constrained even more with the next generation of neutrinos experiments. A
maximum limit for the sum of the masses can be obtained by combining data from
the cosmic microwave background, the baryonic acoustic oscillations, and the survey
of galaxies [66], such small masses are indicative of a new fundamental mass scale,
which is not easily explained in the Standard Model [66].

mtot =

3∑
α=1

mα, (1.9)

This mtot is a sum of the neutrino masses. This sum is defined from the effec-
tively stable neutrinos, those with mean lifetimes on cosmological scales. While an
upper limit to the matter density of Ωmh

2 < 0.12 would constrain mtot < 11eV , much
stronger constraints are obtained from a combination of observations of the Cosmic
Microwave Background (CMB) [3].

The discovery of the mass of the neutrino and the leptonic mixture comes from
the observation of the fluctuation of the neutrino’s flavor (was predicted by Bruno
Pontecorvo [60]). Neutrinos can be detected indirectly by identifying the charged par-
ticles produced in the weak charged current interactions. The flavor of the neutrino
destroyed in a weak charged current interaction corresponds, by definition, to the fla-
vor of the associated charged lepton.

The flavor fluctuation takes place as the neutrino propagates in space-time, with
the transition probability determined by the elements of the leptonic mixture matrix,
relating the auto-states of flavor, mass, and a sinusoidal dependence in L/E (distance
L traveled by the neutrino divided by its energy E) with frequencies established by
the differences in eigenvalues of mass [66]. The probability of transition from a νl
neutrino to a νx neutrino can be written as (where ∆m2

αj = m2
α −m2

j ):

P (νl → νx) = δlx − 4
∑
α>j

Re(U∗lαUxαUljU
∗
xj)sin

2

(
∆m2

αjL

4E

)

+ 2
∑
α>j

Im(U∗lαUxαUljU
∗
xj)sin

(
∆m2

αjL

2E

)
(1.10)

For the effects of the oscillation to be observable, the phase (∆m2 L
E ) must be of the

order of 1; this means that the characteristic oscillation length (Losc ∼ E
∆m2 ) should be

similar to the distance between the source and the L detector.

• If L << Losc, oscillations do not have time to develop.

• If L >> Losc, only the average effect on probability is detectable.

If neutrinos are massless, all ∆m2 = 0, e P (νl → νx) = δlx. Thus, the observation of
neutrino oscillations implies that at least one neutrino flavor has a mass different from
zero [66]. For just two flavors of neutrinos, the probability of oscillation is simplified:

P (νl → νx) = sin22θab sin
2

(
∆m2L

4E

)
→ sin22θab sin

2

(
∆m2c3L

4}E

)
, (1.11)
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with the Planck constant } and the speed of light c inserted in the last expression.
When ∆m2 is measured in eV , L in kilometers and E inGeV , the expression becomes:

P (νl → νx) = sin22θab sin
2

(
1, 27

∆m2L

4E

)
. (1.12)

One of the main problems is that experiments studying neutrino oscillation can
determine the differences of squared neutrino masses but not their values.

∆m2
32 = ∆m2

atmospheric ∼ 2.4× 10−3eV 2, (1.13)
∆m2

21 = ∆m2
solar ∼ 7.6× 10−5eV 2, (1.14)

Two observed squared neutrino masses differences are determined from atmo-
spheric/accelerator and solar/reactor neutrino experiments, respectively.

We know that there is a large and a small ∆m2 and that m2 is heavier than m1

(from matter effects) [57]. We don’t know if m3 is heavier or lighter than m1 and m2 or
the absolute mass scale. The latter question is known as the "neutrino mass hierarchy
problem" (Figure 1.5). The absolute mass values (m1, m2, and m3), and the question
of whether the mass hierarchy is normal or inverted, remain unknown. Normal hier-
archy is said to be when m1 < m2 < m3 and inverted when m3 < m1 < m2. Current
data results can reject the wrong hierarchy for more than 20% of all possible values of
yet unknown CP-violating phase δCP [57]. This effect has deep connections to efforts
to determine whether or not the neutrino is its own antiparticle and provides essential
information about the number and types of isotopes produced in supernovae and the
particle/antiparticle asymmetry problem.

FIGURE 1.5: Neutrino mass hierarchy. Though the value of the individual masses m1,
m2 and m3 are unknown, there are two possible orderings [4].
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There are two methods to determine neutrino oscillations:

• Appearance mode: These experiments are focused on the search for a new neu-
trino flavor, absent in the original beam, or an enhancement of neutrinos of a
given flavor in the initial beam.

• Disappearance mode: It is based on the reduction of the expected number of
a particular neutrino flavor at the detector. This method requires an accurate
understanding of the neutrino beam at the source.

In the presence of matter, this vacuum oscillation scheme becomes more compli-
cated [65]. Under certain conditions, an almost complete flavor inversion is possible,
known as the Mikheyev-Smirnov-Wolfenstein effect (MSW effect). Those matter ef-
fects can be crucial.

The equations for the probability of νe (ν̄e) appearance and the probability of νµ,
ν̄µ disappearance in matter:

P (νµ → νe) ≈
1

(A32 − 1)2 sin
22θ13 sin

2θ23 sin
2[(A32 − 1)∆̂32]

∓ α

A32 (1−A32)
cosθ13 sin2θ12 sin2θ23 sin2θ13

× sinδCP sin∆̂32 sinA32∆̂32 sin[(1−A32)∆̂32]

+
α

A32 (1−A32)
cosθ13 sin2θ12 sin2θ23 sin2θ13

× cosδCP cos∆̂32 sinA32∆̂32 sin[(1−A32)∆̂32]

+
α2

A32
2 cos

2θ23 sin
22θ12 sin

2A32∆̂32 (1.15)

P (νµ → νµ) ≈ 1− (cos42θ13 sin
22θ23 + sin22θ13 sin

2θ23) sin2∆̂31, (1.16)

α =
∆m2

21

∆m2
32
<< 1, (1.17)

∆̂ji =
∆m2

ji L

4 Eν
, (1.18)

Aji = 2
√

2GF ne
Eν

∆m2
ji
, (1.19)

wereGF = 1.16637×10−5GeV −2 is the Fermi coupling constant and ne is the elec-
tron density of the matter [41]. Neutrino sources employed in oscillation experiments
are diverse, going from nuclear reactors (ν̄e), atmospheric (νe, ν̄e, νµ, ν̄µ), solar (νe) and
accelerators (νe, ν̄e, νµ, ν̄µ).

Using the νe (ν̄e) appearance we can measure the δCP . Recently was published a
measurement using this long-baseline neutrino and antineutrino oscillations observed
by the T2K experiment were they reported a large increase in the neutrino oscillation
probability, excluding values of δCP that result in a large increase in the observed
antineutrino oscillation probability. These results indicate CP violation in leptons, and
future measurements with larger data sets will test whether leptonic CP violation is
larger than the CP violation in quarks [12].
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1.3 Neutrino sources

There are different sources of neutrinos (Figure 1.6). They can be generated on Earth or
come from space. Most neutrinos that reach the Earth are produced by the Sun (solar
neutrinos). They are the product of the decay of other particles, as those neutrinos
generated by reactions of the subatomic particles in the outer layers of the atmosphere.
Neutrinos are also created in large numbers in supernovae (supernova neutrinos), and
others come directly from the Big Bang (relic neutrinos). We also have neutrinos from
reactors and accelerators.

The phenomenon of neutrino oscillation provides us with a revolutionary and
straightforward solution to the so-called ”atmospheric neutrinos anomaly” and ”so-
lar neutrinos anomaly” however, this idea required experimental confirmation. The
group of atmospheric neutrinos was led by Takaaki Kajita in the Super-Kamiokande
experiment, which in 1998 announced its result, thus confirming the oscillation of at-
mospheric neutrinos. In this way, the atmospheric and solar neutrinos anomalies were
solved [66].

FIGURE 1.6: Various sources of neutrinos depending on the incident neutrino energy.
The shock section for electroweak scattering ν̄e + e− → ν̄e + e− in free electrons as a

function of energy neutrino (for a massless neutrino) is shown for comparison [40].

1.3.1 Solar neutrinos

The Sun is a powerful source of electron neutrinos produced in the thermonuclear
fusion reactions in the solar core. The solar neutrino flux on the Earth is about 6 ×
1010cm−2s−1. The interpretation of the measurements of solar neutrinos requires a
substantial understanding of solar physics and nuclear physics, involved in a complex
chain of reactions that together are called the Standard Solar Model (SSM). The low
energy range for solar neutrinos is from ∼ 10eV to ∼ 15MeV .
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FIGURE 1.7: Solar neutrino reactions chain [69].

In Figure 1.7 we present in schematic form the set of nuclear reactions present in
the SMM. The percentage of the probability of the reaction happening and going to
the following process is indicated. The flow of solar neutrinos predicted by the SSM
as a function of energy is shown in Figure 1.8.

The experiments with solar neutrinos calculate the quotient:

Rsolar =
Nobs

Nth
, (1.20)

whereNobs corresponds to the number of neutrino interactions detected andNth to
the number of theoretical neutrino interactions, based on SSM, using the Monte Carlo
simulation. Was expected Rsolar = 1.

Solar neutrino anomaly

The solar neutrino problem concerned a large discrepancy between the number of
neutrino interactions detected and the expected number of theoretical neutrino in-
teractions. This problem was resolved around 2002. The flow of solar neutrinos is
reduced due to fluctuations in flavor. Ray Davis1 observed a significant deficit of solar
neutrinos in 1968, using 37Cl (Chlorine radiochemical experiment) at the Homestake
mines in South Dakota, United States of America [22].

1together with the Brokehaven collaborators
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FIGURE 1.8: Energy distributions of the solar neutrino flux predicted by the SSM. The
energy ranges associated with the various experiments are indicated at the top of the

figure [66].

To see if neutrino oscillation could explain the solar neutrino deficit, Arthur B.
McDonald conducted an experiment installed in a deep mine in the Canadian city
of Sudbury. This experiment was called SNO (Sudbury Neutrino Observatory) [68].
SNO was designed to detect the three flavors of neutrinos so that the oscillation of
solar neutrinos would not affect the result. SNO detected:

• Charged current interaction: The neutrino is absorbed in the reaction, and an
electron is produced. Only electron neutrinos can participate in this reaction
because the solar neutrinos have energies smaller than the mass of muons and
tau.

• Neutral current interaction: The neutrino break the deuteron into neutron and
proton and continues with slightly less energy. All three neutrinos are equally
likely to participate in this interaction.

• Electron elastic scattering: The neutrino collides with an electron in the atom
and transfer some of its energy to the electron. All three neutrinos can interact
true this channel through neutral current, and electron neutrinos can also inter-
act through charged current.

Because the Sun only emits electron neutrinos, the detection of muonic or tau neu-
trinos would confirm the oscillation phenomenon [66]. So it is clear that that one was
the first real sign of neutrino oscillation.
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1.3.2 Atmospheric neutrinos

The neutrinos generated by interactions of protons (p) of cosmic rays with nucleus
(AX) in the top of the Earth’s atmosphere (Figure 1.9) are called atmospheric neutri-
nos. In these reactions we have formation of pions (π±) or kaons (K±) that will decay
into muons (µ±) and muonic neutrinos or antineutrinos (νµ ou ν̄µ).

FIGURE 1.9: Schematic view of neutrino production by cosmic-ray proton interactions
in the atmosphere, with generation of pions and muons [47].

Where muons can decay into electrons (e−) or positrons (e+) and electron neutrino
or antineutrino (νe or ν̄e) plus antineutrino electrons or muonic neutrino (ν̄µ ou νµ).
The energy range for atmospheric neutrinos is from ∼ 10GeV to ∼ 100TeV .

p+A X → π± + AX
′
,

↘ K± + AX
′
,

π± → µ± + νµ(ν̄µ),

K± → µ± + νµ(ν̄µ),

µ± → e± + νe(ν̄e) + ν̄µ(νµ).

The experiments to observe atmospheric neutrinos are designed underground to
dampen the effects of cosmic rays and other sources of stellar background. They can
be detected by directly observing their charged current interaction within the detector.
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Atmospheric neutrino anomaly

The atmospheric neutrino anomaly is the discrepancy between the observed and ex-
pected number of electron and muon neutrino interactions in underground detectors.

Ratm =
N
νe,µ
obs

N
νe,µ
th

, (1.21)

whereNνe,µ
obs corresponds to the number of electron and muon neutrino interactions

detected and N
νe,µ
th to the number of theoretical electron and muon neutrino interac-

tions.

1.3.3 Reactor neutrinos

FIGURE 1.10: The Daya Bay Neutrino Experiment added water into the pool holding
the four antineutrino detectors in 2012 [5].

Nuclear reactors are very intense sources of neutrinos that have been used all along the
neutrino’s history, from its discovery up to the most recent oscillation studies. Nuclear
reactors isotropically produce ν̄e in the β decay of neutron-rich radioactive materials
in nuclear power plants. The standard detection process for reactor neutrinos occurs
through the reverse β decay (where n is the neutron) ν̄e + p → n + e+. There are
some experiments in nuclear plants like CHOOZ or CHOOZ 2 (Ardennes, France) [37]
and San Onofre (in the Bugey reactor) [64]. The energy range for reactor neutrinos is
from ∼ 0.1MeV to ∼ 10MeV . Figure 1.10 shows the Daya Bay Reactor Neutrino
Experiment, located in Daya Bay, China, and designed to measure the mixing angle
θ13 using antineutrinos produced by reactors.

1.3.4 Accelerator neutrinos

Accelerator neutrinos are produced by artificial sources by scattering particles over
a specific target. The energy range for accelerator neutrinos is from ∼ 10MeV to
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∼ 10GeV . The process for obtaining a neutrino beam from accelerators is as follows
(Figure 1.11):

FIGURE 1.11: Accelerator neutrino flux production.

• Incident primary protons extracted from an accelerator complex collide with a
light target (such as Beryllium, Carbon, and Aluminum). The incident primary
proton energies vary, from 8GeV up to 450GeV [46].

• The secondary particles (mainly pions) produced by the interactions are focused
on by electromagnetic horns. These devices produce a toroidal magnetic field;
this results in a checkmark that focuses on π+ and de-focusing π−, or vice versa
[46].

• The focused secondary particles enter a decay region to produce neutrinos. The
main mode of decay when focusing on π+ is π+ → µ+ + νµ, resulting in a beam
mainly composed of νµ. However, there are also contributions from the decay
of kaons produced on the target (Kµ2, Kµ3, Ke3) that give rise to higher energy
neutrinos and νe in the beam. Muons, (resulting from the decay of the pions)
decay in the form of µ+ → e+ + ν̄µ + νe to give an additional source of νe and of
ν̄µ along with the π− → µ− + ν̄µ de-focusing π−, which reach the decay region.
A beam mainly composed of ν̄µ can be produced by inverting the polarity of the
electromagnets [46].

In the case of the T2K beam, it will be explained in more detail in Chapter 3.
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Chapter 2

Neutrino interactions

Some fundamental elements of the theoretical foundation are described in this chap-
ter. We will provide a general discussion of the neutrino cross section and the neu-
trino/antineutrino interactions with the nucleon and the nucleus. We will be doing
emphasis on interactions via Charge Current (CC).

2.1 Notation

Theoretical formalism with the quantities that describe the kinematics of the neutrino
interaction is found in Figure 2.1.

FIGURE 2.1: Diagram of two bodies
scattering, between an incident neutrino

and a nucleon.

• Incoming neutrino νl:

– 4-moment: pν = (Eν ,
→
pν)

– mass: 0

• Incoming nucleon N :

– 4-moment: pN = (EN ,
→
pN )

– mass: mN

• Boson exchanged W ou Z:

– 4-moment: q = (Eq,
→
q )

• Outgoing lepton l ou νl:

– 4-moment: pl = (El,
→
pl)

– mass: ml

• Outgoing hadron N ′:

– 4-moment: pN ′ = (EN ′ ,
→
pN ′)

– mass: mN ′

Mandelstam variables (Lorentz invariant) for two bodies scattering between an
incident neutrino and a nucleon are defined as:

s = (pν + pN )2 = (pl + pN ′)
2, (2.1)

t = −q2 = Q2 = (pν − pl)2 = (pN − pN ′)2, (2.2)
u = (pν − pN ′)2 = (pN − pl)2, (2.3)
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where s is the energy of the center of mass and Q2 = −q2 is the moment trans-
ferred.

2.2 Neutrino-nucleon scattering

Neutrino-nucleon interactions are described, with good precision, by the SM, although
the standard model works with massless neutrinos [47].

2.2.1 cross section

The cross section measures the probability that a particular reaction takes place, and
can be calculated if the basic interaction between the particles. If F is the flow of
particles striking a target (number of incident particles per unit area and unit time),
the differential cross section is:

σ =
dσ

dΩ
(E,Ω) =

1

F

dNs

dΩ
(2.4)

were dNs
dΩ is the number of scattered particles in the solid angle dΩ per unit time.

The differential cross section has dimensions of area (geometric section of target inter-
cepted by the beam flux). In general, dσ varies with the energy of the beam flux and
with the angle of scattering.

In the real situation the target is a large object with many nucleons. In ν experi-
ments, a common configuration assumes the target at rest. If Nt is the target density
within a certain volume, andNs is the number of incoming particles that are scattered,
the cross section is:

σ =
Ns

φNt
, (2.5)

The general expression of the differential cross section for the collision of two par-
ticles (i = 1, 2) and N outgoing particles (f = 1, ..., N ) is given as [47]:

dσ = (2π)4 δ4

(∑
f

p′f
∑
i

pi

)
1

4[(p1 ∗ p2)2 −m2
1 m

2
2]1/2

(
Πf

d3p′f
(2π)3 2E′f

)
|M|2 (2.6)

The amplitudeM is the invariant matrix element for the process under consider-
ation. For particles with non-zero spin, unpolarized cross sections are calculated by
averaging over initial spin components and summing over final. There is no averaging
over initial neutrino helicity for the neutrinos since they occur only left-handed. How-
ever, for convenience of calculation, one can formally sum over both helicity states, the
factor (1 − γ5) guarantees that right-handed neutrinos do not contribute to the cross
section.

The spin averaged matrix element squared is then given by:

|M|2 =
G2
F

2
LαβW

αβ (2.7)
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were G2
F is the Fermi coupling constant, Lαβ is the leptonic tensor, and Wαβ is the

hadronic tensor. They are

Lαβ = LSαβ ± iLAαβ (2.8)

Wαβ = Wαβ
S + iWαβ

A (2.9)

with Wαβ
S(A) being real symmetric (antisymmetric) tensor. The cross section follows

Eq. 2.6:

d2σ

dΩdEl
=

d2σ

d cos θl dφ dEl
=
G2
F

4π2

|~k|
|~k′|

LαβW
αβ (2.10)

We also need the differential cross section in terms of the hadronic invariant mass
W and the squared momentum transfer Q2 = −q2, which equals the Mandelstam
variable t (equations 2.1). The total cross section for a given incident neutrino energy
is then given by:

σ(Eν) =

∫ Wmax

Wmin

dW

∫ Q2
max

Q2
min

dQ2 dσ

dQ2dW
(2.11)

with s = m2
N + 2mNEν , Wmin = mN ′ , and Wmax =

√
s−ml.

Q2
min = −m2

l + 2Eν(El − |~k
′ |)

=
2mNE

2
ν −mNml −m2

lEν − Eν
√

(s−m2
l )

2 − 2(s+m2
l )m

2
N +m4

N

2Eν +mN
, (2.12)

Q2
max = −m2

l + 2Eν(El − |~k
′ |)

=
2mNE

2
ν −mNml +m2

lEν + Eν

√
(s−m2

l )
2 − 2(s+m2

l )m
2
N +m4

N

2Eν +mN
(2.13)

2.2.2 Decomposition of the cross section

The interactions of neutrinos can be separated into interactions of charged current
(CC) and neutral current (NC). The total cross section is written as:

σt = σ(CC) + σ(NC), (2.14)

being σt the total cross section, σ(CC) the cross section for CC and σ(NC) the cross
section for NC. In the charged current, the incident neutrino/antineutrino interacts
through a W± boson, changing its identity but not its flavor. Whereas, in the neutral
current, the incident neutrino or antineutrino interacts through a boson Z0, maintain-
ing its identity and without changing its flavor. For each of the currents, we have
three associated channels: the quasi-elastic (QE), the production of resonance (RES),
the deep inelastic scattering (DIS). Below we detail each of them.

In Figure 2.2 we have the graph of the neutrino and antineutrino cross section -
nucleon divided by neutrino energy and plotted as a function of the incident neutrino
energy for the charge current interactions. The experimental data are from: NOMAD
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[55], MiniBooNE [15], NOMAD [55], ANL(Argonne National Laboratory) [35], ANL
[26], GGM [54], BEBC [21], ANL [36], FNAL [52], Baker [25], Serpukov [28], and SKAT
[31]. The curves shown were obtained from the NUANCE event generator [33].

FIGURE 2.2: Neutrino and antineutrino cross section as a function of neutrino and an-
tineutrino energies for Charge Current interactions decomposed into different contri-

butions: QE, RES, DIS.

2.2.3 Elastic and quasi-elastic process

The scattering of a neutrino with a nucleon can be quasi-elastic where the identity
changes from the neutrino to the charged lepton (Table 1.1) corresponding (charged
current) or elastic where the neutrino identity is maintained (neutral current). For
energies of Eν ≈ 2GeV This is the most important reaction (Figure 2.3).

FIGURE 2.3: Feynman diagrams for
quasi elastic scattering.

CCQE : νl +N → l− +N
′
,

ν̄l +N → l+ +N
′
,

NCE : νl +N → νl +N,

ν̄l +N → ν̄l +N.

Differential cross section and form factors

The differential cross section for QE is given by:

d2σ

dQ2
=
m2
NG

2
F cos

2θc
8πEν

[
A∓ (s− u)

m2
N

B +
(s− u)2

m4
N

C

]
(2.15)

and A, B, and C are defined as the following function of various nucleon form
factors that are functions of Q2, the square of the four-momentum transferred from
the incoming neutrino to the nucleon:
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A =
m2
l +Q2

m2
N

[
(1 + τ)F 2

A − (1− τ)(F V1 )2 + τ(1− τ)(F V2 )2 + 4τF V1 F
V
2

−
m2
l

4m2
N

(
(F V1 + F V2 )2 + (FA + 2FP )2 − (

Q2

m2
N

+ 4)F 2
p

)]
(2.16)

B =
Q2

m2
N

FA(F V1 + F V2 ) (2.17)

C =
1

4
(F 2

A + (F V1 )2 + τ(F V2 )2) (2.18)

s− u = 4mNEν −Q2 −m2
l (2.19)

τ =
Q2

4m2
N

(2.20)

Neutrino and antineutrino scattering differ by the sign in front of the B term. The
cross section is valid for all flavors dependent on the lepton mass ml. Note that FP
is multiplied by m2

l /m
2
N so its contribution is negligible for νµ and νe, but becomes

important for ντ .
The cross section is given in terms of four unknown form factors F V1 and F V2 that

are vector form factors, FA is the axial form factor, and FP is the pseudoscalar form
factors. The vector form factors can be related to electron scattering form factors by
assuming Conserved Vector Current Hypothesis (CVC), we get:

F V1 (Q2) =
(GpE(Q2)−GnE(Q2)) + Q2

4m2
N

(GpM (Q2)−GnM (Q2))

1 + Q2

4m2
N

(2.21)

F V2 (Q2) =
(GpM (Q2)−GnM (Q2))− (GpE(Q2)−GnE(Q2))

1 + Q2

4m2
N

(2.22)

GM andGE are the nucleon’s magnetic and electric form factors, respectively. Hav-
ing related the vector form factors to electron scattering, we shall look at the axial and
the pseudoscalar form factors. They can be related by:

FP (Q2) =
2m2

N

Q2 +m2
π

FA(Q2) (2.23)

and by applying a dipole form for the axial form factor:

FA(Q2) =
gA(

1 + Q2

M2
A

)2 , (2.24)

where gA is the axial vector constant and MA is the axial mass.

2.2.4 Resonance pion production

Neutrinos can excite the target nucleon to a state of resonance (R) where the result-
ing baryonic resonance (∆, N∗) decays in a variety of possible final states, producing
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combinations of nucleons and mesons. The resonance production (Figure 2.4) is dom-
inated by the resonance ∆(1232) [29]. Resonance production is typically described in
neutrino interaction simulations using the Rein-Seghal model.

FIGURE 2.4: Feynman diagrams for res-
onance pion production.

CCRES : νl +N → l− +R,

ν̄l +N → l+ +R,

NCRES : νl +N → νl +R,

ν̄l +N → ν̄l +R.

Differential cross section and form factors

The differential cross section for the CCRES process is calculated to be:

d2σ

dQ2dW
=
G2
F cos

2θc
16π

W

(s−m2
N )2

δ(W 2 −m2
∆)LαβW

αβ (2.25)

where θc is the Cabibbo angle1 and m∆ is the mass of the ∆. The ∆ width (Γ) is
accounted for in the cross section by replacing δ(W 2 −m2

∆) with:

δ(W 2 −m2
∆)→ 1

π
W

Γ

(W 2 −m2
∆)2 +W 2Γ2

(2.26)

Up to the present day different authors use different vector and axial-vector tran-
sition form factors CV,Ai with i = 3, · · · , 6. The two more common approaches are the
parametrization of the neutrino scattering data with phenomenological form factors
and calculating those form factors within quark models.

2.2.5 Deep inelastic scattering

Given enough energy, the neutrino can arrange the individual quarks of the nucleon;
this is called deep inelastic scattering (DIS) and is manifested in the creation of a
hadronic shower. The contribution of DIS (Figure 2.5) is vital for higher energies as it
increases in proportion to the energy. Deep inelastic scattering neutrino interactions
are typically modeled with the Rein-Seghal coherent model.

1the Cabibbo angle is related to the relative probability that down and strange quarks decay into up
quarks.
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FIGURE 2.5: Feynman diagrams for
deep inelastic scattering.

CCDIS : νl +N → l− +X,

ν̄l +N → l+ +X,

NCDIS : νl +N → νl +X,

ν̄l +N → ν̄l +X.

2.3 Neutrino-nucleus scattering

The treatment of the scattering of neutrinos in the nuclear environment is more com-
plex. The neutrino interacts with a single nucleon, and then the intranuclear cascade
starts, but the impact area should usually include many nucleons. The processes in-
volve effects of the Fermi momentum, the spectral function (SF), the nuclear structure,
and the final state interactions (FSI) (Figure 2.6).

νl + AX → l− + AX
′
,

ν̄l + AX → l+ + AX
′
.

FIGURE 2.6: The processes involve effects of the Fermi momentum, the nuclear struc-
ture, and the final state interactions (FSI).

In the experiments, the cross section is calculated on the nucleus, which is divided
by the number of nucleons giving a rough approximation of the cross section in the
nucleon.

2.3.1 2p2h

The 2p-2h MEC process takes place when a weak or electromagnetic boson from the
leptonic current is exchanged by a pair of nucleons (2-body current), leading to the
emission of two nucleons from the primary vertex (Figure 2.7). These states, where
two nucleons are promoted above the Fermi level leaving two holes inside the Fermi
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sea, contribute significantly to the so-called "dip region". They correspond to excita-
tion energies between the quasi-elastic (QE) and resonant (RES) excitation peaks.

These contributions are essential for a correct interpretation of current and forth-
coming neutrino oscillation experiments. They strongly rely on our understanding
of neutrino-nucleus scattering at intermediate energies (from 0.5 to 10 GeV) and the
nuclear-structure effects involved. The impacts of 2p-2h are taken into account in the
RFG-based descriptions provided by Martini and Nieves [47].

FIGURE 2.7: Feynman diagrams for 2p2h.

2.3.2 Final state interactions (FSI)

The FSI describes the propagation of particles created in a primary neutrino interac-
tion through the nucleus (Figure 2.9). All MC generators (but GIBUU) use the intranu-
clear cascade model. The primary interaction on the neutrino event generator gives
the interaction mode (Figure 2.8 top), once the interaction mode has been chosen, the
neutrino event generators code moves on to dynamics (intranuclear cascade).

FIGURE 2.8: Interaction modes (top) and interaction topologies (bottom).

After the intranuclear cascade, we obtain the interaction topologies (Figure 2.8 bot-
tom) that are the interaction modes after being affected by the nuclear environment.
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Pions or nucleons can re-interact within the nuclear medium before leaving the nu-
cleus changing the outgoing particle content or kinematics in the final state. The inter-
action topologies are defined based on the multiplicity of outgoing pions.

The FSI of hadrons within the nuclear medium is also simulated using a micro-
scopic cascade model. In the case of final state pions, the considered processes are
inelastic scattering, pion absorption, and charge exchange. The simulated nucleon in-
teractions are elastic scattering and single ∆ production. FSI interactions alter both
the multiplicity of pions in the final state and the kinematics of the pions.

2.3.3 Neutrino event generators

Neutrino event generators are irreplaceable tools in high-energy physics, employed to
make preliminary studies successfully, detector design and optimization, data anal-
ysis, and systematic error evaluation. Monte Carlo event generators connect exper-
iment and theory. There are several neutrino event generators, and they all differ
slightly. Some common event generators used in neutrino community are Geant4,
FLUKA (for transport of particles through matter), PYTHIA (for high-energy colli-
sions of elementary particles), GENIE [6], GiBUU [7], NEUT [48], NUANCE, NuWro
[8] (for neutrino interactions). Depending on the event generators, the models are
different. GENIE, NEUT, and NuWro use the Nieves model, NuWro uses Transverse
Enhancement (TE) model by Bodek, and GENIE uses the dytman model. Rein-Sehgal
[62] model is commonly used for coherent pion production, but the Berger-Sehgal
model replaces RS in NuWro, GENIE.

In a perfect world, MC generators would contain "pure" theoretical models, but in
the real world, the theory does not cover everything, so neutrino and non-neutrino
data are used to tune generators.

• Elastic and quasi-elastic process:

– Llewellyn-Smith model is usually used for charged current quasi-elastic
scattering

– Not much difference here between generators (but default parameters)

– Nucleon structure is parametrized by form factors

• Resonance production:

– Rein-Sehgal model describes single pion production through baryon reso-
nances below W = 2GeV

– It is used by GENIE and NEUT

– However, GENIE includes only 16 resonances, and interference between
them is neglected

• Deep inelastic scattering:

– Quark-parton model is used for deep inelastic scattering

– Bodek-Young modification to the parton distributions at low Q2 is included
by most generators
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FIGURE 2.9: Schematic of nuclear effects and FSI [9].

2.4 Adler angles

The Adler reference system describes the pπ+ final state in the pπ+ reference system.
The definition of the Adler angles is shown in Figure 2.10. The Adler angles (φ and
θ) are sensitive to the transverse and longitudinal polarization of the pπ+ system for
interactions mediated by a ∆++, ∆+ and for non-resonant contributions.

The two angles are properly defined at the nucleon interaction level, but the FSI
and the Fermi momentum of the target nucleon alter them [39].

FIGURE 2.10: Definition of the Adler angles at the nucleon (true) level (a) and the nu-
clear level (b). The momenta of the particles are defined in the q = ~pν - ~pµ rest frame

[39].

To evaluate the relative contributions to the Adler angles of the Fermi momentum
and the FSI, they should be computed under three assumptions:
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• True: We should estimate the parameters using the full kinematic information
at the nucleon level. These results are experimentally measurable only with a
hydrogen target [39],

• Pre-FSI: We should use the true kinematics of the pion at the nucleon level, but
we ignore the target nucleon’s momentum. In this case, the effect of the Fermi
momentum is taken into account, but the FSIs are ignored [39],

• Post-FSI: We should use the information of the pion leaving the nucleus and ig-
nore the kinematic information of the target nucleon. These are the actual exper-
imental observables, and they contain the effect of both the Fermi momentum
and of the FSI [39].

2.4.1 Adler angles at the nucleus level

Modern experiments detect neutrino interactions on relatively heavy nuclei (carbon,
oxygen, iron, argon) targets. Therefore, the definition of the Adler angles needs to be
modified. The first modification is mandated by the fact that usually, the proton is
not detected. In this case, the pπ+ reference system needs to be redefined based on
detector observable [39]. They are defined by looking at the µ− and the π+ that escape
the nucleus, so we already have nuclear effects influencing those measurements.
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Chapter 3

The T2K experiment

FIGURE 3.1: A schematic of a neutrino’s journey from the neutrino beamline at J-PARC
(red dot), through the near detectors complex (yellow dot) and then travels 295 km

underneath to Super Kamiokande (blue dot) [9].

T2K (Tokai to Kamioka) [14] is a long-baseline neutrino experiment located in Japan
(Figure 3.1), which aims to measure neutrino oscillations parameters with precision
of δ(∆m23

2) ∼ 10−4 eV 2 and δ(sin22θ23) ∼ 0.01 via νµ disappearance studies and
achieving a better sensitivity through the search for νµ → νe appearance (1

2sin
22θ13

> 0.004 at 90% CL for CP violating phase δCP = 0). T2K was designed to probe the
mixing of the νµ with other species and cast light on the neutrino mass hierarchy. It
looks explicitly for the oscillation νµ → νe appearance, thereby measuring θ13. T2K
is also now moving to constrain the the value of δCP by measure muon neutrino to
electron neutrino oscillations and the corresponding antineutrino oscillations.

Figure 3.1 shows a schematic layout of the T2K experiment as a whole. The T2k
far detector (Super Kamiokande) is used to measure neutrino rates at a distance of
295km from the accelerator. The experiment includes a neutrino beamline and a near
detectors complex (Figure 3.2) at 280 m (ND280, INGRID, WAGASCI), that are used
to characterize the beam just after production. At the near detector site, we have an
on-axis detector(INGRID) and two off-axis detectors (ND280, WAGASCI). These mea-
surements are essential to characterize signals and backgrounds observed in the Super
Kamiokande far detector.

The T2K collaboration consists of over 500 physicists and technical staff members
from 59 institutions in 12 countries (Canada, France, Germany, Italy, Japan, Poland,
Russia, South Korea, Spain, Switzerland, the United Kingdom, and the United States)
[14]. The construction of the neutrino beamline started in April 2004. The complete
chain of accelerator and neutrino beamline was successfully commissioned in 2009,
and T2K began accumulating neutrino beam data for physics analysis in January 2010.
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FIGURE 3.2: Near detectors complex. The off-axis detector and the magnet are located
on the upper level; horizontal INGRID modules are located on the level below; and the

vertical INGRID modules span the bottom two levels [9].

3.1 Accelerator (J-PARC)

The J-PARC accelerator (Figure 3.3) at Tokai, Ibaraki, consists of three accelerators:
a linear accelerator (LINAC), a rapid-cycling synchrotron (RCS) and the main ring
(MR) synchrotron. An H− beam is accelerated up to 400 MeV by the LINAC and is
converted to an H+ beam by charge-stripping foils at the RCS injection. The beam
is accelerated up to 3 GeV by the RCS with a 25 Hz cycle. The harmonic number of
the RCS is two, and there are two bunches in a cycle. About 5% of these bunches are
supplied to the MR. The rest of the bunches are provided to the muon and neutron
beamline in the Material and Life Science Facility. The proton beam injected into the
MR is accelerated up to 30 GeV. The MR has two extraction points: slow extraction for
the hadron beamline and fast extraction for the neutrino beamline. The time structure
of the extracted proton beam is key to discriminating various backgrounds, including
cosmic rays, in the different neutrino detectors [14].
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FIGURE 3.3: A schematic of the J-PARC site [10].

3.2 T2K beam

Each proton beam spill consists of eight proton bunches extracted from the MR to the
T2K neutrino beamline. The neutrino beamline is composed of two sequential sec-
tions: the primary and secondary beamlines. In the primary beamline, the extracted
proton beam is transported to point toward Kamioka. In the secondary beamline, the
proton beam impinges on a target to produce secondary pions, which are focused by
magnetic horns and decay into neutrinos [14].

3.2.1 Primary beamline

The primary beamline can be divided into three sections: the preparation, the arc,
and the final focusing. In the preparation section, the extracted proton beam is tuned
with four steerings, two dipoles, and five quadrupole magnets. In the arc section, the
beam is bent toward the direction of Kamioka using 14 doublets of superconducting
combined function magnets (SCFMs). The beam orbit is corrected using three hori-
zontal and vertical superconducting steering magnets. In the final focusing section,
four steering, two dipoles, and four quadrupole magnets guide and focus the beam
into the target (Figure 3.4).
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FIGURE 3.4: A schematic of the T2K neutrino beam production [9]

3.2.2 Secondary beamline

The secondary beamline (Figure 3.4) can be divided into three sections: the target sta-
tion, decay volume, and beam dump. Protons from the primary beamline are directed
to the target via the beam window. The proton beam produces mesons in the target
station, and three magnetic horns focus on these mesons. These mesons then decay
via the following processes:

π+ → µ+ + νµ and K+ → µ+ + νµ (FHC)

π− → µ− + ν̄µ and K− → µ− + ν̄µ (RHC)

Inside a single volume of∼ 1500 m3, filled with helium gas to reduce pion absorp-
tion. The neutrino or antineutrino beam configurations are called ”forward horn cur-
rent” (FHC) mode or ”reverse horn current mode” (RHC) mode, respectively. How-
ever, imperfect horn focussing allows some wrong-sign contamination, and some of
the subsequent muons also decay, alongside some of the kaons via another mode, to
produce a small (anti)electron neutrino component to the beam:

µ+ → e+ + νe + ν̄µ and K+ → π0 + e+ + νe (FHC)

µ− → e− + ν̄e + νµ and K− → π0 + e− + ν̄e (RHC)

All the hadrons and muons below ∼ 5 GeV/c are stopped by the beam dump.
The neutrinos pass through the beam dump and are used for physics experiments.
Any muons above ∼ 5 GeV/c that pass through the beam dump are monitored to
characterize the neutrino beam.

The T2K GPS time synchronization system provides O(50 ns) scale synchroniza-
tion between neutrino event trigger timestamps at Super-Kamiokande, and beam spill1

timestamps logged at J-PARC. The system’s heart is a custom electronics board called
the local time clock (LTC). The LTC module also provides the beam trigger for the
beam monitors. At each site, two independent GPS systems run in parallel at all times
to eliminate downtime during T2K running [14]

3.2.3 Neutrino flux

To achieve a narrow band neutrino beam, T2K follows the off-axis method (Figure
3.5). The neutrino beam is purposely directed at an angle with respect to the baseline
connecting the proton target and the far detector, Super Kamiokande (Figure 3.6).

1The spill number is the accumulated number of received signals.
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FIGURE 3.5: Neutrino beam T2K in as function of the neutrino energy for three angles
configurations [9].

The neutrino beamline is designed so that the neutrino energy spectrum can be
tuned by changing the off-axis angle down to a minimum of ∼2.0◦, from the current
maximum angle of ∼ 2.5◦. The narrow-band νµ beam generated toward the far de-
tector has a peak energy at ∼ 0.6 GeV , which maximizes the effect of the neutrino
oscillation at 295 km and minimizes the background to νe appearance detection.

FIGURE 3.6: A schematic of the secondary beamline, near detector complex and SK,
showing the configuration for on and off-axis [9].

3.3 T2K on-axis near detector: INGRID

The on-axis near detector, INGRID (Interactive Neutrino GRID), was designed to di-
rectly monitor the neutrino beam direction and intensity. The beam center is measured
to a precision better than 10 cm by observing the number of neutrino events in each
module.

The INGRID detector (Figure 3.7) consists of 14 identical modules arranged as a
cross of two identical groups along the horizontal and vertical axis and two additional
separate modules located at off-axis directions outside the main cross. The center of
the INGRID cross, with two overlapping modules, corresponds to the neutrino beam
center, defined as 0◦ with respect to the direction of the primary proton beamline. The
purpose of the two off-axis modules is to check the axial symmetry of the neutrino
beam [14].
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FIGURE 3.7: INGRID on-axis detector [9].

The INGRID modules consist of a sandwich structure of nine iron plates and 11
tracking scintillator planes. Each of the 11 tracking planes consists of 24 scintillator
bars in the horizontal direction glued to 24 perpendicular bars in the vertical direction
with Cemedine PM200. They are surrounded by veto scintillator planes to reject in-
teractions outside the module. Since adjacent modules can share one veto plane in the
boundary region, the modules have either three or four veto planes. Each veto plane
consists of 22 scintillator bars segmented in the beam direction [14].

3.4 T2K off-axis near detector: ND280

The ND280 off-axis detector is formed by a water-scintillator detector optimized to
identify π0 (the P∅D), three time projection chambers (TPCs), and two fine-grained
detectors (FGDs). An electromagnetic calorimeter (ECal) surrounds the P∅D, TPCs,
and FGDs. The whole off-axis detector is placed inside a magnetic field provided by
the recycled UA1 magnet and a side muon range detector (SMRD). The detector is
simulated using GEANT4. An example of the event display for the GEANT4 Monte
Carlo simulation is shown in Figure 3.9.
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FIGURE 3.8: An exploded view of the ND280 off-axis detector [9].

(A) lateral view (B) top view

(C) front view

FIGURE 3.9: Event display using GEANT4 Monte Carlo simulation of the ND280 de-
tector, lateral view (a), top view (b), front view (c) [9].
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The principal function of ND280 is to measure the neutrino beam’s flux, energy
spectrum, and flavor composition by observing charged current neutrino interactions.
The tracker (TPCs + FGDs) is optimized to measure the momenta of charged par-
ticles, particularly muons and pions produced by charged current interactions. The
ND280 tracker is intended to measure the νµ and νe fluxes and spectra and various
charged current cross sections.

3.4.1 Pi-Zero detector (P∅D)

The P∅D detector is located at the upstream end of the inner volume of the magnet.
It consists of tracking planes of scintillating bars alternating with lead foil and water
(H2O) target bags. The primary objective of the P∅D is to measure the neutral current
process νµ + N → νµ + N + π0 + X on a water target. The scintillator bars provide
fine segmentation to reconstruct charged particle tracks (muons and pions) and elec-
tromagnetic showers. The mass of the detector with water is 16.1 tons.

3.4.2 Fine grained detector (FGD)

The ND280 detector contains two massive fine-grained detectors (FGDs), which pro-
vide the target mass for neutrino interactions and track charged particles coming from
the interaction vertex. The two FGD modules, placed after the first and second TPCs,
consist of layers of finely segmented scintillator bars. The first FGD consists of 5760
scintillator bars, arranged into 30 layers of 192 bars each, with each layer oriented al-
ternatively in the x and y directions perpendicular to the neutrino beam. The second
FGD is a water-rich detector consisting of 7 x-y sandwiches of plastic scintillator lay-
ers alternating with six 2.5 cm thick layers of water. Both of them contain 1.1 tons of
material. Comparing the interaction rates in the two FGDs permits separate determi-
nation of cross sections on carbon and water. Direction and ranges of short tracks such
as recoil protons produced by CC interactions in the FGDs are measured.

3.4.3 Time projection chamber (TPC)

The ND280 detector contains three time projection chambers (TPCs), which measure
the momenta of particles produced by interactions in the detector and it is used to
reconstruct the neutrino energy spectrum. The TPC tracking and dE/dx (Figure 3.10)
measurements in the TPC will also determine the sign of charged particles and identify
muons, pions, and electrons.

From the considerations above, the key measurements for the TPC system are:

• Momentum: here, the goal is to reach a 10% resolution at 1 GeV/c. Given the
limited curvature offered by the low magnetic field, this will require good space
point resolution. The requirement on the momentum resolution drives the seg-
mentation of the readout plane [14].

• Energy scale: the T2K physics goals require understanding the energy scale at
the 2% level. This goal can be met using a combination of magnetic field mea-
surement and mapping, absolute momentum calibration using a physical signal
(the invariant mass of K0 produced in DIS neutrino events and decaying in the
TPC volume), excellent control of the electric field distortions [14].
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FIGURE 3.10: Energy loss and momentum of positively charged particles produced in
neutrino interactions. The expected relationships for muons, positrons, protons, and

pions are shown by the curves [32]

• Particle identification through ionization energy loss: here, the purpose is to
identify electrons from muons in the 0.5−1.0GeV/cmomentum range. The typ-
ical separation between the electron and muon dE/dx is 30 to 40%. To achieve a
3 σ separation between the electron and the muon tracks, a dE/dx measurement
below 10% is needed. Considering the number of samples, the track length, and
the resolution achieved by previous TPCs, this goal can be met. It requires a
careful calibration of the detector response both over the readout planes and as
a function of time [14].

3.4.4 Electromagnetic calorimeter (ECal)

The ND280 ECal is a sampling electromagnetic calorimeter surrounding the inner de-
tectors (P∅D, TPCs, FGDs). It is made of layers of plastic scintillator bars interleaved
with lead foils. The ECal has 13 independent modules of three different types ar-
ranged: six Barrel-ECal modules surround the tracker volume on its four sides par-
allel to the z (beam) axis; one downstream module (Ds-ECal) covers the downstream
exit of the tracker volume, and six P∅D-ECal modules surround the P∅D detector
volume on its four sides parallel to the z-axis. The main purpose is to measure those
γ−rays produced in ND280 that do not convert in the inner detectors measuring their
energy and direction; it is critical for the reconstruction of π0 decays. It also helps in
the detection of charged particles and the extraction of information relevant for their
identification (electron-muon-pion separation).
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3.4.5 UA1 magnet

ND280 uses the UA1 magnet operated with a magnetic field of 0.2 T , perpendicular
to the neutrino beam direction, to measure momenta with good resolution and de-
termine the sign of charged particles produced by neutrino interactions. The field is
sufficiently uniform in intensity and direction. The magnet consists of water-cooled
aluminum coils, which create the horizontally oriented dipole field and a flux return
yoke. Each of the two symmetric fractions mirrored about a vertical plane containing
the beam axis consisting of 8 C-shaped yokes (Figure 3.11), made of low-carbon steel
plates.

FIGURE 3.11: UA1 magnet C-shaped yokes [9].

3.4.6 Side muon range detector (SMRD)

The SMRD consists of three layers of scintillator modules on the top and bottom for all
yokes, and it is formed by a total of 440 scintillator modules which are inserted in the
1.7 cm air gaps between 4.8 cm thick steel plates which make up the UA1 magnet flux
return yokes. The SMRD records muons escaping with high angles with respect to the
beam direction and measures their momentum triggers on cosmic-ray muons that en-
ter or penetrate the ND280 detector and helps identify beam-related event interactions
in the surrounding cavity walls and the iron of the magnet.



3.5. T2K off-axis far detector: Super Kamiokande (SK) 39

3.5 T2K off-axis far detector: Super Kamiokande (SK)

Located in the Mozumi mine of the Kamioka Mining and Smelting Company, Japan,
is the T2K off-axis far detector, Super Kamiokande. The detector lies 1 km under-
ground (Figure 3.12). It is the world’s largest land-based water Cherenkov detector,
consisting of a welded stainless-steel tank, 39 m in diameter and 42 m tall, with a to-
tal nominal water capacity of 50,000 tons [14]. The detector contains approximately
13,000 photo-multiplier tubes (PMTs) that image neutrino interactions in pure water.
Super Kamiokande has been running since 1996 and has produced data for several
well-known results that include world leading limits on the proton lifetime [67, 49,
56] and the measurement of flavor oscillations in atmospheric, solar, and accelerator-
produced neutrinos [43, 44, 17, 23, 50].

FIGURE 3.12: A schematic of the Super-Kamiokande [11].

The detector is located 295 km west of the beam source, where it is used to sample
the beam’s flavor composition and look for νµ → νe appearance and νµ disappearance.
The geometry of the Super Kamiokande detector consists of two major volumes, an
inner and an outer detector which are separated by a cylindrical stainless steel struc-
ture.

• The outer detector (OD) is a cylindrical space about 2m thick radially and on the
axis at both ends. The OD contains along its inner walls 1,885 outward-facing 20
cm diameter PMTs.

• The inner detector (ID) is a cylindrical space 33.8 m in diameter and 36.2 m in
height, which currently houses along its inner walls 11,129 inward-facing 50 cm
diameter PMTs. The ID is well instrumented, with 40% PMT cathode surface
coverage, so that there is sufficient spatial resolution to infer a number of physi-
cal quantities from the imaged neutrino interactions.
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FIGURE 3.13: Cone of Cherenkov light produced by charged particles (from the neu-
trino interactions) while they traverse the water [11].
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FIGURE 3.14: Particle identification in the SK detector. The particle identification (PID)
parameter distribution is used to classify Cherenkov rings as electron-like and muon-
like. Events to the left of the blue line are classified as electronlike and those to the right
as muon-like. The filled histograms show the expected number of single ring events af-
ter neutrino oscillations, with the first and last bins of the distribution containing events
with discriminator values above and below the displayed range, respectively. The verti-
cal error bars on the data points are the standard deviation due to statistical uncertainty.
The PID algorithm uses the light distribution properties, such as the blurriness of the
Cherenkov ring, to classify events. The insets show examples of an electron-like (left)

and muon-like (right) Cherenkov ring [12]

Neutrino interactions often produce charged particles that, if above an energy
threshold, produce a cone of Cherenkov light as they traverse the water (Figure 3.13).
The Cherenkov light is emitted in a cone shape to the direction of a charged particle.
The photo-multiplier tubes (PMTs) of the wall of the tank detect this Cherenkov light.
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When the photons reach the PMTs on the detector walls, they produce a ring-shaped
hit pattern (Figure 3.14) [14]. The PMTs have information on the detected light quan-
tity and the detection timing. The energy, direction, interaction point, and type of the
charged particle are decided by the data from the PMTs.

The wall facing into the ID is lined with a black sheet of plastic meant to absorb
light and minimize the number of photons that either scatter off of the ID wall back
into the ID volume or pass through from the ID to the OD. However, the walls facing
the OD are lined with the highly reflective material Tyvek to compensate for the OD’s
sparse instrumentation. With the Tyvek, photons reflect off of the surface of the OD
walls and have a higher chance of finding their way to one of the OD PMTs [14].

The measurement of the oscillation in the Super Kamiokande ID of νµ → νe or
νµ → ντ , is to count CCQE interactions for νµ and νe. The number of muons mea-
sured will give of the νµ disappearance while the number of electrons gives of the νe
appearance. Muons, due to their relatively large mass, that travel through the detec-
tor produce a well-defined cone of Cherenkov radiation which leads to a clear, sharp
ring of PMT hits seen on the detector wall. Electrons scatter more easily due to their
smaller mass and almost always induce electromagnetic showers at the energies rele-
vant to Super Kamiokande. The result of an electron-induced shower is a blurred ring
pattern seen by the PMTs, which can be thought of as the sum of many overlapping
Cherenkov light cones. These differences are used by the Super Kamiokande event
reconstruction software to separate between muon-like or electron-like particles. The
OD is an active veto of cosmic ray muons and other backgrounds. The PMT array
in the OD is capable of an almost 100% rejection efficiency of cosmic ray muon back-
grounds.

3.6 Recent results and future

The main objective of T2K is to measure neutrino oscillations. It looks explicitly for
two oscillation channels: νµ → νµ disappearance and νµ → νe appearance. Most of
the parameters have been measured with < 10% precision; the θ23 mixing angle is
known with 15% precision. Due to the ability of the production of νµ/ν̄µ beam, T2K
can provide some information about the remaining unknown parameters (δCP and
mass hierarchy) [14, 45].

Most recently, T2K reported a measurement that favors a large enhancement of
the neutrino oscillation probability, excluding values of δCP which results in a large
enhancement of the observed antineutrino oscillation probability at three standard
deviations. The data show a preference for values of δCP which are near maximal CP
violation (see Figure 3.15), while both CP conserving points, δCP = 0 and δCP = π, are
ruled out at the 95% confidence level [12]; this is a world leading result and uses the
value of θ13 from reactor experiments.
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FIGURE 3.15: Constraints on PMNS oscillation parameters. Subfigure a shows 2D con-
fidence intervals at the 68.27% confidence level (CL) for δCP vs sin2 θ13 in the preferred
normal ordering. The intervals labeled T2K only indicate the measurement obtained
without using the external constraint on sin2 θ13, while the T2K + Reactor intervals do
use the external constraint. The star shows the best-fit point of the T2K + Reactors fit
in the preferred normal mass ordering. Subfigure b shows 2D confidence intervals at
the 68.27% and 99.73% confidence level for δCP vs. sin2 θ23 from the T2K + Reactors
fit in the normal ordering, with the color scale representing the value of negative two
times the logarithm of the likelihood for each parameter value. Subfigure c shows 1D
confidence intervals on δCP from the T2K + Reactors fit in both the normal (NO) and
inverted (IO) orderings. The vertical line in the shaded box shows the best-fit value
of δCP , the shaded box itself shows the 68.27% confidence interval, and the error bar
shows the 99.73% confidence interval. Notably, there are no values in the inverted or-

dering inside the 68.27% interval [12].
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This measurement relied on the modeling of experimental apparatus to infer the
parameters governing the oscillations of neutrinos. The make measurements of neu-
trino oscillation parameters, precise knowledge of the interaction cross section is re-
quired. The main sources of systematic uncertainty in the data analysis are flux, cross
section modeling, and the detectors’ responses. The different types of uncertainties
are shown in Table 3.1. The main three contributions come from nucleon removal en-
ergy in the interaction model, electron neutrino and antineutrino interaction model,
and neutrino production and interaction model constrained by ND280 data, in that
order [12].

Type of Uncertainty
νe/ν̄e Candidate

Relative Uncertainty (%)

Super-K Detector Model 1.5
Pion Final State Interaction and Re-scattering Model 1.6

Neutrino Production and Interaction
2.7

Model Constrained by ND280 Data
Electron Neutrino and Antineutrino Interaction Model 3.0

Nucleon Removal Energy in Interaction Model 3.7
Modeling of Neutral Current Interactions

1.5
with Single γ Production

Modeling of Other Neutral Current Interactions 0.2
Total Systematic Uncertainty 6.0

TABLE 3.1: The systematic uncertainty on the predicted relative number of electron
neutrino and electron antineutrino candidates in the Super-K samples with no decay

electrons [12].

Because of the J-PARC program of upgrades of the beam intensity, the T2K-II pro-
posal requires an increase of the exposure by a factor of ten. The Hyper-K proposal
increases by a factor ten of the far detector mass. Facing the potential rise in statis-
tics by two orders of magnitude, it is of great importance to undertake a vigorous
program of near detector upgrades, intending to reduce the statistical and systematic
uncertainties at the appropriate level of 3-4% or less on the prediction of the νµ → νe
and ν̄µ → ν̄e appearance signals in the far detector for a given set of oscillation pa-
rameters. The ND280 upgrade goals are to use his quasi-3D imaging to improve tar-
get tracking, proton detection threshold, and neutron detection capabilities. It will
enhance high-angle acceptance by using High-Angle TPC’s and reduce the Time of
Flight background [19].

T2K ended its data-taking run on February 12, 2020. T2K has accumulated a total
of 3.64× 1021 protons on target (POT) so far.
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Chapter 4

Motivation and analysis strategy

This chapter describes the motivation for the analysis, the analysis strategy, and the
methods used to unfold the data, validate the fitter, and extract a differential cross
section in kinematic variables.

4.1 Motivation

T2K is a long-baseline neutrino experiment located in Japan, aiming to measure neu-
trino oscillations. An accelerator produces neutrinos, which are then detected in a
near detector complex and a far detector (Super-Kamiokande). The main objective of
the near detectors in a neutrino oscillation experiment (like T2K) is the reduction of
systematic errors in the oscillation analysis. Therefore the events selected at the near
detector are used to constrain the flux and cross section parameters. The muon neu-
trino charged current interactions in the near detector (ND280) are used to predict the
event rate at the far detector and better constrain the cross section parameters, which
are dominant in the oscillation analysis together with the flux uncertainty.

Rnear = Φnear(Eν) · σnear(Eν) ·Ntnear , (4.1)
Rfar = Φfar(Eν) · σfar(Eν) ·Ntfar · Posc, (4.2)

where Posc is the probability of oscillation, R is the rate of interactions in the detec-
tor, Φ is the neutrino flux, σ is the cross section (both Φ and σ depend on the neutrino
energy (Eν)), and Nt is the number of targets, all for both near and far detectors.

The νl + n → l− + p (in the antineutrino case ν̄l + p → l+ + n), represent the sim-
plest form of neutrino-nucleon (antineutrino-nucleon) interaction, where the charged
current (CC) induces a transition from the neutrino (antineutrino) in its corresponding
charged lepton l− (l+) that results as the signal for an event. The final state interac-
tions (FSI) can produce more than one ejected nucleon and, the production of reso-
nances with the absorption of the emitted pions can also produce more ejected nucle-
ons. These contributions affect the reconstruction of neutrino energy and confuse the
classification of the event.

This thesis study the signal, defined as a single negatively charged muon and a
single positively charged pion exiting from the target nucleus with 4π detector accep-
tance, constitutes the main background for the muon neutrino disappearance mea-
surement when the charged pion is not observed, and its precise knowledge is relevant
for all current and planned neutrino oscillation experiments. Single pion production is
sensitive mainly to resonant processes, with non-resonant and coherent pion produc-
tion contributions. Additionally, final-state interactions in the nuclear target have to be
considered. Adler Angles are observable carrying information about the polarization
of the ∆ resonance and the interference with the non-resonant single pion production.
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They were measured with limited statistics in bubble chamber experiments, but it is
possible to measure the Adler angles for single charged pion production in neutrino
interactions with heavy nuclei as the target.

The neutrino fluxes, for the experiments, are produced by secondary decays of
pions and kaons, usually produced in high proton-nucleon/nucleus collisions. The
beam produces a range from hundreds of MeV to several GeV. In this energy range,
the dominant contribution to the neutrino-nucleus cross section comes from reactions
with CC, from the channels: quasi-elastic scattering, resonance production, and deep-
inelastic scattering.

When studying these interactions, there are some challenges, our incomplete un-
derstanding of the nuclear effects contributing to the cross section, and inaccuracies
in reconstructing the neutrino energy. We have three levels of uncertainties related to
neutrino cross section knowledge; cross sections at the nucleon level are not perfectly
known, the nuclear medium effects modify the cross sections, and these primary in-
teractions are embedded in the nucleus, where nuclear effects can modify the event
topology. Currently, the QE scattering is well studied. We now need to accurately
model interactions occurring at higher energies like RES [39].

The use of computational tools is important. The current selections in ND280 [61]
are mainly focused on selecting forward-going tracks (Figure 4.1) produced by neu-
trino interactions inside the FGDs. In contrast, events selected at SK are selected with-
out requiring a forward-going track because of the 4π coverage of the detector. A new
selection was developed to select these events with 4π solid angle acceptance.

FIGURE 4.1: Distribution of the cosine of the angle between the reconstructed µ direc-
tion and the beam direction in the events selected at ND280 for true CC0π interactions

by reaction [27]

This thesis describes the performance of the new selection (see Chapter 5) that was
developed for the νµ charged current multiple pions interactions with and 4π solid
angle acceptance; the measurement of the momentum and angular distributions (se-
lecting backward and high angle going tracks) using runs 2, 3, 4 and 8 from production
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6T in ND280. This selection has been moved to BANFF (Beam And Nd280 Flux mea-
surement task Force) to be used by the fit to reduce and cross-check the assumptions
made to constrain the expected number of events at SK. The selection has the follow-
ing structure: it first consists of a CC inclusive selection, divided into four samples,
depending on the direction of the muon candidate. Each sample is then split into
three exclusive samples by either vetoing or requesting the presence of a pion. The
CC0π-like samples consist of events without any pions, CC1π+-like samples contain
events with exactly one positive pion, the CCother samples consist of the rest of the
events, and with more than one pion or one negative pion.

The different samples of this selection can be used to measure neutrino cross sec-
tions with a 4π solid angle coverage to allow a direct comparison of our data in ND280
with SK and other experiments. The sample separation can be used to measure the
cross section on the CC1π+ samples as a function of the muon and positive pion mo-
mentum and angle. A measurement of this sample is essential to constraints of both
the flux and the cross section parameters.

The 4π acceptance of the SK detector allows for the selection in all directions of
leptons produced by neutrino interactions. The expected distributions of cos θ are
shown in Figure 4.2 for the νe and νµ samples.

FIGURE 4.2: Distribution of the cosine of the angle between the reconstructed ring di-
rection and the beam direction in the events selected for the νe appearance (left) and νµ

disappearance (right) analysis at SK [27].

In the νe appearance channel, 6 of the 28 events have a backward-going electron.
The effect is less evident in the νµ analysis since there is no cut on the reconstructed
energy and the backward events tend to have smaller momenta. Still, even in the νµ
sample, a non-negligible amount of leptons are produced in the backward direction
[45].

4.2 Analysis strategy

The primary aim of this thesis is to provide a better characterization of the physical
processes that constitute the main background for the muon neutrino disappearance
measurement, particularly the nuclear effects mentioned in chapter 2. To achieve this,
a measurement of a flux-integrated, νµ CC1π+ differential cross section on a hydro-
carbon (C8H8) target is made as a function of muon and positive pion kinematics.
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4.2.1 Signal definition

The signal is defined in terms of the final state particles observed in the detector. The
collection of final state particles that define a particular event is denoted as the topol-
ogy in this thesis. The broad signal definition consists of neutrino interaction events
on plastic scintillator (C8H8), which contain one negatively charged muon, one posi-
tive charged pion, and any number of nucleons as the final state particles where the
initial vertex occurred in the fiducial volume of the detector (Figure 4.3). This signal
is called CC1π+ topology, and due to this definition, it removes as much dependence
on the interaction modeling1 as possible.

FIGURE 4.3: Schematic of the different signal. TPCs are shown in light blue, FGD1 in
light green and ECal in gray.

The event kinematics observable of interest are the measured muon and positive
pion momentum (Pµ andPπ+), the cosine of the polar angles between the incident neu-
trino z-axis2 and the outgoing muon and positive pion direction (cos θµ and cos θπ+).
The neutrino z-axis and the detector z-axis, at ND280, are slightly out of alignment,
which is corrected in this analysis. The signal selection has further specific criteria
for signal events driven by the detection capabilities of ND280. Since the signal is
defined in terms of the final state particles, interactions where a pion was produced
in the initial interaction and subsequently absorbed in the nucleus will be lost, but
the ones in which a pion was produced in the nuclear medium will be included in
the signal definition. Control sample samples are used to assess that the implemented
background models can well-describe the data within the freedom afforded to them in
their systematic parameters. A summary of the signal and control sample definitions
is presented below (more in chapter 6).

• Signal: one negatively charged muon, one positive charged pion, and any num-
ber of nucleons as the final state particles.

• Control sample: one negatively charged muon, one positive charged pion, one
other charged pion (charge or neutral), and any number of nucleons as the final
state particles.

• Observables: Muon momentum and angle (Pµ, cos θµ) and positive pion mo-
mentum and angle (Pπ+ , cos θπ+).

• Flux: T2K νµ flux, version 21bv2.

1For example: to correct for pion re-absorption effects
2The z-axis is defined to be the direction of the neutrino propagation.
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• Target: plastic scintillator (C8H8) in the FGD1 fiducial volume.

• Phase space: Muons withPµ ≤ 200MeV and positive pions withPπ+ ≤ 160MeV
(more in chapter 6).

4.2.2 cross section definition

The measurement of the double-differential and quadruple-differential CC1π+ cross
sections on scintillator (C8H8) for ND280 is extracted in fit to data as a function of the
muon and positive pion kinematics (Pµ, cos θµ, Pπ+ and cos θπ+). The cross section is
measured as a function of variables directly observable in the detector to reduce the
dependence on the nuclear model used in the Monte Carlo (MC) event generator.

The muon and positive pion kinematics variables are directly observable in the
detector. In contrast, other reconstructed variables such as the neutrino energy (Eν) or
the transferred momentum (Q2) depend on the underlying model of cross section, and
it is important to perform as much as possible a model independent measurement.

A flux-integrated cross section is extracted rather than a flux-averaged or flux-
unfolded cross section; this avoids flux corrections that depend on the assumption of
neutrino energy. The three standard ways to extract a cross section are flux-unfolded,
flux-averaged, and flux-integrated. For the cross section extraction we need: the
variable or variables used (xi), the number of selected signal events in a given bin
i (N signal

i ), the signal efficiency in each bin (εsignal,MC
i ), the neutrino flux as a function

of the neutrino energy (Φ(Eν)), the integrated flux (Φ), the neutrino energy distribu-
tion in each bin (wi(Eν)), the number of nucleons in the fiducial volume (NFV

nucleons),
and the bin width (∆xi).

• The flux-unfolded cross section (eq 4.3): In this case we need to know the
proper wi(Eν), which makes it strongly dependent on the particular model cho-
sen to apply this correction. Nevertheless, since it has been fully corrected for
the flux, it can be used to compare between different experiments directly.

dσ

dxi
=

N signal
i

εsignal,MC
i

∫ Eνmaxi

Eνmini
wi(Eν) Φ(Eν) dEνNFV

nucleons

× 1

∆xi
(4.3)

• The flux-averaged cross section (eq 4.4): This case produces experiment-dependent
results because it has not been fully unfolded for the particular neutrino flux
in each kinematic bin. It is also still model-dependent since an assumption on
Eν

min
i and Eνmaxi for each kinematic bin must be made to apply the average flux

correction.

dσ

dxi
=

N signal
i

εsignal,MC
i

∫ Eνmaxi

Eνmini
Φ(Eν) dEνNFV

nucleons

× 1

∆xi
(4.4)

• The flux-integrated cross section (eq 4.5): This case produce experiment-dependent
results since no bin-by-bin correction for the flux is applied. It is also completely
model-independent since no assumption needs to be made on the particular
neutrino energy distribution in each kinematic bin; this is the method used for
this analysis.

dσ

dxi
=

N signal
i

εsignal,MC
i ΦNFV

nucleons

× 1

∆xi
(4.5)
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cross sections Kinematic bin Model dependent
dσ

dPµd cos θµdPπ+d cos θπ+
∆xi = ∆Pµ,i ∆ cos θµ,i ∆Pπ+,i ∆ cos θπ+,i No

dσ
dPµd cos θµ

∆xi = ∆Pµ,i ∆ cos θµ,i No
dσ

dPπ+d cos θπ+
∆xi = ∆Pπ+,i ∆ cos θπ+,i No

dσ
dEν

∆xi = ∆Eν,i Yes
dσ
dW ∆xi = ∆Wi Yes
dσ
dQ2 ∆xi = ∆Q2

i Yes

TABLE 4.1: Flux-integrated cross sections to be reported in this analysis (in Chapter 9).

This analysis will report several flux-integrated cross sections (see Table 4.1). In
order to report a νµCC1π+ cross section, reconstruction efficiency is defined as 5.8.

The metric used to evaluate the performance of cross section distributions (nomi-
nal/post fit) is χ2 goodness test. This χ2 is defined as follows:

χ2 = (~σfiti − ~σ
true
i )V −1

fit (~σfiti − ~σ
true
i ), (4.6)

where σi is the cross section for bin ith for the post-fit and truth cross section,
and Vfit is the post-fit covariance matrix; this quantifies the compatibility between the
post-fit result and a chosen true distribution.

4.2.3 Fit method

This analysis uses a binned maximum likelihood method to perform a fit to the num-
ber of selected events in FGD1 (ND280) fiducial volumes as a function of outgoing
muon and positive pion kinematics Pµ, cos θµ, Pπ+ and cos θπ+).

The maximum likelihood components are the total χ2 (the test statistic minimized
by the fit), the Poisson likelihood (how well the MC matches the data), and the penalty
term (penalizes fit for moving systematic parameters away from nominal). We want to
find a set of parameters that make the MC best describe the data in the fitting process.
These parameters should describe the signal to extract (signal fitting parameters) and
the background processes which either affect the best set of fit parameters or their error
(nuisance parameters). The best fit parameters are those that maximize the likelihood:

L = Lstat × Lsyst (4.7)

Or minimizing the logarithm (−2log(L)), which approximates the (χ2) for large
data samples (Wilks’ Theorem [71]).

χ2 = χ2
stat + χ2

syst = −2log(Lstat)− 2log(Lsyst) (4.8)

The statistical term (Lstat) is the binned Poisson likelihood (using Stirling’s approx-
imation):

− 2log(Lstat) = χ2
stat =

reco bins∑
j

2

(
NMC
j −NDT

j +NDT
j log

NDT
j

NMC
j

)
, (4.9)
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where NMC
j and NDT

j are the number of events in each reconstructed bin j, for MC
and data respectively, the systematic term (penalty term) describes how well the nui-
sance parameters agree with their nominal values, which are our prior on the nuisance
parameters.

− 2log(Lsyst) = χ2
syst = (~asyst − ~asystprior)

T (V syst
cov )−1(~asyst − ~asystprior), (4.10)

where~asyst are the vector of nuisance parameters,~asystprior prior are their prior values,
and V syst

cov is the covariance matrix describing the confidence in the nominal parameter
values as well as correlations between the parameters. The systematic penalty term
allows for the use of prior knowledge in the fit from both theory and external exper-
imental data. The systematic parameters are approximated and treated as Gaussian
distributions in the fit.

Overall, −2log(Lstat) describes how well the data and the simulation agree in re-
constructed bins: the smaller the discrepancy, the smaller this term is, while,−2log(Lsyst)
increases as parameters are moved far from their prior values (relative to the prior co-
variances set on them).

The analysis is tested by running a series of fits to a variety of data inputs pro-
duced by altering the nominal MC simulation designed to test a particular aspect of
the analysis. The tests are essential to quantify the robustness of the fit to biases in the
priors, accurately fit underlying physics, and identify possible failure modes of the fit.

The fit output contains a variety of information that can be used to assess the va-
lidity of the fit, including:

• The post-fit set of parameter values and covariance matrices: This can be used
to judge if the pulls are reasonable given the input model, and the behavior of
model parameters can be studied with fake data studies.

• Likelihood scans each parameter around the best fit point: Can check how Gaus-
sian the likelihood is for a given parameter.

• Pre/post-fit reconstructed distributions and the χ2 contribution per sample: Can
be used to see how well the post-fit agrees with the fake or real data and calculate
a p-value for the fake or real data fit.

• Error/log output from the fit routine3: Will indicate errors with the minimiza-
tion, such as if the covariance was forced positive definite or if the fit failed to
converge.

4.2.4 Unfolding method

Unfolding is a key part of cross section analyses. Almost all recent results which can
be compared to theory/generator predictions are unfolded. The cross section result
can be biased if the unfolding is done without care. Neutrino-nucleus interactions are
not well understood and therefore should certainly not be confined to one model, so
it is crucial to extract a result that is not dependent on the input signal model.

The unfolding method is implemented by allocating a free template weight param-
eter (denoted as ci) to each bin of the true distribution, which acts as a normalization
constant for that bin, in addition to the nuisance parameters; this allows model inde-
pendence. The template weight can freely increase or decrease the number of selected

3like MINUIT output
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signal events from the MC in a given bin of true variables (not altering the weight of
background events). The effect of changing the number of events in a true bin on the
number of events in a reconstructed bin needs to be known to compare to the data
distribution.

The fit finds the combination of values for the template weights and the nuisance
parameters, which minimizes the χ2 described above, resulting in a set of post-fit pa-
rameters and their uncertainties. The post-fit parameter values are then used to cal-
culate the number of signal events in the true distribution that best fits the data and
is subsequently used to extract the cross section. An advantage of this method in
contrast to other types of unfolding or a fit for model parameters is that, with fine
enough bins, the result is not inherently biased to the shape of the input simulation
as the template weights are entirely free to move the signal model since they have no
prior constraint. The input simulation is still used to model the background processes,
which can be validated by assessing the goodness of fit in control sample regions [1].

In the absence of any systematic fit parameters, these template weights influence
the number of expected events (NMC

j used to calculate the likelihood in Eq. 4.9),
including background events, from the input simulation as:

NMC
j = NMC, signal

j +NMC, bkg
j =

[ truth bins∑
i

ci ·
in bin i,j∑

m

wsignalm

]
+

[ in bin j∑
m

wbkgm

]
, (4.11)

where the index i runs over true kinematic bins, the index j runs over recon-
structed kinematic bins, the index m runs over events in bin i, j and wm is the weight
assigned to the event m by the input simulation for signal and background. The back-
ground is typically categorized by topology (like CCother or, in this case, CC1π+1π±,0).

In addition to the template weights, the fit includes systematic parameters for cross
section model4, detector, and neutrino flux variations. The total number of selected
events in a reconstructed bin can then be rewritten to include these as additional event
weights:

NMC
j = dj ·

Eν bins∑
k

fk ·

([ truth bins∑
i

ci ·
in bin i,j,k∑

m

(σm wm)signal
]

+

[ in bin j,k∑
m

(σm wm)bkg
])

(4.12)

• The fk terms are the flux systematic parameters. They will change the modeled
behavior of the neutrino flux and give additional weight to the events depending
on which neutrino energy bin (k) they fall into. Their prior values describe the
neutrino/antineutrino flux and its wrong-sign component. The prior values are
defined as one and are constrained by the flux covariance matrix, which the
Beam group supplies.

• The dj terms are the detector systematic parameters. They describe the uncer-
tainty of the way the detector reconstructs events. They act as weights to increase
or decrease the total number of events in a reconstructed bin. The nominal val-
ues are defined to be one and are constrained by the detector covariance matrix,

4the theoretical modeling of our signal and background samples is not perfect and contains uncer-
tainties
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which is calculated using many toy throws of HighLAND2 detector systematic
and enters in the penalty term given in Eq. 4.10.

• The σm terms are the model systematic parameters. These weights will depend
on the event truth information related to the neutrino interaction and FSI, so they
will need to be calculated and applied to each event individually. Each term acts
as a weight to account for the effect of altering a model systematic parameter
(like MRES

A ) that is constrained by the model covariance matrix and has pre-fit
prior values obtained by fits to external data.

The fit will vary the template, flux, cross section, and detector parameters corre-
sponding to both signal and nuisance parameters to find the values which best de-
scribe the data by minimizing χ2. It will produce a set of post-fit values, errors, co-
variance, and correlations for each fit parameter. These best fit parameters (ci, fk, and
dj) will be used to re-weight the input simulation. The σm weights are computed
event-by-event from the best fit values of the model systematic parameters. With this,
we can obtain the unfolded number of signal events in the truth kinematics bins that
will be used in Eq. 4.5 to obtain the double-differential and quadruple-differential
neutrino cross sections:

N signal
i = ci ·

Eν bins∑
k

fk ·
[ reco bins∑

j

dj ·
in bin i,j,k∑

m

(σm wm)signal
]

(4.13)

This analysis is a blinded analysis where the entire analysis was developed with
MC simulation without looking at the data. The procedure to unblind and perform
the fit to data and check its validity is the following:

• Prepare and process data into the proper format for the fit.

• Run the control samples only fitting to data

• Check for mechanical fit failures from Minuit log output.

• Check reconstructed event distributions.

• Check post-fit values and errors by looking for parameters that were pulled out-
side their prior 1σ uncertainties, or for parameters with unrealistic post-fit con-
straints compared to the prior uncertainty using the Asimov studies as a guide-
line for expected sensitivity.

• Run full fit with signal and control samples.

• Check for mechanical fit failures as before.

• Check reconstructed event distributions.

• Check post-fit values and errors. Looking for the same criteria as the control
samples.

Maximum likelihood fit has shown good performance in the past, and it will be
the unfolding procedure for this analysis.
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4.2.5 Monte Carlo and data sets

The data taking periods that are used in this analysis, and the corresponding MC and
sand5 samples, are detailed in Table 4.2 along with the number of protons on target
(POT) for each sample. Detector conditions were taken into account by generating
separate MC samples splitting runs into periods with water (w) and air (a) in the P0D
sub-detector. The current results rely on MC processed with the production 6T6 using
runs 2, 3, 4, and 8. The same sand MC files are used with each data run.

Sample MC magnet POT Data POT Sand POT Period
Run 2w 1.20375 ×1021 4.33502 ×1019 1.04833 ×1021 Nov. 2010→ Feb. 2011
Run 2a 1.68019 ×1021 3.59885 ×1019 1.04833 ×1021 Feb. 2011→Mar. 2011
Run 3a 3.05005 ×1021 1.59337 ×1020 1.04833 ×1021 Mar. 2012→ Jun. 2012
Run 4w 2.18428 ×1021 1.69529 ×1020 1.04833 ×1021 Oct. 2012→ Feb. 2013
Run 4a 2.10003 ×1021 1.78927 ×1020 1.04833 ×1021 Feb. 2013→May. 2013
Run 8w 9.60684 ×1021 4.92944 ×1019 1.04833 ×1021 Oct. 2016→ Dec. 2016
Run 8a 1.48441 ×1021 1.73408 ×1020 1.04833 ×1021 Jan. 2017→ Apr. 2017
Total 2.13095 ×1022 8.09835 ×1020 7.33831 ×1021

TABLE 4.2: T2K data-taking periods in neutrino mode and the POT used in this analysis
for data and MC.

5‘Sand’ refers to the interactions that occur outside of the N280 detector, and are simulated with a
separate set of files to the standard MC( which is also known as ‘Magnet MC’)

6‘Production’ refers to the MC that is generated using NEUT (version is 5.4.0. in this case). New MC
is generated constantly



55

Chapter 5

Selection Development

This chapter presents the framework used, the selection development, and the perfor-
mance of this new 4π acceptance selection.

5.1 HighLAND2 framework

The analysis was performed using a high-level framework called "HighLAND2" (High-
Level ANalysis Development), which is designed to simplify the process of analyzing
data in particle detectors. It allows the user to develop selections, run analyses, plot
results, and evaluate the impact of systematic errors. Two sets of packages were im-
plemented (HighLAND2 and PSyChE) to allow this.

FIGURE 5.1: Structure of the framework and package hierarchy of HighLAND2

HighLAND2 uses the PSyChE (Propagation of Systematics and Characterization
of Events) packages as the core. In practice PSyChE is part of the HighLAND2 distri-
bution (Figure 5.1). PSyChE is a high-performance set of packages that perform event
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selection, propagation of systematics, and generalization of the BANFF interface. The
main reason to keep PSyChE and HighLAND2 separated is that PSyChE should run
directly by fitters on an event-by-event basis. The framework’s core is usually devel-
oped only by HighLAND2 experts, while there is more freedom in the non-PSyChE
part.

5.2 Previous selections

A selection needs to be developed (if not present in Highland2). In the case of this
analysis, the objective was to study a CC1π+ signal with 4π solid angle acceptance.
Present in the code were two selections developed by previous IFAE students:

• NuMuCCMultiPi [61]: Developed by Raquel Castillo in 2015, this selection fo-
cused on multipion tracks signals and analyzed the only forward-going tracks.
Figure 5.2 shows the efficiency of CC1π as a function of the muon kinematic of
these samples.

• NuMuCC4pi [45]: Develop by Alfonso Garcia in 2017, this selection was the first
one that tried to recover muons in 4π solid angle acceptance. Figure 5.3 shows
an example of the kinematic of this sample.

FIGURE 5.2: Efficiency CC1π as function of the muon kinematic using NuMuCCMultiPi
selection [61].

FIGURE 5.3: Efficiency CC1π as function of the muon kinematic using NuMuCC4pi
selection [45].
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So based on these selections, a new one was developed that allow us to study
four main signals (CCinclusive, CC0π, CC1π+ and CCother) and two sub-signals of
CCother (CC1π+1π± and CC1π+1π0) each with 4π acceptance.

5.3 Selection development

FIGURE 5.4: Schematic of the 4 directions of interest. FWD and BWD going tracks need
to leave at least 19 reconstructed clusters in the TPC. HAFWD and HABWD tracks
either have less than 19 TPC clusters or miss the TPC completely. TPCs are shown in

light blue, FGD1 in light green, and ECals in light gray.

The present selection NuMuCC4piMultiPi1 is based on the two selections described
before. Events are split into different branches according to the direction of the muon
candidate. It has been optimized to select forward-going (FWD) tracks (muon, proton,
pions, etc.) originating in the FGDs and leaving at least 19 reconstructed clusters in the
TPCs. With this selection, we aim to include backward-going (BWD) tracks applying
the same cut as forward-going tracks but in the opposite direction. Additionally, high
angle (HAFWD and HABWD) tracks with less than 18 (≤ 18) reconstructed clusters in
the TPCs or completely missed them are also selected.

In the FWD and BWD branches, the muon candidate must have long TPCs seg-
ments (at least 18 reconstructed clusters as defined previously), while tracks with short
or no TPC segment are used in the HAFWD and HABWD (Figure 5.4). After the sep-
aration by the different directions, the further categorization of the event is based on
the topology. The selection is implemented following the scheme in Figure 5.5, where
we have three blocks:

• General quality

• CC4pi inclusive

• CC4piMultiPi exclusive

Each of these blocks is formed by a certain number of steps. A detailed explanation
for the most important selection steps (cuts and actions) is explained in this section.

1Tecnical steps to install the selection can be found on Appendix B
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FIGURE 5.5: Schematic of the different stages of the selection.

5.3.1 Topology categorisation

The topology categorization is defined by looking at the true particle type for MC
when they leave the nucleus after the neutrino interaction; this is what we refer to as a
reaction-like interaction. The different topologies (Figure 5.6) are described below for
forward horn current (FHC) events.

FIGURE 5.6: Schematic of the different signal topology. TPCs are shown in light blue
and FGD1 in light green.

• CC0π: defined as events with a true negative muon and without any (charged
or neutral) pions in the final state.

• CC1π+: defined as events with a true negative muon and one positive pion and
no negative or neutral pions in the final state. The positive pion can be observed
in the TPC, in the ECaL, as an isolated track in the FGD, or via Michel electron
tagging. (Figure 5.7).

• CCother corresponds to the rest of the CC events that are not in the first two
topologies; this means events with a true negative muon and at least one neutral
or negative pion, or with more than one positive pion. It also includes events
with exotic particles (kaons or eta) that do not come from neutral current inter-
actions.
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• Background (BKG): our background topology is composed of neutral current sig-
nals.

• External (OOFV): we tag as external topology events, those where the vertex of
the interaction is outside the FGD1 fiducial volume as defined in section 5.3.2.

FIGURE 5.7: Schematic of the sub-detectors where we can find the positive pion for the
CC1π+ topology. TPCs are shown in light blue, FGD1 in light green, and ECals in light

gray.

5.3.2 Selection steps

Now we will discuss the different steps implemented to form the selection.

Event quality cut

It is required that the full spill has an excellent global ND280 data quality flag. Events
must occur within the bunch time windows of the neutrino beam. Since we can assign
an event to a particular bunch based on its timing, we treat two neutrino interactions
within the same spill but in different bunches as two independent events; this allows
us to avoid a pile-up of events [27].

Event time quality cut

Since the 4π acceptance selections depend on the time of flight for the flipping of the
track is very important to guarantee that the track has a good time quality. This cut
is relatively new and implemented due to bad quality sub-runs in run number 8 of
production 6T.

ToF flipping

It is known that there are data/MC discrepancies for the timing, so after removing the
bad timing information, the MC prediction must be corrected, and systematic uncer-
tainty must be evaluated. Since this work used a new production of MC (production
6T), these corrections had to be re-computed and implemented. In the past, only a
set of corrections was computed for all the MC runs; one of my contributions was to
re-compute these corrections for each run using neutrinos and antineutrinos. The ToF
is used to determine when is forward or backward going tracks. It is crucial to cor-
rect the ToF before selecting the cut that will flip the track or not. To correct the ToF
information, we need to comply with the following steps:

• Produce control samples with similar kinematics to muon like tracks in the se-
lection (Figure 5.8 top left).
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• For each control sample, fit data/MC ToF distributions using two Gaussian (Fig-
ures 5.8 top right).

• Use the sigma and mean differences of those Gaussian to smear the MC distri-
butions (Figures 5.8 bottom).

FIGURE 5.8: Number of events vs the ToF (in ns) distributions without any correction
apply (top left), two Gaussian fit of the ToF distributions without any correction apply
(top right) and ToF distributions after correction are apply (bottom). For runs 2 to 4 and

for the FGD1_FGD2_MC_TrueFwd ToF topology.

Figure 5.8 presents each of the steps for obtaining the ToF correction for a specific
ToF topology (the plots for all topologies are reported in the Appendix C). Now when
we talk about ToF topology, it refers to a different path and true direction that the
track has (Figure 5.9). The new correction values obtained for runs 2-4 and run 8 are
presented in Table 5.1.
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topology
runs 2-4 run 8

∆µ[ns] ∆σ ∆µ [ns] ∆σ

kP0D_FGD1_MC_TrueFwd_Track -1.100 0.220 0.130 0.000
kP0D_FGD1_MC_TrueBwd_Track -1.000 2.160 0.000 0.540

kP0D_FGD1_Sand_Track -0.145 1.940 -0.419 2.000
kP0D_FGD1_MC_TrueFwd_Shower -1.190 4.420 -1.120 0.497
kP0D_FGD1_MC_TrueBwd_Shower -0.730 0.417 -1.520 0.510

kP0D_FGD1_Sand_Shower 0.012 0.330 -0.205 1.450
kFGD1_FGD2_MC_TrueFwd 0.118 0.794 -1.300 2.050
kFGD1_FGD2_MC_TrueBwd -0.562 5.590 -1.050 0.099

kFGD1_FGD2_Sand -0.330 1.710 -0.347 1.498
kECaL_FGD1_MC_LAStartFgd_TrueFwd_Shower 0.169 1.840 0.397 1.310
kECaL_FGD1_MC_LAStartFgd_TrueBwd_Shower 1.600 3.030 1.800 2.050
kECaL_FGD1_MC_LAStartFgd_TrueFwd_Track -0.189 2.080 0.157 1.720
kECaL_FGD1_MC_LAStartFgd_TrueBwd_Track 0.945 6.620 0.739 2.070

kECaL_FGD1_Sand_LAStartFgd_Shower 0.298 1.660 0.482 2.600
kECaL_FGD1_Sand_LAStartFgd_Track -0.297 1.570 0.073 2.610

kECaL_FGD1_MC_LAEndFgd_TrueFwd_Shower 0.047 5.640 0.047 1.610
kECaL_FGD1_MC_LAEndFgd_TrueBwd_Shower -0.531 0.570 -2.440 0.000
kECaL_FGD1_MC_LAEndFgd_TrueFwd_Track -1.120 3.080 -1.060 1.270
kECaL_FGD1_MC_LAEndFgd_TrueBwd_Track -1.030 3.500 -1.850 2.180

kECaL_FGD1_MC_HAStartFgd_TrueFwd_Showe 0.763 1.880 0.496 1.180
kECaL_FGD1_MC_HAStartFgd_TrueBwd_Shower 1.410 2.700 2.110 0.410
kECaL_FGD1_MC_HAStartFgd_TrueFwd_Track 0.468 1.980 0.537 0.990
kECaL_FGD1_MC_HAStartFgd_TrueBwd_Track 0.172 2.170 0.439 1.710

kECaL_FGD1_Sand_HAStartFgd_Shower 0.846 3.230 0.586 1.430
kECaL_FGD1_Sand_HAStartFgd_Track -0.208 1.320 -0.093 1.610

kECaL_FGD1_MC_HAEndFgd_TrueFwd_Shower 0.830 4.420 1.930 0.820
kECaL_FGD1_MC_HAEndFgd_TrueBwd_Shower 0.778 0.556 1.800 0.000
kECaL_FGD1_MC_HAEndFgd_TrueFwd_Track -0.475 1.420 -0.242 1.800
kECaL_FGD1_MC_HAEndFgd_TrueBwd_Track 0.009 3.750 -0.119 1.985

kECaL_FGD1_Sand_HAEndFgd_Shower 0.924 4.360 1.050 2.450
kECaL_FGD1_Sand_HAEndFgd_Track -0.633 4.030 -0.317 2.060

TABLE 5.1: New ToF correction values computed for νµ.

After correcting the ToF then we can use it to flip the tracks (see Figure 5.10). For
each couple of detectors (A and B), time of flight variables are defined as:

ToFA−B = TB − TA (5.1)

Cuts on the ToF variables have been optimized to separate backward from forward-
going tracks; this means that if ToFA−B > 0, the tracks originated in detector A. Based
on this information, tracks can be flipped to the correct sense. When this happens, the
start and end position of the track is switched, and the charge of the track is multiplied
by -12.

2The momentum loss (in FGD1) will be affected with the flipping, so it is re-computed.
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FIGURE 5.9: Different ToF topologies based in the start or end of the track and the angle.
LowAngle-start (top left), LowAngle-end (top right), HighAngle-start (bottom left) and
HighAngle-end (bottom right). Start point (solid) and end point (open) [27]. TPCs are
shown in light blue, FGD1 in light green, ECals in light gray, and P∅D in light orange.

FIGURE 5.10: Important ToF definitions for FGD1. TPCs are shown in light blue, FGD1
in light green, ECals in light gray, and P∅D in light orange.

Total multiplicity cut

The idea of these common steps is to reduce the number of events to those that at
least have tracks reconstructed within either FGD1 or FGD2; this allows us to reduce
the computational time for the following steps. Only those events where at least one
reconstructed track crosses one of the FGDs are considered ([27]).

Sort tracks action

In this action, the tracks are sorted based on the sub-detectors segments into:

• Low angle tracks: tracks with long TPC segments that start or end in the FGDs.

• High angle tracks: tracks with short TPC segments that start or end in the FGDs
or tracks with an ECaL segment that start or end in the FGDs.
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A ”track” is defined as having a long TPC segment if it has more than 18 hits
strictly; otherwise, it is defined as having a short TPC segment. For low-angle tracks,
the TPC reconstruction can determine the momentum and particle identification. For
high-angle tracks, momentum and particle identification use the particle range and
ECaL information, respectively.

FIGURE 5.11: Schematic of the different cuts of the selection.

Track general quality and FV cut

It is checked that the track starts in the fiducial volume (FV) of either FGD1 or FGD2.
The tracks are then distributed in the four directions based on the end position:
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• Low angle tracks: FWD and BWD

• High angle tracks: HAFWD and HABWD

FIGURE 5.12: Top: FGD1 scheme. Orange lines indicate the fiducial volume. Bottom:
Scintillator layers scheme

The interactions have to have their vertex within a certain fiducial volume in FGD1/
FGD2. The fiducial volume definition depends on the direction of the muon track. For
FGD1 it is defined as: |x| < 874.51 mm, |y − 55| < 874.51 mm, 125.750 < z < 447.375
mm, where 55 mm offset in y-direction reflects 55 mm shift of the XY modules accord-
ing to the center of the ND280 coordinate system (see Figure 5.12). Cuts in the X and Y
direction accept only interactions with a vertex 5 bars distant from the edge of the XY
module of FGD1. The definition of the fiducial volume cut in Z includes all 15 mod-
ules of FGD1, except the first. Additionally, for tracks with low or no TPC information
(HA tracks), we remove the last layer along the beamline (along the Z-axis) of FGD1.
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Veto action

Sometimes, a track enters the FGD and is broken by the reconstruction, thereby being
mistaken for a muon starting in the FGD. We first look for the particle with the highest
momentum after the muon candidate to find those broken tracks. We then use the mo-
mentum ratio and the distance between the start positions to cut on the background.
We reject the event if:

• ZStart,veto − ZStart,µ < −100 mm (−150 mm, −400 mm)

• pveto/pµ > 0.8(0.9, 0.9),

where the numbers in parentheses denote the cuts for the HAWFD and HABWD
branches respectively.

For forward-going muons, we add another condition: if the muon candidate starts
in the last two layers of the FGD and at the same time at least one other track in the
FGD with no TPC segment, then we reject the event. For backward-going muons, we
remove tracks that start in the second layer of the FGD, regardless of whether there is
an additional activity or not. Note that this results in a tighter definition of the FV for
backward-going tracks.

Muon PID cut

This cut is used to identify muon candidates. The cut treats low-angle (FWD and
BWD) tracks differently from high-angle tracks.

Particle likelihoods are computed using particle pulls. A pull is defined as the
difference of measured and expected energy deposition dE/dx, normalized by the
energy resolution σi for this particle type (i):

Pulli =

dE
dx meas

− dE
dx expected,i

σi
. (5.2)

These pulls can be transformed into a Gaussian with mean 0 and sigma 1 for the
particle i by computing the exponential of the squared pull:

Pi = exp

(
−Pulli ∗ Pulli

2

)
. (5.3)

The likelihood is finally computed by normalizing the Gaussian probability by all
particle probabilities:

Li =
Pi∑
Pi
, (5.4)

where the sum in the denominator goes over all particle hypotheses: muons, protons,
electrons and pions.

Low angle tracks: These tracks have long segments in the TPC and therefore one
can use the TPC PID information. Different PID conditions are defined for FWD and
BWD tracks as shown in Figures 5.13 5.14 5.15 respectively. The optimization of the
FWD muon PID cut can be found in [27].

• FWD tracks are selected as muons according to the following criteria:

– if P ≥ 280 MeV then the track should not stop in FGD2,
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– if the track enters the barrel ECaL or stops in the downstream ECaL, it is
required that the ECaL PIDMipEm3 variable has a value lower than 15.

– Lµ > 0.05,

– if P < 500 MeV then LMIP =
Lµ+Lπ
1−Lp > 0.8.

• For the selection of BWD muons we have the following criteria:

– if P < 200 MeV, then LMIP > 0.65,

– if P ≤ 200 MeV, then Lµ > 0.05.
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FIGURE 5.13: Muon likelihood Lµ before (top left) and after the cut (top right). Differ-
ent variables used for muon PID in low angle tracks for the FWD. Minimum ionising

particle likelihood LMIP before (bottom left) and after the cut (bottom right).

3The PIDMipEm variable distinguishes between tracks and showers. Objects with negative values
are track-like, while objects with positive PIDMipEm are shower-like.
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FIGURE 5.14: Different variables used for muon PID in low angle tracks for BWD
muons with momentum < 200 MeV . Minimum ionising particle likelihood LMIP be-
fore (top left) and after the cut (top right). Muon likelihood Lµ before (bottom left) and

after the cut (bottom right).
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FIGURE 5.15: Different variables used for muon PID in low angle tracks for BWD
muons with momentum ≥ 200 MeV . Muon likelihood Lµ before (left) and after the

cut (right).

High angle tracks: These tracks do not leave enough information in the TPC, and
therefore the PID has to be done differently using the information from the ECaL and
the SMRD. We distinguish between tracks entering the SMRD and tracks stopping in
the ECaL. If a track enters the SMRD, we tag it immediately as muon since this is
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strong enough criteria by itself. If the track stops before in the ECaL, then we cut on
high-level PID variables (PIDMipEm) and the length and energy of the track (Figure
5.16):

• −100 < PIDMipEm < 0

• 1.0 < Length/EMEnergy < 2.6

As explained before, the PIDMipEm variable differentiates between tracks and
showers in the ECaL (PIDMipEm < 0 is track-like, and PIDMipEm > 0 is showers-
like). The optimization of the HA muon PID cut can be found in [27].
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FIGURE 5.16: The variables used for identifying muons at HA. PIDMipEm (is a measure
if a track is more track-like (< 0) or shower-like (> 0)) before (top left) and after the cut
(top right). The ratio of track length and deposited electromagnetic energy in the ECaL

before (bottom left) and after the cut (bottom right).

Pion PID cut

To select charged pions, we start by selecting two categories of tracks: tracks with good
TPC information (tracks with at least 19 TPC hits) or isolated tracks confined to the
FGD. We always make sure to ignore the main muon track to avoid double-counting
of tracks; neutral pions are selected by detecting electrons and positrons in the TPC.
The cuts for each category are explained in more detail in the following paragraphs.

TPC pions: We first look at positively charged tracks. We tag the tracks as the
particle with the highest likelihood (as defined in Eq. 5.4). There is one exception to
this rule: if the most positron likelihood is the highest, but the track’s momentum is
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bigger than 900 MeV , we tag the particle as a proton. Negatively charged tracks are
tagged as pions if Lπ > 0.8. All other particles are tagged as electrons. Since a muon
candidate has already been selected, there is no need to check the muon likelihood.
The likelihood of the final pion candidates is shown in (Figure 5.17).
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FIGURE 5.17: Distribution of the Pion likelihood used to select positive TPC pions.

Isolated FGD pions: When there is no information from the TPC, we can look
at tracks contained in the FGD. For this, we only look at tracks that start and end in
the FGD fiducial volume. We then require that the pion pull is within certain bounds
(Figure 5.18):

− 2.0 < Pullπ < 2.5 (5.5)

The final cuts were optimized by looking at the product of selection efficiency (de-
fined as the number of correctly selected pions divided by the total number of FGD
contained pions) and the purity of the selected pions. The optimization of this cut can
be found in [30].

Michel electron tagged pions: Low momentum pions that decay before reaching
the TPC can be selected via Michel electron tagging. Michel electrons are selected by
requiring at least 6 hits in FGD1 with a time delay of 100 ns or more. Further reading
and detailed study of this cut can be found in [51].

Multiple pions cuts

The CCinclusive selection is split into three samples based on the number of recon-
structed pions. The CC0π sample consists of events without any reconstructed pions,
CC1π+ are events with one reconstructed positive pion, and CCother sample consists
of events with more than one reconstructed pion or one negative pion.
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FIGURE 5.18: The left plot show the distribution of the FGD pion pull before selection,
with the final selection shown in the right plot.

• No Pion Cut: In this cut events with charged pions, electrons or positrons in TPC
are rejected, as well as the events with pions or michel electron (ME) in FGD.

• One Positive Pion Cut: Reject events with more than one pion, neutral pions,
electrons or positrons in TPC and select events with either:

– sum of π+ in TPC + ME = 1

– if ME = 0, sum of π+ in (TPC + FGD) = 1 (Figure 5.7)

The distinction between the two cases is needed to avoid a low momentum de-
caying pion being selected as an FGD isolated track and tagged via a Michel
electron.

• Other Cut: Select events with at least one negative pion, neutral pion4, or more
than one positive pion.

Zero ECaL photons cut

The ”Zero ECaL Photons Cut” works by identifying the γ-cluster partners and extrap-
olating this back to the decay point of the π0 in the FGD block. The TPCs are used
as vetoes for charged particles. In the π0 momentum range of particular interest (be-
tween 200 and 800 MeV/c), approximately one-third of the FGD NC1π0 events have
both decay photons converting in the Barrel ECaL.

A π0 candidate is selected, taking into account the low activity in the Tracker re-
gion and the identification of γ-like clusters. A photon is selected if the following
conditions are fulfilled:

• There is an isolated object in the ECaL in the same time bunch as the muon
candidate.

• The most energetic ECaL object is selected, and for this track, we set the follow-
ing condition: MIPEM < 0 and the most upstream layer hit should be < 6.

If any photons are found in the event, the event is rejected from the CC0pi and
CC1pi branches.

4Detected by counting the number of electrons and positrons in TPC
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5.4 Selection performance

The first results with the selection, kinematics, purity, efficiency, and the event migra-
tion of each of the samples (CC inclusive, CC0π, CC1π+ and CCother) are presented
and discussed5.

5.4.1 CC inclusive sample

The CC inclusive sample includes all events with a reconstructed muon regardless of
any other particle. This sample was already studied in [45]. The CC inclusive sample
consists mostly of CC0π with some contributions from CC1π+ and CCother events.
The purity of the sample shown in Table 5.2 is ∼ 95% for FWD, ∼ 78% for BWD,
∼ 89% for HAFWD and ∼ 79% for HABWD.

Topology composition [%] FWD BWD HAFWD HABWD
CC inclusive 94.62 78.50 88.92 79.46

BKG 1.76 0.86 2.97 0.85
OOFV 3.32 19.73 7.78 19.19
Sand µ 0.31 0.92 0.34 0.51

No. of events 555596 20920 60685 12168

TABLE 5.2: Topology composition of CC inclusive sample for the different directions:
FWD, BWD, HAFWD, and HABWD.
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FIGURE 5.19: True muon momentum (left) and true cosine of theta (right) efficiency
using highland2 v2r60 for CC inclusive sample.

Figure 5.19 shows the efficiency of the CC inclusive for 4π acceptance muon distri-
butions. The efficiency is computed as follows:

Number of selected muons in kinematic bin in reconstructed branch

total number of muons in kinematic bin
(5.6)

This efficiency shows an improvement of ∼ 4% points over the one reported in
[45] (Figure 5.3) for backward-going muons. This improvement is based, in part, on

5The distributions plots for each topology and each direction are presented in the Appendix ??.
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the improvement correction values for the ToF. For forward-going muons, we see a
decrease in the efficiency from ∼ 84% to ∼ 80%.

5.4.2 CC zero pion sample

The CC0π sample is the main contribution to the CC inclusive signal, and it is the most
CCQE-like of all the signals. The selected CC0π events broken down by true topol-
ogy are shown in Table 5.3 and true particle type in Table 5.4. The signal purity in
those samples is lowest for the BWD branch (∼ 74%) and highest for the FWD branch
(∼ 75%). The main background for the FWD branch is CC1π+ events, while for all
other branches, the OOFV contribution dominates the background. For the BWD and
HABWD branches, the out-of-fiducial volume background is rather large, with a con-
tribution of 19%. Comparing Tables 5.3 and 5.4 owe can see that the regions with the
highest OOFV events coincide with regions where positive particles get misidentified
more often as muons.

Topology composition [%] FWD BWD HAFWD HABWD
CC0π 74.97 73.99 78.97 75.47

CC1π+ 9.21 2.23 5.40 1.83
CCother 10.44 2.28 4.55 2.16

BKG 1.76 0.86 2.97 0.85
OOFV 3.32 19.73 7.78 19.19
Sand µ 0.31 0.92 0.34 0.51

No. of events 380834 16037 49964 10998

TABLE 5.3: Topology composition of CC0π sample for the different directions: FWD,
BWD, HAFWD, and HABWD.

Particle composition [%] FWD BWD HAFWD HABWD
µ− 96.08 90.46 93.91 95.39
µ+ 0.20 0.35 1.87 0.44
e− 0.33 1.12 0.44 0.65
e+ 0.10 0.99 0.30 0.58
π+ 0.51 3.11 1.92 1.69
π− 2.59 2.29 0.77 0.63
p 0.19 1.68 0.80 0.63

TABLE 5.4: Particle composition of muon selection for the different directions: FWD,
BWD, HAFWD, and HABWD.

Since the muon selection performs very well, with 90% to 96% muons correctly
identified as shown in Table 5.4, the OOFV background does not come from misiden-
tified particles. Instead, it comes mostly from events originating in the FGD but out-
side the FV definition and to a lesser extent from events originating in the P∅D. We,
therefore, assume that positive forward-going (backward-going) particles, which get
flipped by mistake and thus resemble a backward-going (forward-going) muon, only
play a minor role.
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The efficiency of the CC0π selection as a function of true muon kinematics is shown
in Figure 5.20. The efficiency is computed as:

Number of selected true CC0π events in kinematic bin in reconstructed branch

total number of true CC0π in kinematic bin
(5.7)

It is very similar to the CC inclusive efficiency, which is expected since it is domi-
nated by the muon selection efficiency and only to a lesser extent to the pion selection
efficiency. On top of that, the CC0π events make up almost 75% of the CC inclusive
events. The efficiency is flat for muons (4π acceptance) with momenta higher than 500
MeV but varies depending on the direction of the muon. For forward-going muons,
the efficiency is higher than for backward-going muons. It is lowest (5%) for muons
going perpendicular to the neutrino direction. These muons do not enter the TPC and
only leave small traces in the FGD before entering the ECaL.
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FIGURE 5.20: Muon momentum (left), muon cosine of theta (right) efficiency for CC0π
sample.

5.4.3 CC one positive pion sample

Table 5.5 shows events broken down by true topology. The CC1π+ reconstructed
events are based on at least two tracks, one muon, one positive pion, and any number
of nucleons. The signal purity in these samples is lowest for the BWD branch (∼ 23%)
and highest for the FWD branch (∼ 57%).

Topology composition [%] FWD BWD HAFWD HABWD
CC0π 6.47 16.91 15.29 35.89

CC1π+ 57.34 23.12 53.52 40.31
CCother 25.91 4.26 15.03 10.36

BKG 4.96 2.36 2.98 2.11
OOFV 4.87 49.01 13.17 11.32
Sand µ 0.45 4.34 0.0 0.0

No. of events 91076 2418 6771 585

TABLE 5.5: Topology composition of CC1π+ sample for the different directions: FWD,
BWD, HAFWD, and HABWD.
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Particle composition [%] FWD BWD HAFWD HABWD
µ− 89.72 62.47 90.91 95.39
µ+ 0.80 2.66 1.26 0.38
e− 0.30 0.79 0.37 0.38
e+ 0.02 0.71 0.28 0.0
π+ 1.93 15.25 4.30 1.73
π− 7.07 14.46 2.01 2.11
p 0.15 3.66 0.87 0.0

TABLE 5.6: Particle composition of muon selection for the different directions: FWD,
BWD, HAFWD, and HABWD.

The main background for the FWD branch is CCother events, while for the HAFWD
branch, it is CC0π and CCother events. In the case of BWD and HABWD branches,
the two main backgrounds are CC0π and OOFV events. The muon selection performs
very well, with ∼ 62% to ∼ 95% muons correctly identified as shown in Table 5.6. The
positive pion purity depends on the selection method, with ∼ 45% to ∼ 81% correctly
identified in the TPC and ∼ 16% to ∼ 68% correctly identified in the FGD1 as shown
in Table 5.7 and Table 5.8.

Particle composition [%] FWD BWD HAFWD HABWD
µ− 1.92 13.37 4.58 4.13
µ+ 5.56 4.85 5.29 4.41
e− 0.15 0.32 0.32 0.0
e+ 0.57 0.80 0.39 0.0
π+ 81.53 45.11 77.29 61.71
π− 0.89 21.88 0.82 1.65
p 9.39 13.68 11.30 28.10

TABLE 5.7: Particle composition of TPC positive pion selection for the different direc-
tions: FWD, BWD, HAFWD, and HABWD.

The primary source of the misidentification are protons and, in the TPC, to a lesser
extent, positive muons. In the case of the TPCs, the misidentified protons have mo-
menta higher than 1200 MeV, while for FGD1, the protons are at low momentum. In
both cases, we observed that a higher percentage of misidentification occurred when
we had backward-going muons, and the forward-going proton was selected as a pos-
itive pion.
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Particle composition [%] FWD BWD HAFWD HABWD
µ− 1.69 1.43 7.77 5.13
µ+ 0.95 0.0 0.65 0.0
e− 3.97 3.93 3.27 0.0
e+ 3.23 2.50 2.86 1.28
π+ 68.08 32.50 38.18 19.87
π− 4.38 2.86 2.62 1.92
p 17.11 56.79 44.64 71.79

TABLE 5.8: Particle composition of FGD positive pion selection for the different direc-
tions: FWD, BWD, HAFWD, and HABWD.
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FIGURE 5.21: Muon momentum (top left), muon cosine of theta (top right), positive
pion momentum (bottom left) and positive pion cosine of theta (bottom right) efficiency

for CC1π+ sample.

The efficiency is computed as:

Number of selected true CC1π+ events in kinematic bin in reconstructed branch

total number of true CC1π+ in kinematic bin
(5.8)

The efficiency of the CC1π+ selection as a function of true muon and positive pion
kinematics are shown in Figure 5.21. We can observe a dip in the efficiency for pion
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momenta at 1600 MeV; this corresponds to the energy range where the TPC cannot
distinguish pions from protons based on the dE/dx.

5.4.4 CC other sample

The CCother events are a mixture of deep inelastic scattering (DIS) and resonant (RES)
events, with additional creation of pions. Table 5.9 and Table 5.10 show the signal
broken down by topology and particle content.

As can be seen, the CCother samples are the least pure ones, from ∼ 12% for BWD
to ∼ 66% for FWD, with the BWD branch dominated by OOFV events. The par-
ticle content is striking to see that backward-going, high momentum positive parti-
cles characterize the OOFV events strongly suggests that these particles are forward-
going but have been flipped by mistake, thus appearing as a negative particle. For the
FWD branch, ∼ 13% of the muons are misidentified negative pions, while for other
branches, a wide range of particles are misidentified as muons. Strikingly the BWD
sample has a significant contribution of misidentified electrons and positrons, besides
the misidentified charged pions.

Topology composition [%] FWD BWD HAFWD HABWD
CC0π 7.80 10.55 15.22 23.08

CC1π+ 11.42 4.99 15.24 10.09
CCother 66.70 12.82 42.48 32.48

BKG 6.32 2.19 7.01 6.67
OOFV 6.95 67.74 19.87 26.50
Sand µ 0.81 1.70 0.18 1.20

No. of events 83686 2465 3950 585

TABLE 5.9: Topology composition of CCother for the different directions: FWD, BWD,
HAFWD, and HABWD.

Particle composition [%] FWD BWD HAFWD HABWD
µ− 80.82 34.36 74.54 67.18
µ+ 0.36 1.03 3.47 3.25
e− 3.43 13.04 1.37 4.27
e+ 0.73 13.82 1.77 2.22
π− 1.09 15.99 10.55 17.95
π+ 12.53 15.70 4.06 4.27
p 1.04 6.07 4.23 0.85

TABLE 5.10: Particle composition of muon selection for the different directions: FWD,
BWD, HAFWD, and HABWD.

This is expected since the muons in these branches do not leave enough informa-
tion in the TPC. The efficiency (5.22) is computed as:
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Number of selected true CCother events in kinematic bin in reconstructed branch

total number of true CCother in kinematic bin
(5.9)
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FIGURE 5.22: Muon momentum (left), muon cosine of theta (right) efficiency for
CCother sample.

5.4.5 Event migration

The primary contamination on each sample comes from events that are wrongly as-
signed to the sample. In this section, we discuss the reason for this.

• Events reconstructed as CC0π: The main contamination in this sample comes
from CCother (∼ 9%) and CC1π++ events (∼ 8%) as shown on Table 5.2. The
CCother contamination is due mainly to charged current events with more than
two pions or one or more other particles like kaon; this is called CCrest. (Table
5.11).

• Events reconstructed as CC1π+: The main contamination in the sample comes
from CCother (∼ 24%) and CC0π (∼ 8%) as shown on Table 5.2. The CCother
events are composed of ∼ 56% CC1π+π−,0, ∼ 19% CC2π+ and ∼ 24% CCrest
(Table 5.12).

• Events reconstructed as CCother: The main contamination in the sample comes
from CC1π+ (∼ 11%) and CC0π (∼ 8%) as shown on Table 5.2. The Table 5.13
and 5.14 shows the composition of this migrated evens.

Reaction composition [%] FWD BWD HAFWD HABWD
CCQE 1.55 25.68 3.48 24.79
2p2h 0.26 0.0 0.48 0.0
RES 54.50 58.20 61.34 51.26
DIS 43.69 16.12 34.70 23.95

TABLE 5.11: Reaction composition of CCother events classified as CC0π for the differ-
ent directions: FWD, BWD, HAFWD, and HABWD.



78 Chapter 5. Selection Development

The ”Zero ECaL Photon Cut” already reduced the CCother contribution in the
samples CC0π and CC1π+ but still, we can observe some migrated events to CCother.
If a pion is absorbed, we can miss it and target a true CCother event as CC1π+, or if a
nucleon (that results from the neutrino interaction) interacts and produces a pion, we
can target a true CC0π event as CC1π+ or a true CC1π+ event as CCother. In the case
of true protons that are identified as positive pions and vise-versa, this occurs mainly
in the TPC and for energies superior to 1200 MeV (see Figure 3.10).

Reaction composition [%] FWD BWD HAFWD HABWD
CCQE 0.38 8.74 1.18 4.46
2p2h 0.04 0.0 0.0 0.0
RES 11.17 17.48 17.09 32.14
DIS 88.41 73.79 81.73 63.39

TABLE 5.12: Reaction composition of CCother events classified as CC1π+ for the dif-
ferent directions: FWD, BWD, HAFWD, and HABWD.

Reaction composition [%] FWD BWD HAFWD HABWD
CCQE 63.27 83.46 74.54 90.37
2p2h 15.28 2.69 9.65 2.96
RES 18.55 12.69 13.98 6.67
DIS 2.90 1.15 1.83 0.0

TABLE 5.13: Reaction composition of CC0π events classified as CCother for the differ-
ent directions: FWD, BWD, HAFWD, and HABWD.

Reaction composition [%] FWD BWD HAFWD HABWD
CCQE 0.77 3.25 2.16 5.08
2p2h 0.07 0.0 0.33 0.0
RES 78.28 86.99 87.54 76.27
DIS 17.22 9.76 9.97 18.64

COH 3.61 0.0 0.0 0.0
other 0.05 0.0 0.0 0.0

TABLE 5.14: Reaction composition of CC1π+ events classified as CCother for the dif-
ferent directions: FWD, BWD, HAFWD, and HABWD.

5.4.6 OOFV contribution

The Figures 5.23 and 5.24 show the true vertex position of the events that are classified
as OOFV on the BWD and HA samples, respectively. The main contributions come
from P∅D ECaL and the first and last layers of the FGDs in the case of BWD samples.
For HA samples, the events start mainly in the ECaL and the limits of the FGD1.
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FIGURE 5.23: Events that are classified as OOFV on BWD sample of CC0π (top), CC1π+

(center) and CCother (bottom).
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FIGURE 5.24: Events that are classified as OOFV on HA samples of CC0π (top), CC1π+

(center) and CCother (bottom).

5.5 Summary and possibles improvements

Regarding the CC inclusive sample, the muon purity is very high (> 90 %) for the
forward, and angle tracks branches. It is slightly lower for backward-going muons
and muons at high-angles, which additionally suffer from low statistics. Compared
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to previous selections seeking to select muons with a 4π coverage, the efficiency for
backward-going muons has been improved to 25%. This selection shows an improved
muon selection purity. For CCother, the OOFV contributions are huge for the back-
ward and high-angle directions. An essential future improvement would be devel-
oping and optimizing cuts to clean up the BWD sample. Currently, the selection is
restricted to events in FGD1. For an extension to FGD2, dedicated selection cuts are
needed to select muons with full angular coverage.

This selection can be further improved. A better cut to reduce the contamination of
protons when selecting the FGD pion can be implemented, deepening on the direction
of the track (see Table 5.8). Michel electrons reconstructed kinematics information can
be included (this has been developed as part of a Ph.D. thesis at ND280, and the results
shown are outstanding). Improve the timing information and the detector efficiency
for backward and high angle branches. This two will be achieved with the ND280
upgrade.
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Chapter 6

Signal definition

The signal is defined as the experimentally observable particles exiting the nucleus,
commonly called ’topologies’. As it was shown in previous chapters, several interac-
tion modes1 will contribute to each topology (we will call them ’reactions’). In chapter
5 we described the selection developed and its performance. This selection makes it
possible to study four main signals (CCinclusive, CC0π, CC1π+ and CCother), with
4π acceptance.
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FIGURE 6.1: Muon momentum (top left), muon cosine of theta (top right), positive
pion (FGD + TPC) momentum (bottom left) and positive pion (FGD + TPC) cosine of
theta (bottom right) distribution of CC1π+ with 4π acceptance. Using the true topology

definition and ND280 data (black points).

1This refers to the neutrino-nucleon interaction before the intra-nuclear cascade (like QE, RES or DIS).
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6.1 Signal: CC one positive pion

The CC1π+ reconstructed events are based on two tracks events, one muon and one
positive pion, both in 4π solid angle acceptance. The event is rejected if additional
pions, either charged or neutral, or photons are identified in the event. These pions
can be identified by looking at TPC tracks, FGD tracks, Mickel electrons, or electro-
magnetic showers in ECal. Ecal pions will not be used in this analysis due to the poor
purity and the small number of events of that sample.

Figure 6.1 shows the muon and positive pion kinematics2 distributions (recon-
structed momentum and cosine of theta). The signal purity in these samples is 56.17%.
The main background is CCother (∼ 24%) events. This CCother events are composed,
mostly, of CC1π+π±,0 (Table 5.12). This contamination is coming from missing or
misidentifying pions as discussed in chapter 5. The difference between the purity of
the sample is due to the variable being plotted. If we look at muon kinematics, we will
obtain all events selected as the signal, while when we look at the positive pions kine-
matics variable, we will miss some events that are identified using Michel Electrons
(since we do not have this kinematic information from ME).
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FIGURE 6.2: Muon momentum (top left), muon cosine of theta (top right), positive
pion (FGD + TPC) momentum (bottom left) and positive pion (FGD + TPC) cosine of
theta (bottom right) distribution of CC1π+ with 4π acceptance. Using the true particle

definition and ND280 data (black points).

2Because of the missing information from ME for the pion kinematics only FGD and TPC pions are
used.
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Looking at the data points (black dots) in 6.1 angular distributions figure, we can
see that the MC describe relatively well the data except for high angles backward
(HABWD) muons and positive pions tracks (-0.5 < cosθ < 0.0) were the MC underes-
timate the data; this was expected due to the very low statics in the HABWD sample
(see Table 5.5). When looking at the momentum distribution, this underestimation is
more visible in the pick of the distribution.

The muon selection performs very well, with 89.19% muons correctly identified as
shown in Figure 6.2 (top row). For CC1π+ events, the OOFV background comes from
charged pions misidentified as muons. The positive pion purity is 77.51%3 correctly
identified in the FGD1 and TPC as shown in Figure 6.2 (bottom row). The main source
of the misidentification of pions is protons. We observed that a higher percentage of
misidentification occurred when we have backward-going muons, and the forward-
going proton is selected as a positive pion.
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FIGURE 6.3: Resolution between reconstructed and true for muon momentum (top left),
muon cosine of theta (top right), positive pion (FGD + TPC) momentum (bottom left)
and positive pion (FGD + TPC) cosine of theta (bottom right) of CC1π+ with 4π accep-

tance. Using the true topology definition.

Figure 6.3 shows the difference between reconstructed and true for the muon and
positive pion kinematics variables distribution of CC1π+ with 4π acceptance. We ob-
served a good agreement between reconstructed and true variables for both muon and
positive pion.

Figure 6.4 shows the true vs. reconstructed distributions for muon and positive
pion kinematics of CC1π+ signal events (that were reconstructed correctly) with 4π
acceptance. These plots indicate how well the kinematics variables are reconstructed
when looking at CC1π+ signal events.

3The positive pion purity in the TPC sample is 80.39% and from the FGD1 sample is 63.43%
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FIGURE 6.4: True vs reconstructed distributions for muon momentum (top left), muon
cosine of theta (top right), positive pion (FGD + TPC) momentum (bottom left) and
positive pion (FGD + TPC) cosine of theta (bottom right) of CC1π+ signal events (that

were reconstructed correctly) with 4π acceptance.

• Muon momentum (top left): We observe a good agreement between the recon-
structed and true muon momentum regardless of the method used. We are using
a 4π solid angle acceptance; for HA samples, we calculate the muon momentum
by the range of the track, while for LA tracks, it is done using the TPC informa-
tion. The Figure 6.5 shows the contributions by separated.

• Muon cosine of theta (top right): We observe a good agreement between the
reconstructed and true muon cosine of theta. A small amount of events are re-
constructed with a lower cosine of theta as we can see that correspond to events
with true muon cosine of theta between 0.3 and 0.7 (0.3 < costrue θµ < 0.7).

• Positive pion momentum (bottom left): We observe a good agreement between
the reconstructed and true positive pion momentum regardless of the detector
used. For FGD positive pions, the momentum is calculated by the range of the
track, while for the TPC positive pions, it is done by using the TPC information.

• Positive pion cosine of theta (bottom right): We observe almost non-events in
HA because in this analysis, as mentioned before ECal pions sample is not used.
The few events in HA are due to FGD pions4. We can also see a small number of

4FGD pions as we presented before are pions that start and end inside the FGD.
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reconstructed backward events when the true positive pion cosine of theta indi-
cates that the track should go forward; this could be due to tracks being wrongly
flipped when using ToF information, FGD pions with short tracks, or/and TPC
pions with short tracks.

FIGURE 6.5: True vs reconstructed distributions of LA (left) and HA (right) muon mo-
mentum of CC1π+ signal events (that were reconstructed correctly) with 4π acceptance.
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FIGURE 6.6: Muon momentum distributions for the migrates events. CCother as CC1π
(top left), negative pion as muons (top right), protons as positive pions (bottom right)

and antimuon as positive pions (bottom right). Using the true reaction definition.



88 Chapter 6. Signal definition

6.1.1 Event Migration

As discussed in the chapter 5, the main contamination on CC1π+ comes from CCother
events. Most specifically from CC1π+1π±,0. Another migrations comes from misiden-
tified muons and positive pions as shown on Figure 6.2. The Figure 6.6 shows the
muon momentum distributions for the migrates events. Around a 7% of the times the
muon is misidentify as a negative pion (Figure 6.6 top right). In the case of positive pi-
ons the main source of the mis-identification are protons (with ∼ 12%, represented in
Figure 6.6 bottom right) and antimuon (with ∼ 5%, represented in Figure 6.6 bottom
right).

6.1.2 Phase-Space constrains

The detector acceptance is limited depending on the path of the track. Choosing the
exact phase-space limitations to apply is not trivial. Ideally, the efficiency correction
should be entirely independent of the neutrino interaction model. In this analysis, this
is even more complicated since both muons and pions are identified, and therefore it is
necessary to use 4D-kinematic phase-space where both are consistently reconstructed.
Since the observables directly measured in the detector are the kinematics variables of
muons and pions, these are used to select the phase-space constraints. The 4D space
efficiency was divided into six 2D phase-spaces, which fully encompass the correla-
tions between the kinematic variables. The Figure 6.7 shows this 2D efficiency plots.

From this evaluation of the efficiency the following constraints are to be placed on
muon and pion kinematics in the signal definition for the cross section extraction:

• True muon momentum > 200 MeV/c,

• True pion momentum > 160 MeV/c.
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FIGURE 6.7: The CC1π+ efficiency, true muon momentum vs. true muon cosine theta
(top left), true pion momentum vs. true pion cosine theta (top right), true muon mo-
mentum vs. true pion momentum (center left), true muon cosine theta vs. true pion
cosine theta vs (center right), true pion momentum vs. true muon cosine theta (bottom
left), and true muon momentum vs. true pion cosine theta (bottom right). These plots
are used to choose phase-space limits to create a more realistic and less model depen-
dent signal definition. This is done by looking for regions of consistently high efficiency

across the 4D phase-space.
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6.2 Control sample: CC one positive pion and one charged or
neutral pion

Control samples are selected to constrain the MC background components. Each con-
trol sample is selected to be representative of a specific background, and it is required
to minimize the content of CC1π+ in order to be considered a side-band sample inde-
pendent of the signal sample.

0 1000 2000 3000 4000 5000
Reco muon momentum [MeV]

0

20

40

60

80

100

Ev
en

ts
 p

er
 b

in

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Reco muon cosine theta

100

101

102

103

Ev
en

ts
 p

er
 b

in

Data
CCQE, 0.79%
2p2h, 0.09%
RES, 11.08%
DIS, 75.35%
COH, 0.25%
NC, 5.16%
CC bar, 1.30%
CC e / CC ebar, 0.54%
other, 0.02%
OOFV, 5.25%
sand , 0.18%

0 250 500 750 1000 1250 1500 1750 2000
Reco FGD+TPC positive pion momentum [MeV]

0

50

100

150

200

250

Ev
en

ts
 p

er
 b

in

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Reco FGD+TPC positive pion cosine theta

100

101

102

103

Ev
en

ts
 p

er
 b

in

Data
CCQE, 0.67%
2p2h, 0.07%
RES, 11.05%
DIS, 74.69%
COH, 0.28%
NC, 5.46%
CC bar, 1.31%
CC e / CC ebar, 0.65%
other, 0.02%
OOFV, 5.56%
sand , 0.25%

FIGURE 6.8: Muon momentum (top left), muon cosine of theta (top right), positive pion
momentum (bottom left) and positive pion cosine of theta (bottom right) distributions
of CC1π+1π±,0 with 4π acceptance. Using the true reaction definition and ND280 data

(black points).

Control samples are also required to be independent of each other (mutually ex-
clusive). For this analysis, we have defined a control sample that is a sub-sample of
CCother: CC1π+1π±,0. Figures 6.8 and 6.9 show the control sample broken down by
reaction and particle content as a function of the muon and positive pion (FGD + TPC)
kinematics.

It can be seen that in these samples are mostly DIS (∼ 55% from muon kinematics
distributions and ∼ 75% from positive pion kinematics) events with a small contribu-
tion from RES (∼ 21% from muon kinematics distributions and ∼ 11% from positive
pion kinematics) events. The muons are misidentified negative pions ∼ 12% of the
times as shown in Figure 6.9 (top row). The positive pion purity is ∼ 71% correctly
identified in the TPC + FGD as shown in Figure 6.9 (bottom row). The main source of
the misidentification of pions is protons.
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In the Figures 6.8 and 6.95, we can see that the MC underestimated the data; this
was expected due to the very low statics and the fact that these samples are based on
events with more than two tracks, which introduce a higher possibility of missing a
track.
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FIGURE 6.9: Muon momentum (top left), muon cosine of theta (top right), positive pion
momentum (bottom left) and positive pion cosine of theta (bottom right) distributions
of CC1π+1π±,0 with 4π acceptance. Using the true particle definition and ND280 data

(black points).

6.3 Reconstructed variables using muon and pion kinematic

The neutrino energy ( Eν) is reconstructed using energy-momentum conservation.
Based on the Figure 2.1 we can express the energy conservation like:

Eν = Ebind + EN ′ (6.1)

since this definition of the neutrino energy assumes that the target nucleon is at
rest. Ebind is the target nucleon binding energy (25MeV in NEUT for a carbon target),
and EN ′ is the energy of the scattered nucleon. Using the Mandelstam variables 2.1
and considering the neutrino as massless, we obtain:

5The distributions for the full CCother are shown in the Figures D.9 and D.10.
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Eνreco =
mp

2 − (mp − Ebind − Eµ − Eπ)2 + |~Pµ + ~Pν |2

2(mp − Ebind − Eµ − Eπ + k̂ν(~Pµ + ~Pν))
(6.2)

Were (Eµ, ~Pµ) and (Eπ, ~Pπ) are the four-momenta of the muon and the pion, k̂ν is
the neutrino direction, and mp is the free proton mass. This assumption introduces a
bias in the reconstruction of Eν . The motion of the nucleons inside the nucleus (Fermi
motion) causes smearing on the Eν . It is important to understand these nuclear effects
to reconstruct the Eν .

The hadronic invariant mass can be reconstructed directly from the final state pion
and proton kinematics:

W 2 =

(
Eπ − Ep

)2

−
(
~Pπ − ~Pp

)2

(6.3)

In this case, we do not know the final proton kinematics, so W is reconstructed
from the neutrino and muon kinematics instead. Once we have reconstructed the Eν ,
this allows us to calculate the hadronic invariant mass of the system as:

W 2 =

(
(Eν +mp)− Eµ

)2

−
(
|~Pµ| − |~Pν |

)2

(6.4)

The hadronic invariant mass provides an indication of the relative population
of the dominant resonant production versus non–resonant production. The four-
momentum transfer6 is defined as:

Q2 = −q2 = (~Pµ − ~Pν)2 (6.5)

Were (Eν , ~Pν) is the neutrino four-momentum vector. For the calculation ofQ2 and
W, the reconstructed neutrino energy obtained before is used, making them model-
dependent.

Figure 6.10 shows the reconstructed and true distribution of Eν , W and Q2 for
selected for CC1π+ events with 4π solid angle acceptance according to their true re-
action. The MC simulation includes an accurate description of the Eν , Q2, and W
angular distributions and the agreements with the data it can be considered good.

Although, when comparing the reconstructed to true distributions (in each of these
variables), we can observe that in the true distributions, the different reactions are rel-
atively well defined while, for the reconstructed variables, this is not the case. For the
high values of neutrino energy (Eν > 2 GeV ), hadronic invariant mass (W > 2 GeV )
and four-momentum transfer (Q2 > 210−3GeV 2) deep inelastic scattering background
dominates. In the case of the hadronic invariant mass, 2GeV constitutes the threshold
that defines the DIS region in NEUT; this can give a sense of the transition from RES
production to DIS in Monte Carlo.

6The reason for this definition is that q2 is negative; this can be easily seen by calculating the Lorentz-
invariant q2 in the laboratory frame.
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FIGURE 6.10: Reconstructed and true neutrino energy (top row), hadronic invariant
mass (central row) and four-momentum transfer (bottom row) for CC1π+ events cor-
rectly identified with 4π solid angle acceptance. Using the true reaction definition and

ND280 data (black points).

Figure 6.11 shows the 2D distributions for true vs. reconstructed distribution of
the neutrino energy7, the hadronic invariant mass, and the four-momentum transfer
for CC1π+ signal events (that were reconstructed correctly) with 4π acceptance. Each
of these plots indicates the accuracy of the reconstruction.

7Because of the missing information from ME for the pion kinematics only FGD and TPC pions are
used.
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• Neutrino energy (left): We observe a good agreement between the reconstructed
and true neutrino energy regardless of the method used for reconstructing the
muons and pions kinematic.

• Hadronic invariant mass (center): It shows some events that are reconstructed
with a higher value than expected, more specifically for W = 1.25 GeV . This
is happening for events reconstructed using FGD pion information related to
misreconstructions on the FGD positive pion kinematics.

• Four-momentum transfer (right): It shows some events that are reconstructed
with a higher value than expected.

FIGURE 6.11: True vs reconstructed distributions for neutrino energy (left), hadronic
invariant mass (center), and four-momentum transfer (right) for CC1π+ events with 4π

acceptance.

6.3.1 Adler angles

It is possible to measure the Adler angles in neutrino-nucleus scattering. The results
based on the NEUT Monte Carlo show:

• That one can determine the transverse polarization of the ∆ resonance because
the information is reasonably well maintained despite the FSI and the need to
reconstruct the energy of the incoming neutrino from the experimental data [39].

• The longitudinal polarization is shown to depend strongly on the kinematics
of the emerging pion, but it appears, on the CC1π+ tracks emerging from the
nucleus, to allow investigation of [39]:

– the effects of pion re-scattering,

– high mass resonances,

– deep inelastic processes.

The two Adler angles are properly defined at the nucleon interaction level, but
they are altered by the final state interactions and the Fermi momentum of the tar-
get nucleon. They carry information about the polarization of the ∆ resonance the
interference with non-resonant single pion production, and they can provide hints of
parity violation due to the lack of preference in the ∆ direction. Underneath, there
is a nucleon-level effect that has information about the neutrino-nucleon interactions
concerning the polarization of the ∆. The problem is that the nuclear effects are large.
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FIGURE 6.12: Reconstructed Adler angles, φplanar and cos θplanar (left) for CC1π+

(right) with 4π solid angle acceptance. Using the true topology and reaction definition
and ND280 data (black points).

Figure 6.12 shows the reconstructed Adler angle distributions for φplanar and cos θplanar.
Looking at both distributions, we can observe that the MC, overall, underestimates the
data. If we focus on the φplanar MC distribution comparison of data with MC, this can
give us valuable insights into how well our model simulates the FSI and nuclear ef-
fects.

FIGURE 6.13: Adler angle distributions for φplanar (left) and cos θplanar (right). Results
presented by ANL using a target of deuterium and the same definition of Adler angles

[20].

The Rein-Sehgal model assumes that these angular distributions should not have a
preferred direction that translates to a flat distribution. When analyzing the previous
result (Figure 6.13), this is what we observe. Contrary to this, we do not see flat distri-
butions (Figure 6.12). The main differences between our analysis and the analysis by
ANL are the target8 used and the phase–space covered (see 6.1.2). Considering these

8ANL using a target of deuterium (minimizing the FSI effect) [20]
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differences, the observed non-flat behavior could be coming from nuclear medium
effects and FSI due to the heavier target used.

A comparison was performed to understand this a bit more. Figure 6.14 shows the
comparison between reconstructed and true Adler angle distributions for φplanar and
cos θplanar using CC1π+ events regardless of in which sample they were in (CC1π+

events within CCinclusive, CCother+CC1π+ and CC1π+). This allows us to see the
effect that the reconstruction and the selection of CC1π+ events has in the Adler angle
distributions. In this case, we observe that when plotting the true distribution, we
have the flat-ish distribution that was expected and that the constraints in the samples
(from CCinclusive to CC1π+) will affect the number of events, but the shape will be
very similar (Figure 6.14 orange, pink and red curves).

For the cos θplanar
9 reconstructed distribution (Figure 6.14 (right) violet, green and

blue curves), the number of events decreases for negative values; this corresponds to
positive pions with low momentum after the boost, resulting from mis-reconstructing
low momentum pions. The φplanar reconstructed distribution shows a peak around
zero. In general, when applying the further criteria to select CC1π+ events, the distri-
butions show non–flat distribution.

FIGURE 6.14: Comparison between reconstructed and true Adler angle distributions
for φplanar (left) and cos θplanar (right).

Due to the current high-statistics experiments, we can the Adler angles as a func-
tion of the kinematic parameters of the scattering process (such as Eν , W , and Q2)
transfer [39]. Figure 6.15 shows the 2D distributions of the reconstructed Adler angles
as a function of the energy of the neutrino, the hadronic invariant mass, and four-
momentum transfer.

9cos θplanar Adler angle characterize the pion with regard to the direction of the ∆ (after the boost).
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FIGURE 6.15: 2D distributions of the reconstructed neutrino energy (top row), hadronic
invariant mass (central row) and four-momentum transfer (bottom row) as function of

φplanar (left column) and cos θplanar (right column).
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Chapter 7

Evaluation of systematic
uncertainties

The detector, flux, and model systematic uncertainties will alter the number of events
in the corresponding truth or reconstructed bin. For these uncertainties, prior knowl-
edge is necessary to constrain them, so a covariance matrix is computed correctly. This
chapter briefly explains the different sources of systematic uncertainties accounted for
in this analysis.

7.1 Detector Systematic Uncertainties

In this section, the detector systematic has been evaluated using a dedicated control
sample that mimics the properties of the events in this selection. We present the rela-
tive error on the total number of events selected for the CC1π selection with 4π solid
angle acceptance of systematic uncertainty. The way to propagate systematic uncer-
tainties can be split into two categories variation and weight.

7.1.1 Propagation of variation systematics

In the case of variation systematics, there is an uncertainty on the scale or resolution of
a reconstructed observable (for example, TPC PID, momentum, ToF, ...). For the error
propagation, this observable is varied, and the effect on the number of selected events
is checked by rerunning the whole selection. While for weight systematics, there are
two classes of weight systematics, efficiency-like systematics, and normalization-like sys-
tematics. The former describes an uncertainty on reconstruction or detection efficien-
cies (for example, matching or tracking efficiencies); the latter change the rate of events
(for example, OOFV events). The uncertainty can be encoded in an event weight in
both cases without rerunning the whole selection. Two problems can arise:

1. If our observable is deduced from other underlying parameters (for example,
the momentum of a track depends on the magnetic field), then an uncertainty
on those parameters will be reflected in an uncertainty on the true value of our
observable.

2. There are possible differences between the MC and data regarding our observ-
able scale (mean) and resolution. Figure 7.1 shows two possible scenarios. In
general, the data could be shifted and have a different resolution to the MC.
We need to correct this bias; however, there might be an uncertainty on the bias,
which we need to consider. Correcting these differences is part of the error prop-
agation process without clearly separating the two. Here, we aim to describe
where corrections and error propagation occurs. The error propagation can then
be seen as propagating our uncertainties on the accurateness of the correction.
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FIGURE 7.1: Two different scenarios of differences between MC and data are shown.
In case 1, the data shows a different resolution twice as large as the one in MC. In case
2, the resolution is the same, however the mean value of the observable is shifted. The
general case would be a combination of shifting the mean and changing the resolution.

In both cases, varying the observable might affect the number of selected events or
migrate events between different analysis bins. The observable is varied according to
the uncertainty, and the whole selection is rerun to estimate this effect. Note that an
observable can be affected by several uncertainties. For example, the momentum is
affected by field distortions, the scale of the B-field, and differences between MC and
data. The variation is done in the following way:

• Case 1: The reconstructed observable x is varied according to the propagated
uncertainty from the underlying parameter:

xtoy = xMC
rec + αδx, (7.1)

where α is a random parameter, usually drawn from a Gaussian distribution cen-
tered in 0 and with width 1 (exception B-field distortions, which have a uniform
PDF).

• Case 2: A small variation is added to the corrected observable x according to the
uncertainty of the correction. We need to distinguish between variations of the
mean or of the resolution. In the case of the mean we find:

xtoy = xMC
corr + αδ∆x̄ (7.2)

with: xMC
corr = xMC

rec +∆x̄ and: ∆x̄ = xdatarec − xMC
rec .

If we need to vary the observable because of a difference of resolution between
MC and data, we apply the following:

xtoy = xtrue+(1 + αδs)(xMC
corr − xtrue) (7.3)

with: xMC
corr = xtrue+s(x

MC
rec − xtrue) and: s =

σdata
σMC

.

The errors δ∆x̄ and δs are readout of data files saved in the code.
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7.1.2 Propagation of weight systematics

As the name implies, we assign a weight for weight systematics, which will then scale
the number of events up or down according to the uncertainty of our systematic. For
efficiency-like systematics, the event weight is only applied to relevant events, and
several weights can be applied to the same event (for example, one weight per TPC
track for the TPC Track-Efficiency systematic). For normalization systematics, only
one event weight is applied to each event. The calculation of the weights differs for
the two categories and will be explained in the following sections.

Efficiency-like systematic:

These systematics are tightly linked to the performance of the reconstruction and se-
lection. There can be different efficiencies in data and MC. Therefore the MC is cor-
rected with the help of an event weight to reflect the data better. The propagation of
this correction’s uncertainty consists of varying the event weight. The event correction
is determined by comparing the efficiencies in data and MC in dedicated control sam-
ple, and assuming that the ratio of efficiencies in the control sample rCS is the same as
the ratio of efficiencies in the analysis sample:

εdata =
εCSdata
εCSMC

εMC = rCSεMC . (7.4)

We can assign an efficiency or inefficiency weight to the event as followed:

weff =
εdata
εMC

, wineff =
1− εdata
1− εMC

. (7.5)

For the error propagation we simply change these weights by varying the ratio rCS

and recalculating the efficiency in data ε′data:

ε′data = (rCS + αδrCS)εMC , (7.6)

where as before α is a random parameter, drawn from a Gaussian distribution cen-
tered in 0 and with width 1. The error δrCS is a combination of relative difference
between MC and data (1− rCS) and statistical uncertainty (computed using Gaussian
error propagation):

δrCS =

√
(1− rCS)2 +

(
rCSstat

)2 (7.7)

=

√√√√(1− rCS)2 + (rCS)2

[(
δεdata
εdata

)2

+

(
δεdata
εdata

)2
]
. (7.8)

Normalisation-like systematic:

Normalisation-like systematics describe uncertainties we have on the total event rate
of CC-inclusive events. In that case we can immediately vary the event weight:

wevent = 1 + wcorr + αδ, (7.9)
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where wcorr 1 is a potential correction, and δ quantifies the rate uncertainty related to
the systematic.

7.1.3 Analysis uncertainties

All the results are obtained after throwing 500 toys2. It is important to notice that the
weights associated with the systematics are truncated at ten due to large weights in
this analysis mainly coming from secondary interactions of pion and proton.

Each selection has its list of systematics which are relevant for it. In the selection,
the systematics are tuned depending on the path and the topology (Figure 7.2). This
tuning was introduced to reduce the computing time of certain systematics and only
apply the important systematics for each track; this is called "fine-tuning". The fine-
tuning allows us only to apply a specific systematic if the systematic itself has to be
considered for the track (true or reconstructed).

FIGURE 7.2: Sketch of the sub-detectors relevant for this analysis with the correspond-
ing associated systematic components and example of possibles tracks paths. TPCs are
shown in light blue, FGD1 in light green, ECals in light gray, and P∅D in light orange

Figures 7.3 shows the relative errors using NEUT and GENIE as a function of muon
and positive pion kinematics variables when all systematics (7.2) are thrown together
for the CC1π+ sample. We can correlate the higher values of the relative errors to the
low statistic bins. Overall the relative error values when running all the systematics
together is less than 10%. The main contribution comes from the systematics: SandMu,
OOFV, TpcTrackEff, and TpcPid (in that order).

1The correction is done by producing a control sample with similar kinematics and fitting data/MC.
2Random variations of parameter based on the uncertainty in order to propagate the systematic when

it is not possible to do it analytically. This toy gives a different number of reconstructed events in each
bin for each sample for each toy
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FIGURE 7.3: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom

right) when all systematics are thrown together for the CC1π+ sample.
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FIGURE 7.4: Number of signal events for signal (left) and control sample (right) binning
in reconstructed variables. Red dash lines are marking the values of 100 and 10 number

of events and the navy dash line is at the 25 mark of the number of events.

Table 7.1 displays the integrated systematic errors for CC1π+, which are computed
using a single bin of cos θµ and of cos θπ+ , between 1 and -1. While some of the errors
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appear small, this is because it is the error on the total number of events in the selec-
tion, and it is more insightful to study the systematic plots as a function of the kine-
matics variables. The single systematic contributions are reported in the Appendix
E.

A detector covariance matrix is calculated (Figure 7.5) using the toys and the re-
constructed bins separately for each sample. We used two different binning for the
reconstructed variables in the signal and control sample (Table 7.2).

Systematics error source Total error in (%) for CC1π+

cos θµ cos θπ+

NEUT GENIE NEUT GENIE
BFieldDist 0.017624 0.005980 0.130875 0.096558
MomResol 0.866122 0.504343 0.316884 0.184534
MomScale 0.020693 0.007286 0.081739 0.056419

MomRangeResol 0.002364 0.006813 0.0 0.0
MomBiasFromVertexMigration 0.779635 0.613562 0.098412 0.164463

TpcPid 3.683760 3.566778 2.173667 2.011243
FgdPid 0.024432 0.229338 0.121291 0.147329

ECalEMResol 0.777001 1.030165 0.208751 0.245543
ECalEMScale 1.517380 2.356713 0.640884 0.396490

ToFResol 1.632360 0.211305 0.039595 0.084370
FGDMass 0.997506 0.942836 1.010963 1.014107

ChargeIDEff 0.411911 0.440164 0.368582 0.377031
TpcClusterEff 0.053152 0.010746 0.027075 0.028444
TpcTrackEff 4.573733 5.833676 3.833696 4.250435

TpcFgdMatchEff 0.249033 0.238992 0.606406 0.341882
FgdHybridTrackEff 0.550206 0.456092 0.351068 0.280922

MichelEleEff 0.377419 0.489003 0.450003 0.484340
PileUp 0.206773 0.170297 0.203324 0.194000
OOFV 3.198059 4.368523 5.383160 4.647081

SandMu 20.65164 0.0 14.06794 0.0
TpcECalMatchEff 0.013080 0.061223 0.020254 0.044160
TpcP0dMatchEff 1.697825 0.628949 0.758224 0.535866
FgdECalMatchEff 0.544337 0.731544 0.798125 0.572270

FgdECalSMRDMatchEff 1.293214 2.971061 1.965877 2.145872
ECalTrackEff 0.092746 0.092812 0.158717 0.066572

SIPion 0.769612 0.563504 0.592483 0.473299
SIProton 0.730587 0.511500 0.804703 0.779778

Total uncertainty (All) 8.276472 6.808587 6.633964 7.314640

TABLE 7.1: Integrated relative errors (in %) for each source of detector systematics for
CC1π+ by using NEUT and GENIE.
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cosθµ Pµ [MeV] cosθπ+ Pπ+ [MeV]
Bin No. begin end begin end begin end begin end
Signal

0 -1.0 0.6 200 30000 -1.0 0.7 160 30000
1 -1.0 0.6 200 400 0.7 1.0 160 30000
2 -1.0 0.6 400 30000 0.7 1.0 160 30000
3 0.6 0.8 200 600 -1.0 0.7 160 30000
4 0.6 0.8 200 600 0.7 1.0 160 400
5 0.6 0.8 200 600 0.7 1.0 400 30000
6 0.6 0.8 600 30000 -1.0 0.7 160 30000
7 0.6 0.8 600 30000 0.7 1.0 160 400
8 0.6 0.8 600 30000 0.7 1.0 400 30000
9 0.8 0.9 200 1000 -1.0 0.7 160 30000

10 0.8 0.9 200 1000 0.7 1.0 160 400
11 0.8 0.9 200 1000 0.7 1.0 400 30000
12 0.8 0.9 1000 30000 -1.0 0.7 160 30000
13 0.8 0.9 1000 30000 0.7 1.0 160 400
14 0.8 0.9 1000 30000 0.7 1.0 400 30000
15 0.9 1.0 200 1000 -1.0 0.7 160 300
16 0.9 1.0 200 1000 -1.0 0.7 300 30000
17 0.9 1.0 200 1000 0.7 1.0 160 300
18 0.9 1.0 200 1000 0.7 1.0 300 30000
19 0.9 1.0 1000 2500 -1.0 0.7 160 300
20 0.9 1.0 1000 2500 -1.0 0.7 300 30000
21 0.9 1.0 1000 2500 0.7 1.0 160 300
22 0.9 1.0 1000 2500 0.7 1.0 300 600
23 0.9 1.0 1000 2500 0.7 1.0 600 800
24 0.9 1.0 1000 2500 0.7 1.0 800 30000
25 0.9 1.0 2500 30000 -1.0 0.7 160 300
26 0.9 1.0 2500 30000 -1.0 0.7 300 30000
27 0.9 1.0 2500 30000 0.7 1.0 160 300
28 0.9 1.0 2500 30000 0.7 1.0 300 500
29 0.9 1.0 2500 30000 0.7 1.0 500 800
30 0.9 1.0 2500 30000 0.7 1.0 800 30000
31 -1.0 1.0 0 200 -1.0 1.0 160 30000
32 -1.0 1.0 200 30000 -1.0 1.0 0 160

Control sample
33 -1.0 0.85 200 30000 -1.0 1.0 160 300
34 -1.0 0.85 200 30000 -1.0 1.0 300 30000
35 0.85 1.0 200 30000 -1.0 0.8 160 300
36 0.85 1.0 200 30000 -1.0 0.8 300 30000
37 0.85 1.0 200 30000 0.8 1.0 160 500
38 0.85 1.0 200 30000 0.8 1.0 500 30000
39 -1.0 1.0 0 200 -1.0 1.0 160 30000
40 -1.0 1.0 200 30000 -1.0 1.0 0 160

TABLE 7.2: Signal + control sample binning in reconstructed variables.
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FIGURE 7.5: ND280 detector covariance (top) and correlation (bottom) matrices. With
41 bins used for the detector covariance and correlation matrix (signal + control sam-

ple). Binnig reported in Table 7.2.



7.2. Flux systematic uncertainties 107

7.2 Flux systematic uncertainties

The Beam MC group provides the flux systematic uncertainties in a covariance matrix
with submatrices for each horn polarity and neutrino flavor combination. In this anal-
ysis, we used only the FHC νµ covariance matrix (Figure 7.7) of the 21bv23 flux release
with 20 bins on the neutrino energy.

Eν [MeV] Eν [MeV]
Bin No. begin end Bin No. begin end

0 0 100 10 1200 1500
1 100 200 11 1500 2000
2 200 300 12 2000 2500
3 300 400 13 2500 3000
4 400 500 14 3000 3500
5 500 600 15 3500 4000
6 600 700 16 4000 5000
7 700 800 17 5000 7000
8 800 1000 18 7000 10000
9 1000 1200 19 10000 30000

TABLE 7.3: Flux binning on the neutrino energy.

FIGURE 7.6: The relative flux uncertainty for ND280 for neutrinos (right) and antineu-
trinos (left) as a function of neutrino energy, separated by the uncertainty source. The

flux uncertainty is dominated by the uncertainty in the hadron interaction model.

The flux covariance matrix is calculated by performing toy throws of the nominal
flux prediction for each systematic and combining the uncertainty from each into a
single covariance matrix. The sources of uncertainty (Figure 7.6) in the flux prediction
are separated into two broad categories: hadron production uncertainties (such as
pion kinematics and multiplicities) and non-hadron production uncertainties (such as
the horn current or off-axis angle).

3The version of the tuning used for the P6T processing is 21bv2, which features 21b nominal flux with
NA61 2010 replica thin-target, which for the first time includes K± and proton yields from the surface of
a T2K replica target.
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FIGURE 7.7: Flux covariance matrix for ND280 detector for both νµ in FHC. First 20 ×
20 bins of the full covariance matrix. Binning show in Table 7.3.

7.3 Modeling systematic uncertainty

The BANFF systematic parameters for oscillation analysis are used to parametrize
the model variation in our fit. Oxygen parameters are omitted since they should not
affect the FGD1 (Hydrocarbon) analysis. The parameters used in this analysis are
shown in Table 7.4 and the Figure 7.8 shows the corresponding covariance and cor-
relation matrices. Functionally in the analysis, each parameter’s nominal value and
error are normalized to have a nominal value of one and corresponding fractional er-
ror. T2KReweight is used to form splines that describe the effect of changing a model
parameter, categorized by event sample, final state topology, true and reconstructed
kinematic variable analysis bins (for the splines plots, see Appendix F).
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Index Parameter Type4 Prior ± Error

0 MQE
A shape 1.21 ± 0.30

1 2p2h ν norm normalization 1.0 ± 1.0
2 2p2h ν shape shape 1.0 ± 1.0
3 MRES

A shape 0.95 ± 0.15
4 C5

A shape 1.01 ± 0.12
5 Bkg Resonant normalization 1.3 ± 0.20
6 CC1π Eν < 2.5GeV normalization 1.0 ± 0.50
7 CC1π Eν > 2.5GeV normalization 1.0 ± 0.50
8 DIS shape 1.0 ± 0.40
9 CC DIS normalization 1.0 ± 0.50
10 CC Multi-π normalization 1.0 ± 0.50
11 CC Coherent on C normalization 1.0 ± 1.0
12 NC Coherent normalization 1.0 ± 0.30
13 NC Other normalization 1.0 ± 0.30
14 FSI Inelastic < 0.5GeV shape 1.0 ± 0.41
15 FSI π absorbtion shape 1.1 ± 0.41
16 FSI Charge exchange, < 0.5GeV shape 1.0 ± 0.57
17 FSI Inelastic, > 0.5GeV shape 1.8 ± 0.34
18 FSI π production shape 1.0 ± 0.50
19 FSI Charge exchange, > 0.5GeV shape 1.8 ± 0.28

TABLE 7.4: cross section modeling parameters used in this analysis along with their
type, prior, and error. Values taken from [1].
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FIGURE 7.8: cross section model covariance matrix (top) and correlation matrix (bot-
tom).
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7.4 Signal binning

In order to avoid a strong anti-correlation between nearby bins, the binning choice
becomes extremely important. The aim is to balance the number of selected events
per bin and the detector’s resolution. The truth binning in kinematic variables of the
signal events used in cross section extraction is presented in Table 7.5. The binning
contains two extra out of phase-space constrains (OOPS as reported in 6.1.2) bins to
include the events that fail the kinematic phase space cut, which provides information
for the fitter to scale the OOPS background properly.

cosθµ Pµ [MeV] cosθπ+ Pπ+ [MeV]
Bin No. begin end begin end begin end begin end

0 -1.0 0.6 200 30000 -1.0 1.0 160 30000
1 0.6 0.8 200 400 -1.0 1.0 160 30000
2 0.6 0.8 400 30000 -1.0 1.0 160 30000
3 0.8 0.9 200 1000 -1.0 0.7 160 30000
4 0.8 0.9 200 1000 0.7 1.0 160 30000
5 0.8 0.9 1000 30000 -1.0 1.0 160 30000
6 0.9 1.0 200 1000 -1.0 1.0 160 300
7 0.9 1.0 200 1000 -1.0 1.0 300 30000
8 0.9 1.0 1000 2500 -1.0 0.7 160 30000
9 0.9 1.0 1000 2500 0.7 1.0 160 600
10 0.9 1.0 1000 2500 0.7 1.0 600 30000
11 0.9 1.0 2500 30000 -1.0 0.7 160 30000
12 0.9 1.0 2500 30000 0.7 1.0 160 30000

OOPS
13 -1.0 1.0 0 200 -1.0 1.0 160 30000
14 -1.0 1.0 200 30000 -1.0 1.0 0 160

TABLE 7.5: Signal binning in true variables.
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FIGURE 7.9: Number of signal events for signal binning in true variables. Red dash
lines are marking the values of 100 and 10 number of events and the navy dash line is

at the 25 mark of the number of events.
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The main limitation in determining the cross section binning is the available statis-
tics. To have a reasonably small statistical error in the final cross section result in each
bin, we need at least 100 events/bin (Figure 7.9), and we would need to consider the
detector resolution to avoid significant bin-by-bin anti-correlation due to event mi-
gration. Finally, the cross section extracted will be reported using these bins without
including the OOPS bins.

When extracting the cross section on model dependant variables, the signal bin-
ning used is according to the variable (Eν , Q2 and W ).

Eν [MeV] Q2 [×103 MeV2] W [MeV]
Bin No. begin end Bin No. begin end Bin No. begin end

0 500 750 0 0 160000 0 1000 1400
1 750 1000 1 160000 480000 1 1400 4000
2 1000 1500 2 480000 1120000
3 1500 2000 3 1120000 5000000
4 2000 3000
5 3000 5000
6 5000 30000

TABLE 7.6: Signal binning in true Eν , Q2 and W variables.
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Chapter 8

Fit validation

In this chapter, the inputs necessary for the fitter are presented, and we perform a
comprehensive validation of the fit procedure to find out any possible misbehavior
of the fitter framework to ensure the extracted cross sections are not biased by the
input MC model and can always return the truth values within error bars. The fit
takes as input a number of signal and background samples for each detector which
are described in detail in chapter 6.

As it was defined and explained in sections 4.2.3 and 4.2.4, the fit is free to alter the
template, flux, cross section, and detector parameters corresponding to both signal
and nuisance parameters to find the values which best describe the data by minimiz-
ing χ2.

The fit will produce a set of best post-fit values, errors, covariance, and correlations
for each fit (template, flux, cross section, and detector) parameter that then will be used
to obtain the double differential and quadruple differential neutrino cross sections.

Fit name Description
Asimov fit data identical to MC simulation (Sec. 8.1.1).

Random template priors
Asimov fit where the prior values
of the template parameters have been
randomized (Sec. 8.1.2).

MC statistical fluctuations
Asimov fit with variations of truth
bins according to Poisson fluctuations
(Sec. 8.1.3).

Altered OOFV weights
Data fit to decreased the oofv events
weights (0.9*weight) (Sec. 8.2.1).

Altered CCother weights
Data fit to decreased the control sample
events weights (0.9*weight) (Sec. 8.2.2).

Altered OOPS kinematics weights

Data fit to increased the weights
(1.1*weight) of events with
Pµ ≤ 200MeV or
Pπ+ ≤ 160MeV (Sec. 8.2.3).

Altered resonant weights
Data fit to increased the resonant
events weights (1.3*weight) (Sec. 8.2.4).

GENIE MC
Data fit to MC events generated
with the GENIE neutrino interaction
simulation (Sec. 8.2.5).

TABLE 8.1: List of fake data studies performed to validate the analysis, with short de-
scription.
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The fit validation for this analysis was done is done by a series of fits utilizing
fake data1. Table 8.1 shows the list of fake data performed in this analysis and the
description.

8.1 Basic Checks

8.1.1 Asimov fit

The most basic fit that can be done is an Asimov fit (fit where the" data" is the same
as the input MC simulation). The movement of any parameter will not lower the χ2

(or raise the likelihood) because this fit starts at the true best-fit point, and it should
return the same nominal parameters; this will be the first validation that the fit works
and estimate the range of the final errors on the cross section. We should expect that
the post-fit values remain at their nominal values (for all parameters) as shown in
Figure 8.1. The parameter error bars show the magnitude of the variances.
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FIGURE 8.1: Pre/post-fit parameter plots for the Asimov fit with nominal priors. The
black dash line on template parameters separates the last two OOPS bins, in the detector
parameters point to the bins with the same kinematics as the OOPS bins for signal and
control sample. Red points in the left plot show the post-fit parameters values and
standard deviations alongside the light red lines, while the blue points and lines show
each parameter’s prior values and standard deviation. The model parameters’ nominal

values are normalized.

• Template parameters2 (top left): The error are strongly correlated with the avail-
able statistics. So as expected, in bins with fewer events, we obtain larger errors,

1’fake data’, (also known as pseudo/mock data) is generated by altering MC.
2The number of template parameters is determinate by the number of true bins (analysis binning 7.4).
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but overall, the errors are very similar because the binning was selected in a way
that the number of the events is similar in each bin.

• Flux parameters (top right): The errors are almost the same as the prior.

• Detector parameters (bottom left): Nearly all errors saw some reduction, with
the spike pattern largely a result of the statistics in a given bin.

• Model parameters3 (bottom right): The errors saw a reduction in selected bins
(mainly the one more related to the signal). The control samples indeed help
constrain these parameters.

The pre-fit and post-fit values per bin for each sample (CC1π+ and CC1π+1π±,0)
match perfectly as expected in an Asimov fit (resulting in a zero χ2) as shown in Figure
8.2.

FIGURE 8.2: Pre/post-fit reconstructed event plots for the Asimov fit with nominal
priors, signal (left) and control sample (right) samples.

8.1.2 Random template priors

This fake data is an Asimov fit with a slight variation. Since it is an Asimov fit, the"
data" is the same as the input MC simulation, but the set to random prior values. The
random number to set the prior is drawn from a Gaussian distribution with a mean of
one and width of ten percent. Since the fit does not start precisely at the best-fit point,
we can evaluate whether the fitter can find the correct minimum when it starts from a
random point.

The fitter correctly finds the minimum no matter where it starts, as shown in Figure
8.3. The post-fit parameter errors show similar behavior to the nominal Asimov fit.
The reconstructed event distributions for each sample are shown in Figure 8.4. They
match perfectly as expected. The fit is expected to return a χ2 of zero.

3These nominal values are normalized in this and all the following plots.
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FIGURE 8.3: Pre/post-fit parameter plots for the Asimov fit with random priors. The
black dash line on template parameters separates the last two OOPS bins, in the detector
parameters point to the bins with the same kinematics as the OOPS bins for signal and
control sample. Red points in the left plot show the post-fit parameters values and
standard deviations alongside the light red lines, while the blue points and lines show
each parameter’s prior values and standard deviation. The model parameters’ nominal

values are normalized.

FIGURE 8.4: Pre/post-fit reconstructed event plots for the Asimov fit with random pri-
ors, signal (left) and control sample (right) samples.

8.1.3 MC statistical fluctuations

This fake data is an Asimov fit with a slight variation on the first. The fit was run
with all parameters at their nominal prior but now fitting to a statistical fluctuated
data set that is not identical to the input MC. A statistical fluctuation of the nominal
MC was built by altering the number of events in the truth bins according to a Poisson
distribution using the nominal MC prediction as average. Since the fit does not start
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exactly at the best-fit point, we can evaluate whether the fitter can find the correct
minimum when it starts from a random point, and it is no longer expected a χ2 of
zero.

• Template parameters (top left): show a good behaviour under statistical fluctu-
ations.

• Flux parameters (top right): The errors were more or less uniformly reduced.

• Detector parameters (bottom left): all parameters saw some reduction in error,
with the spike pattern largely a result of the statistics in a given bin.

• Model parameters (bottom right): Nearly all parameters saw a varied reduction
in error.
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FIGURE 8.5: Pre/post-fit parameter plots for the Asimov fit with nominal priors and
with statistical fluctuation. The black dash line on template parameters separates the
last two OOPS bins, in the detector parameters point to the bins with the same kinemat-
ics as the OOPS bins for signal and control sample. Red points in the left plot show the
post-fit parameters values and standard deviations alongside the light red lines, while
the blue points and lines show each parameter’s prior values and standard deviation.

The model parameters’ nominal values are normalized.

The reconstructed event distributions for each sample are shown in Figure 8.6. The
pre-fit and post-fit event distributions show a good agreement with a non-zero χ2 as
expected since there are some discrepancies between the data and the simulation in
reconstructed bins.
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FIGURE 8.6: Pre/post-fit reconstructed event plots for the Asimov fit with nominal
priors and with statistical fluctuation, signal (left) and control sample (right) samples.

8.2 Fake data studies

These studies are done by using fake data where the signal events in the nominal
MC simulation were weighted to see if the fit could correctly and exactly recover the
change. This fake data set were built by weighting only the determined events in the
nominal MC simulation event-by-event.

In the case of altering the signal events, since the template parameters have no
prior error or penalty for moving, they should recover a simple normalization varia-
tion where none of the systematic parameters should move. In these cases, the weight-
ing function is more complicated; for example, based on the resonant components of
the signal events, then the slight movement would be expected in the systematic pa-
rameters. Table 8.1 shows the list of fake data studies used to validate the analysis.
These fake data studies are used to evaluate if the fitter is responding properly to its
changes.

8.2.1 Altered OOFV weights

In chapter 5 we observed that OOFV events play a fundamental role in BWD samples
since they constitute the main contribution in this direction. This fake data was gen-
erated by only altering the weight of the OOFV events in the analysis samples based
on the topology. OOFV events are reweighed by a factor of 0.9. Given that OOFV is
present in both the signal and control samples, we expect this change will alter our de-
tector parameters, mostly the control sample bins, because of the higher contribution.

The fit results show the expected behavior (Figure 8.7). The template and model
parameters moved their values slightly while the detector parameters were pulled
down mainly in the control sample bins.

The reconstructed event distributions show, overall, a good agreement between
the post-fit distribution and the fake data points for both samples achieving an almost
perfect fit (Figure 8.8).
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FIGURE 8.7: Pre/post-fit parameter plots for the fake data with altered OOFV events.
The black dash line on template parameters separates the last two OOPS bins, in the de-
tector parameters point to the bins with the same kinematics as the OOPS bins for signal
and control sample. Red points in the left plot show the post-fit parameters values and
standard deviations alongside the light red lines, while the blue points and lines show
each parameter’s prior values and standard deviation. The model parameters’ nominal

values are normalized.

FIGURE 8.8: Pre/post-fit reconstructed event plots for the fake data with altered OOFV
events, signal (left) and control samples (right) samples.

8.2.2 Altered CCother weights

The main background to the CC1pi+ signal events (as discussed before in chapter
6) are CCother events. This fake data was generated by only altering the weight of
the CCother events in the analysis samples based on the topology. CCother events
are reweighed by a factor of 0.9. Given that the control sample is a sub-sample of
CCother we would expect that this is well constrained in the detector parameters and
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will slightly move the model parameter related to multiple pions, DIS and CC1π. The
fitter is performing properly for a reduction of the CCother background with the tem-
plate parameters moving to correct the values as shown on the Figure 8.9.

The reconstructed event distributions show, overall, a good agreement between the
post-fit distribution and the fake data points for both ND280 samples (Figure 8.10).
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FIGURE 8.9: Pre/post-fit parameter plots for the fake data with altered CCother events.
The black dash line on template parameters separates the last two OOPS bins, in the de-
tector parameters point to the bins with the same kinematics as the OOPS bins for signal
and control sample. Red points in the left plot show the post-fit parameters values and
standard deviations alongside the light red lines, while the blue points and lines show
each parameter’s prior values and standard deviation. The model parameters’ nominal

values are normalized.

FIGURE 8.10: Pre/post-fit reconstructed event plots for the fake data with altered
CCother events, signal (left) and control samples (right) samples.
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FIGURE 8.11: Pre/post-fit parameter plots for the fake data with altered OOPS muon
momentum (top two rows) and positive pion momentum (bottom two rows) events.
The black dash line on template parameters separates the last two OOPS bins, in the
detector parameters is pointing to the bins with the same kinematics as the OOPS bins
for signal and control sample. Red points in the left plot show the post-fit parameters
values and their standard deviations alongside the light red lines, wile the blue points
and lines show each parameter’s prior values and standard deviation. The model pa-

rameters’ nominal values are normalized.
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8.2.3 Altered OOPS kinematics weights

In the template parameters, the last two bins correspond to the OOPS (see Sec. 6.1.2),
and since the binning of the detector (signal +control sample) were selected in a way
to properly separated the OOPS kinematics, two sets of fake data were generated by
reweighing the OOPS events based on kinematic; this would allow us to study the
effect of the OOPS events on the fit. In the first fake data set, events with Pµ ≤ 200MeV
were reweighed by a factor of 1.1. On the second fake data set, events with Pπ+ ≤
160 MeV were reweighed by a factor of 1.1. The fitter is performing properly for the
weight increase of OOPS kinematics as shown in Figure 8.11.

We observe that the template parameters (especially the OOPS bin containing this
event) move up to correct the values. In the reconstructed binning of the signal and
control sample, these kinematics bins were also separated, so we should observe a
movement in the bins. As expected, template parameter number 13 and detector pa-
rameters 31 and 39 are pulled up to correct the values for the first fake data set.

For the second fake data set, the pion kinematics will affect the model parameter
mostly related to multiple pions, DIS, CC1π and FSIs moving the value but reduc-
ing their errors. As expected, the template parameters and detector parameters are
moved, but the most significant pull is observed for the bins with that kinematic (bin
14 for template parameters for detector parameter (signal and control sample) the bins
32 and 40) to correct the values. The fitter is performing properly for the weight change
in the OOPS kinematics.

The reconstructed event distributions show, overall, a good agreement between
the post-fit distribution and the fake data points, as shown in Figure 8.12.

FIGURE 8.12: Pre/post-fit reconstructed event plots for the fake data with altered OOPS
muon momentum signal (top left), muon momentum control sample (top right), posi-
tive pion momentum signal (bottom left), and positive pion momentum control sample

(bottom right) events.
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8.2.4 Altered resonant weights

The two main contributions to our signal events are RES (∼ 52%) and DIS (∼ 26%).
This fake data was generated by only reweighing the resonant events in the analysis
samples based on the reaction. Resonant events are reweighed by a factor of 1.3. The
signal events are mostly resonant, and in the control sample, this is the second highest
contribution. The fitter is performing properly for an increase of the resonant weight
with the template parameters moving up to correct the values as shown in Figure 8.13.

The fit results show the expected behavior, the systematic parameters slight mov-
ing values (Figure 8.13). The reconstructed event distributions show, overall, a good
agreement between the post-fit distribution and the fake data points, with all the
ND280 samples achieving an almost perfect fit (Figure 8.14).
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FIGURE 8.13: Pre/post-fit parameter plots for the fake data with altered resonant
events. The black dash line on template parameters separates the last two OOPS bins,
in the detector parameters point to the bins with the same kinematics as the OOPS bins
for signal and control sample. Red points in the left plot show the post-fit parameters
values and standard deviations alongside the light red lines, while the blue points and
lines show each parameter’s prior values and standard deviation. The model parame-

ters’ nominal values are normalized.
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FIGURE 8.14: Pre/post-fit reconstructed event plots for the fake data with altered reso-
nant events, signal (left) and control samples (right) samples.

8.2.5 GENIE

We generated the fake data using the GENIE MC (scaled to data POT). This test will
probe if the fitter has good flexibility since the FSI and DIS implementation for GENIE
is very different from NEUT. The set of best-fit parameters for this fake data is shown
in Figure 8.15.
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FIGURE 8.15: Pre/post-fit parameter plots for the fake data using GENIE. The black
dash line on template parameters separates the last two OOPS bins, in the detector
parameters point to the bins with the same kinematics as the OOPS bins for signal and
control sample. Red points in the left plot show the post-fit parameters values and
standard deviations alongside the light red lines, while the blue points and lines show
each parameter’s prior values and standard deviation. The model parameters’ nominal

values are normalized.
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The reconstructed event distributions show, overall, a good agreement between the
post-fit distribution and the fake data points for both signal and control sample (Figure
8.16). We can see the multiple pions, DIS, CC1π and FSIs model parameters are
moved quite a lot from the nominal. The detector parameters are pull-down (higher
for the control sample), while the template parameters are pushed up to correct the
values.

FIGURE 8.16: Pre/post-fit reconstructed event plots for the fake data using GINIE, sig-
nal (left) and control samples (right) samples.

8.3 Summary

The fitter framework performed well in every validation test described in this chapter,
being capable of identifying single changes. These studies of the fitter constitute the
baseline for the fit performance and an indication of the validity of the real data fit.
When unblinding the data, the fit parameters should show similar post-fit error bars
to these studies. We know if the fit has enough freedom by checking the agreement
between the pre-fit nominal MC and the post-fit distributions. Looking at the χ2 val-
ues in general, we can see that the data prefers the post-fit distribution in each fake
data study. Table 8.2 summarizes the χ2 values per study for nominal to post-fit and
data to post-fit.

Fit name χ2
stat CC1π+ χ2

stat CC1π+1π±,0

Nominal Fake data Nominal Fake data
Asimov fit 0.0 — 0.0 —
Random template priors 0.0 — 0.0 —
MC statistical fluctuations 30.091 — 2.131 —
Altered OOFV weights 26.796 0.274 27.028 0.196
Altered CCother weights 223.059 0.037 621.011 0.067
Altered OOPS Pµ weights 10.625 0.006 1.554 0.150
Altered OOPS Pπ+ weights 86.359 0.285 79.149 2.008
Altered resonant weights 1192.201 0.015 35.738 0.022
GENIE MC 259.004 6.659 355.620 7.637

TABLE 8.2: Summary the χ2
stat values per fake data study for nominal to post-fit and

data to post-fit.
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Chapter 9

Cross section measurement and
results

The previous chapter showed that the fit framework is fully functional and has a very
low bias for the set of fake data studies made. Now, this chapter presents the best fit
results (same procedure fallow for fake data in chapter 8) for the real data, and the
extraction of the cross sections results from this analysis. The method used to extract
a (CC1π+) differential cross section in kinematic variables was described in chapter 4.

Index Parameter Nominal Pre-fit constraints

0-14
Template weight

1.0
in each analysis bin

9-29
Flux weight for events in

1.0 flux covariance matrix
each FHC νmu flux bin

30-49
Model weights for each

1.0 model covariance matrix
parameter

50-83
Weight for events in CC1π+

1.0 detector covariance matrix
in each reconstructed bin

84-90
Weight for events in

1.0 detector covariance matrixCC1π+1π±,0 in
each reconstructed bin

TABLE 9.1: All parameters included in the fit (the are discuss it in chapter 7). The model
parameters nominal values are normalized.

This analysis will report several flux-integrated cross sections (see Table 4.1). Table
9.1 shows a summary of all parameters included in the fit and in the same order that
we will see then in the matrix.

9.1 Fit results

The fitter outputs with both signal and control sample unblinded in the fit using the
real data are presented using NEUT. In Figures 9.1, 9.2, 9.3 and 9.4 the post-fit corre-
lation matrix and fit parameters results are presented where the template parameters
are binned in different variables; this will allow us to extract the cross section in each
of this variables. We can observe a strong correlation in the flux post-fit covariance
matrix; this is compatible with the pre-fit flux predictions (Figure 7.7). In addition,
the flux is, as expected, anti-correlated with the template parameters and indifferent
cross section model parameters, While template parameters are highly anti-correlated
to those cross section model parameters.
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FIGURE 9.1: Post-fit correlation matrix for the ND280 real data (A) and pre/post-fit pa-
rameter plots for the ND280 real data (B). The black dash line on the template param-
eters is separating the last two OOPS bins while in the detector parameters is pointing
to the bins with same kinematics as the OOPS bins for signal and control sample. Red
points in the left plot show the post-fit parameters values and their standard deviations
alongside the light red lines, wile the blue points and lines show each parameters prior
values and standard deviation. Binning the template parameters on Pµ, cos θµ, Pπ+ and

cos θπ+ kinematic variables.
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FIGURE 9.2: Post-fit correlation matrix for the ND280 real data (A) and pre/post-fit
parameter plots for the ND280 real data (B). The black dash line on the detector pa-
rameters is pointing to the bins with same kinematics as the OOPS bins for signal and
control sample. Red points in the left plot show the post-fit parameters values and their
standard deviations alongside the light red lines, wile the blue points and lines show
each parameters prior values and standard deviation. Binning template parameters on

Eν variable.
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FIGURE 9.3: Post-fit correlation matrix for the ND280 real data (A) and pre/post-fit
parameter plots for the ND280 real data (B). The black dash line on the detector pa-
rameters is pointing to the bins with same kinematics as the OOPS bins for signal and
control sample. Red points in the left plot show the post-fit parameters values and their
standard deviations alongside the light red lines, wile the blue points and lines show
each parameters prior values and standard deviation. Binning the template parameters

on W variable.
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FIGURE 9.4: Post-fit correlation matrix for the ND280 real data (A) and pre/post-fit pa-
rameter plots for the ND280 real data (B). The black dash line on the template param-
eters is separating the last two OOPS bins while in the detector parameters is pointing
to the bins with same kinematics as the OOPS bins for signal and control sample. Red
points in the left plot show the post-fit parameters values and their standard deviations
alongside the light red lines, wile the blue points and lines show each parameters prior

values and standard deviation. Binning the template parameters on Q2 variable.
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The fit parameters plots show the expected behavior, with the template parameters
moving to correct the values. The flux and detector parameters show some deviations
from their nominal but stay at 12% and within the errors limit. For the detector pa-
rameters, the fit reduced the relative errors in almost every bin.

The cross section model parameters were affected; those significantly impacted
were those related to CC Multi pions, CC1π, Coherent, and Pion FSI; this indicates that
the fit has good sensitivity towards them and a correct model in the nominal Monte
Carlo simulation. We also observe a big pull up of the CCMultiPions parameter and
pull down of CC1π with Eν > 2.5GeV (see Figure 9.5).

The reconstructed event distributions show, overall, a good agreement between
the post-fit distribution and the real data points at the reconstructed level, as shown
in Figure 9.5. The post-fit distribution better describe the data as it is clear from the
χ2
stat values (obtained as Eq. 4.9).

FIGURE 9.5: Pre/post-fit reconstructed event plots for the real data, signal (top) and
control samples (bottom) using ND280 real data. Binning show in Table 7.2.
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9.2 Cross section measurements

Here we present the final extracted cross section results from real ND280 data. In each
plot, we compared the results for the real data fit the nominal MC prediction. The
extracted cross section is calculated using Eq. 4.5. The fake data studies (see chapter
8) performed demonstrate that there is no bias in the cross section extraction method.

Figure 9.6 contains the primary result of this analysis showing the quadruple dif-
ferential cross section per bin (the binning is shown in Table 7.5) and the associated
correlation matrix obtained by fitting to real data. The quadruple differential cross
section on muon and pion kinematics results indicate a disagreement extracted cross
section than what was predicted by the input simulation using both NEUT and GE-
NIE.

dσ

dPµ dcosθµ dPπ+ dcosθπ+

=
N signal
i

εsignal,MC
i ΦNFV

nucleons

× 1

∆Pµ,i ∆ cos θµ,i ∆Pπ+,i ∆ cos θπ+,i
(9.1)
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FIGURE 9.6: The quadruple differential cross section per bin and the associated corre-
lation matrix obtained by fitting to real data using NEUT MC (red line) and GENIE MC

(blue line). The extracted cross section is the primary result of this thesis.

The integrated cross section can be computed using these results by:

σ =
∑
i

dσ

dPµ,i dcosθµ,i dPπ+,i dcosθπ+,i
∆Pµ,i ∆ cos θµ,i ∆Pπ+,i ∆ cos θπ+,i (9.2)

This value integrates the number of signal events and the efficiency without the
OOPS regions. This result needs to be interpreted with a pinch of salt since the detec-
tor’s efficiency varies between the different muons and positive pion angles.



134 Chapter 9. Cross section measurement and results

σNEUT = 3.536× 10−41 cm2

nucleon

σGENIE = 4.266× 10−41 cm2

nucleon

σDATA = (4.300± 1.415)× 10−41 cm2

nucleon

Dividing the integrated cross section by the mean energy of the neutrino flux1 this
result can be compared with other experiments.

A previous results2 for T2K CC1π+ integrated cross section is reported on [13].

σDATA = (11.76± 2.83)× 10−40 cm2

nucleon

By integrating the quadruple differential cross section (Eq. 9.1) over positive pion
kinematics or muon kinematics, the double differential cross sections were obtained.
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FIGURE 9.7: The double differential cross section as function of muon kinematics split
in different slices of true muon angle using NEUT MC (red line) and GENIE MC (blue

line). The last momentum bins extend all the way to 30 GeV.

1For T2K, the mean energy is 850 MeV and it is slightly shifted due to the high energy tail
2The full CCπ+ candidate sample is considered, including pions identified by the Michel electron tag,

only uses FWD going tracks [13]
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(9.3)
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FIGURE 9.8: The double differential cross section as function of muon kinematics split
in different slices of true muon angle using NEUT MC (red line) and GENIE MC (blue

line). Reported by[13].

Figure 9.7 shows the double differential cross section on muon kinematics split in
different slices of true muon angle and plotted as a function of true muon momentum.

• For −1.0 < cosθµ < 0.6 the differential cross section shows a good agreement
with the input simulation with values staying within the error limits.

• For 0.6 < cosθµ < 0.8 the differential cross section shows all bins at a lower
extracted cross section than what was predicted by the input simulation.

• For 0.8 < cosθµ < 0.9 the differential cross section shows lower extracted cross
section for muons with momentum less that 1GeV and a good agreement (within
the error limits) for muons with momentum more that 1GeV.

• For 0.9 < cosθµ < 1.0 the differential cross section shows lower extracted cross
section for muons with momentum beteewn 1 GeV and 2.5 GeV, for the rest it
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shows a good agreement with the input simulation with values staying within
the error limits.

This can be an indication of a deficiency in our theoretical models when describing
specific regions like muons with 0.6 < cosθµ < 0.8 and for 0.8 < cosθµ < 0.9 if the
momentum is < 1GeV . Previous results reported in [13] (Figure 9.8) was observe a
good description of the data for CC1π+ events in all the muon kinematics observables.
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FIGURE 9.9: The differential cross section as function of the true positive pion momen-
tum using NEUT MC (red line) and GENIE MC (blue line). The last momentum bins

extend all the way to 30 GeV

Figure 9.9 shows the double differential cross section on positive pion kinematics
split into different slices of true positive pion angle and plotted as a function of true
positive pion momentum.

• For −1.0 < cosθπ+ < 1.0 the differential cross section shows a good agreement
with the input simulation with values staying within the error limits.

Figure 9.10 contains the differential cross sections per bin (the binning is shown in
Table 7.6) and their associated correlation matrix obtained by fitting to real data.

dσ

dEν
=

N signal
i

εsignal,MC
i ΦNFV

nucleons

× 1

∆Eν,i
(9.5)

dσ

dW
=

N signal
i

εsignal,MC
i ΦNFV

nucleons

× 1

∆Wi
(9.6)

dσ

dQ2
=

N signal
i

εsignal,MC
i ΦNFV

nucleons

× 1

∆Q2
i

(9.7)

Now, let us break down each of the cross sections in Figure 9.10. The differen-
tial cross section on neutrino energy and the differential cross section on hadronic
invariant mass showed a good agreement with the input simulation with values stay-
ing within the error limits. The differential cross section on four-momentum transfer
shows all bins at higher or lower extracted cross section than what was predicted by
the input simulation.
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FIGURE 9.10: The differential cross section as function ofEν (top row),W (central row),
and Q2 (bottom row) and the associated correlation matrix obtained by fitting to real

data. The extracted cross section is the primary result of this thesis.

The χ2 value is calculated from the full statistical and systematic penalties as in Eq.
4.6. Table 9.2 summarize the χ2 goodness values obtained.
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cross section MC χ2 goodness

dσ
dPµd cos θµdPπ+d cos θπ+

NEUT 48.405
GENIE 54.798

dσ
dPµd cos θµ

NEUT

15.526 (−1.0 < cosθµ < 0.6)
69.252 (0.6 < cosθµ < 0.8)
72.908 (0.8 < cosθµ < 0.9)
15.408 (0.9 < cosθµ < 1.0)

GENIE

21.068 (−1.0 < cosθµ < 0.6)
62.022 (0.6 < cosθµ < 0.8)
84.819 (0.8 < cosθµ < 0.9)
31.107 (0.9 < cosθµ < 1.0)

dσ
dPπ+d cos θπ+

NEUT
32.956 (−1.0 < cosθπ+ < 0.7)
12.586 (0.7 < cosθπ+ < 1.0)

GENIE
70.905(−1.0 < cosθπ+ < 0.7)
17.373 (0.7 < cosθπ+ < 1.0)

dσ
dEν

NEUT 13.693
dσ
dW NEUT 0.211
dσ
dQ2 NEUT 53.781

TABLE 9.2: Summary the χ2 goodness values per cross section presented.

9.3 Asymmetry studies

The event generator used (NEUT) uses the Rein-Sehgal [62] model to simulate neutrino-
induced single pion production, an ad-hoc model to simulate multiple pion produc-
tion up to a hadronic invariant mass of 2.0GeV/c2 and a microscopic cascade model
to simulate FSI of hadrons taking place within the nuclear medium. The FWD-BWD
asymmetry of θplanar with respect to the direction of the plane ~q = ~pν − ~pµ:

AFB =
Ncosθ>0 −Ncosθ<0

Ncosθ>0 +Ncosθ<0
=
Ncosφ>0 −Ncosφ<0

Ncosφ>0 +Ncosφ<0
(9.8)

with W below 1400 MeV in order to select events dominated by ∆++ and ∆+

resonant contributions (as shown in Figure 6.10). The AFB values obtained and the
reported in the bibliography are summarize in Table 9.3.

To try to understand this asymmetry and the influence of the nuclear models and
FSI on it, a few configurations were used to compute it as shown in Table 9.3. The
NEUT generator simulates neutrino interactions with the T2K beam flux. Assuming a
carbon target, neutrino interactions are simulated by four nuclear models: local Fermi
gas (LFG), (global) relativistic Fermi gas (RFG), Bodek-Ritchie model (BRRFG), and ef-
fective spectral function (SF), with or without FSI being enabled. Without FSI (NoNu-
clFSI), the cascade is not run for nucleons, but it is for pions. More FSI (MoreNuclFSI)
means that the cross sections in the FSI cascade are 30 % higher. MA103 is the value
of the axial mass used, and C or CH represents the target (Carbon or Hydrocarbon).
The nuclear models affect nuclear properties like the nucleon momentum distribu-
tion, Fermi energy, binding energy, etc. However, for the RES (and DIS) channel in
the effective SF model, the SF feature of interaction on correlated nucleon pair, or the
correlation of outgoing nucleons, is not implemented. The FSI process may also be
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dependent on the nuclear model as the nuclear potential for hadron propagation is
often determined from the underlying nuclear model.

FWD-BWD asymmetry
cos θplanar cos φplanar

Reconstructed using true MC with different NEUT configurations
×10−05 ×10−5

neut_C_noFSI_LFG −0.241± 1.83 −0.013± 1.810
neut_CH_RFGRPA_lessNucFSI −0.212± 1.72 −0.014± 1.697
neut_CH_RFGRPA_moreNucFSI −0.212± 1.69 −0.011± 1.705
neut_CH_RFGRPA_noNucFSI −0.203± 1.72 −0.009± 1.709
neut_CH_SF_MA103_flatSF −0.207± 1.61 −0.012± 1.604
neut_CH_SF_MA103_lessNucFSI −0.201± 1.63 −0.013± 1.617
neut_CH_SF_MA103_moreNucFSI −0.213± 1.62 −0.017± 1.603
neut_CH_SF_MA103_noNuclFSI_noPB −0.217± 3.25 −0.014± 3.223
neut_CH_SF_MA103_noNuclFSI_noPB_flatSF −0.204± 3.24 −0.013± 3.231

Reported by [39]
True value −0.007± 0.003
Reconstructed using true MC −0.179± 0.003

Obtained with this analysis
Reconstructed using true NEUT MC −0.619± 0.005 −0.083± 0.004
Reconstructed using true GENIE MC −0.647± 0.005 −0.230± 0.003
Experimental variables −0.641± 0.008 −0.592± 0.008

TABLE 9.3: FWD-BWD asymmetry values for different nuclear models and FSI configu-
rations together with values reported in previous literature ([39]) and the ones obtained
with this study. This is done using the CC1pi+ sample and limiting the W to below 1400

MeV.

The observed bias is produced by the FSI and Fermi momentum within the nucleus
because θplanar is significantly modified, as shown in Figure 6.13. The dependence of
the θ angle on the FSI and Fermi momentum makes it a very useful observable when
investigating the nuclear effects on the results of the reaction [39].
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Chapter 10

Conclusions

The main objective of the near detectors in an oscillation neutrino experiment (like
T2K) is the reduction of systematic errors in the oscillation analysis. One of the lim-
itations is the interactions uncertainties that are the dominant systematic on current
measurements of the oscillation parameters. These interactions are fundamental for
understanding the nuclear effects contributing to the cross section and inaccuracies in
reconstructing the neutrino energy. Cross sections at the nucleon level are not perfectly
known, the nuclear medium effects modify them, and these primary interactions are
embedded in the nucleus, where nuclear effects can modify the event topology.

The analysis carried out in this thesis has produced a set of flux integrated νµ
CC1π+ cross sections on hydrocarbon using the T2K off-axis near detector data. The
primary output of this thesis is the first CC1π+ fiducial quadruple differential cross
section in bins of muon and positive pion kinematic variables, using T2K’s ND280
off-axis near detector.

The muon and positive pion kinematics variables are directly observable in the
detector, while the other reconstructed variables (the neutrino energy, the hadronic
invariant mass, and the four-momentum transfer) depend on the underlying model of
the cross section.

A new selection was developed to study this signal with a full solid angle coverage
of the ND280 detector. This new selection is capable in identifying and selecting back-
ward and high angles tracks, increasing the efficiency in this region; this is the second
selection developed with a full solid angle coverage and the first one that allows us
to study the different contributions to CC inclusive interactions with a full solid an-
gle coverage. The events selected at the near detector are used to constrain the flux
and cross section parameters. Using NEUT as the default MC generator, we observe a
56.17% purity of the CC1π+ signal.

The signal is defined as one negatively charged muon, one positive charged pion,
and any number of nucleons as the final state particles. It depends on the primary
vertex and FSI, as pion can be produced in the primary vertex, produced or absorbed
in FSI, and affected by charge exchange.

The detector acceptance is limited depending on the path of the track. The follow-
ing constraints were placed on muon and pion kinematics in the signal definition for
the cross section extraction:

• True muon momentum > 200 MeV/c,

• True pion momentum > 160 MeV/c.

The preliminary cross section results achieved so far have shown disagreements
between the MC prediction and the post-fit results. An agreement with the input
simulation (with values staying within the error limits) was observed for:

• dσ
dPµd cos θµ

with −1.0 < cosθµ < 0.6,
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• dσ
dPµd cos θµ

with 0.8 < cosθµ < 0.9 and Pµ > 1.0GeV ,

• dσ
dPµd cos θµ

with 0.9 < cosθµ < 1.0 and 2.5GeV < Pµ < 1.0GeV

• dσ
dPπ+d cos θπ+

• dσ
dEν

• dσ
dW

This can be an indication of a deficiency in our theoretical models when describing
specific regions like muons with 0.6 < cosθµ < 0.8 and for 0.8 < cosθµ < 0.9 if the
momentum is < 1GeV .

Some of the variables studied were the Adler angles (φplanar and θplanar). They
will be most helpful for comparison with neutrino interaction models. The Adler an-
gles can be used to improve our interaction models. They are properly defined at
the nucleon interaction level, but they are altered by the final state interactions and
the Fermi momentum of the target nucleon. The θplanar Adler angle is with the one
that characterizes the pion with regard to the direction of the ∆ (after the boost). The
Adler angles carry information about the polarization of the ∆ resonance the interfer-
ence with non-resonant single pion production, and they can provide hints of parity
violation due to the lack of preference in the ∆ direction.

The non-flat behavior observed in the reconstructed Adler angle distributions could
be coming from nuclear medium effects and FSI due to the heavier target used. We are
missing low momentum pions in the reconstruction due to nuclear effects. The miss-
ing low momentum pions can be observed in the lack of events with negative values
of the cos θplanar distribution.

In general, this analysis can be further improved. Starting with the selection, a
better cut to reduce the contamination of protons when selecting the FGD pion can be
implemented, deepening on the direction of the track (see Table 5.8). Michel electrons
reconstructed kinematics information can be included; this has been developed as part
of a Ph.D. thesis at ND280 and the results shown are outstanding. Improve the timing
information and the detector efficiency for BWD and HA tracks. This two will be
achieved with the ND280 upgrade. Furthermore, reducing the statistical uncertainties
is more complicated since it depends on our knowledge of the neutrino interaction.
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Appendix A

Energy thresholds for neutrino
production

The thresholds for the incoming neutrino energy are given by simple relativistic kine-
matics. Assuming the notation presented before, this give an minimum neutrino en-
ergy (in the lab frame):

Eν =
m2
l +m2

N ′ + 2mlmN ′ −m2
N

2mN
(A.1)

The numerical values for different processes are given in Table A.1 and for the ∆
resonance we used mN ′ = m∆ (Table A.2).

TABLE A.1: Threshold energies for QE and RES production (in GeV).

Eνe Eνµ Eντ

CCqe ∼ 0 0,111 3,450
CCres 0,177 0,305 3,940
NCe 0 0 0

NCres 0,175 0,175 0,175

TABLE A.2: ∆ (1232) resonance information [29].

Spin Mass (MeV) Γ (MeV) Decay
∆++

3
2 1232 118

π+ + p

∆+ π+ + n
π0 + p

∆0 π0 + n
π− + p
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Appendix B

Changes to Highland2

Some changes needs to be done to the basic nd280 and highlad2 software in order
to work with the selection. Here are the basic steps to fallow depending if you are
working with GIT/cmake verison.

1. installing nd280 software

• git clone https://git@git.t2k.org/nd280/pilot/nd280SoftwarePilot.git

• cd nd280SoftwarePilot

• ./configure.sh

• . nd280SoftwarePilot.profile

• nd280-install -j16 12.31

• cd ..

2. installing Highland2 software

• git clone https://git@git.t2k.org/nd280/highland2Software/highland2SoftwarePilot.git

• nd280-fetch-package highland2Software/highland2UserAnalyses highlandRec-
Pack highlandRecPack master

• in /highlandCorrections_2.24/cmake/highlandCorrectionsND280_USE.cmake

– uncoment: ND280_USE(highlandRecPack)

• in /ND280/highlandCorrections_2.24/src/FlipKinematicsCorrection.cxx

– uncoment: #define UseRecPack

• in /ND280/highlandCorrections_2.24/src/MomRangeCorrection.cxx

– uncoment: #define UseRecPack

• . highland2SoftwarePilot/highland2SoftwarePilot.profile

• highland-install -j16 2.65

3. installing numuCC4piMultiPiAnalysis package

• nd280-fetch-package highland2Software/highland2UserAnalyses
numuCC4piMultiPiAnalysis master

• cd numuCC4piMultiPiAnalysis_master; mkdir Linux-CentOS_7-gcc_4.8-x86_64;
cd Linux-CentOS_7-gcc_4.8-x86_64

• cmake ../cmake

• ../bin/makeAll.sh

• . ../bin/setup.sh
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Appendix C

ToF correction

ToF distributions for runs 2 to 4 and 8 for the different ToF topologies.

FIGURE C.1: ToF distributions without any correction apply (left column), two Gaus-
sian fit of the ToF distributions without any correction apply (central column) and ToF
distributions after correction are apply. For run 2 to 4 and for different ToF topologies.
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FIGURE C.2: ToF distributions without any correction apply (left column), two Gaus-
sian fit of the ToF distributions without any correction apply (central column) and ToF
distributions after correction are apply. For runs 2 to 4 and for different ToF topologies.
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FIGURE C.3: ToF distributions without any correction apply (left column), two Gaus-
sian fit of the ToF distributions without any correction apply (central column) and ToF

distributions after correction are apply. For run 8 and for different ToF topologies.
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FIGURE C.4: ToF distributions without any correction apply (left column), two Gaus-
sian fit of the ToF distributions without any correction apply (central column) and ToF

distributions after correction are apply. For run 8 and for different ToF topologies.
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Appendix D

Distributions

FIGURE D.1: Muon momentum (top two rows) and cosine of theta (bottom two rows)
distributions for the CC inclusive samples (top left), and for the CC0π (top right), the
CC1π+ (bottom left) and CCother samples (bottom right) for 4π acceptance. Using the

true topology definition.
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FIGURE D.2: Muon momentum (top two rows) and cosine of theta (bottom two rows)
distributions for the CC inclusive samples (top left), and for the CC0π (top right), the
CC1π+ (bottom left) and CCother samples (bottom right) for 4π acceptance. Using the

true particle definition.
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FIGURE D.3: Muon momentum (top two rows) and cosine of theta (bottom two rows)
distributions of CC0π for the different directions: FWD (top left), BWD (top right),
HAFWD (bottom left) and HABWD (bottom right) using the true topology definition.
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FIGURE D.4: Muon momentum (top two rows) and cosine of theta (bottom two rows)
distributions of CC0π for the different directions: FWD (top left), BWD (top right),

HAFWD (bottom left) and HABWD (bottom right) using the true particle definition.
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FIGURE D.5: Muon momentum (top two rows) and cosine of theta (bottom two rows) of
CC1π+ for the different directions: FWD (top left), BWD (top right), HAFWD (bottom

left) and HABWD (bottom right), using the true topology definition.
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FIGURE D.6: Muon momentum (top two rows) and cosine of theta (bottom two rows)
distributions of CC1π+ for the different directions: FWD (top left), BWD (top right),
HAFWD (bottom left) and HABWD (bottom right), using the true particle definition.
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FIGURE D.7: Positive pion momentum (top two rows) and cosine of theta (bottom two
rows) distributions of CC1π+ for TPC pions,for the different muon directions: FWD
(top left), BWD (top right), HAFWD (bottom left) and HABWD (bottom right), using

the true particle definition.



Appendix D. Distributions 159

0 25 50 75 100 125 150 175 200
Reco FGD positive pion momentum [MeV]

0

10

20

30

40

50

E
ve

nt
s 

pe
r 

bi
n

for FWD muons

Data
, 0.89%

+ , 0.87%
e , 3.82%
e + , 3.13%

+ , 68.96%
, 4.45%

p, 17.89%

0 25 50 75 100 125 150 175 200
Reco FGD positive pion momentum [MeV]

0

1

2

3

4

5

6

7

E
ve

nt
s 

pe
r 

bi
n

for BWD muons

Data
, 1.09%

+ , 0.00%
e , 4.01%
e + , 2.55%

+ , 31.75%
, 2.55%

p, 58.03%

0 25 50 75 100 125 150 175 200
Reco FGD positive pion momentum [MeV]

0

1

2

3

4

5

6

7

8

E
ve

nt
s 

pe
r 

bi
n

for HAFWD muons

Data
, 7.19%

+ , 0.68%
e , 3.25%
e + , 2.74%

+ , 37.50%
, 2.74%

p, 45.89%

0 25 50 75 100 125 150 175 200
Reco FGD positive pion momentum [MeV]

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

E
ve

nt
s 

pe
r 

bi
n

for HABWD muons

Data
, 5.10%

+ , 0.00%
e , 3.06%
e + , 3.06%

+ , 17.86%
, 1.53%

p, 69.39%

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Reco FGD positive pion cosine theta

0

20

40

60

80

E
ve

nt
s 

pe
r 

bi
n

for FWD muons

Data
, 1.69%

+ , 0.95%
e , 3.97%
e + , 3.23%

+ , 68.08%
, 4.38%

p, 17.71%

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Reco FGD positive pion cosine theta

0

2

4

6

8

10

12

E
ve

nt
s 

pe
r 

bi
n

for BWD muons

Data
, 1.43%

+ , 0.00%
e , 3.93%
e + , 2.50%

+ , 32.50%
, 2.86%

p, 56.79%

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Reco FGD positive pion cosine theta

0.0

2.5

5.0

7.5

10.0

12.5

15.0

17.5

20.0

E
ve

nt
s 

pe
r 

bi
n

for HAFWD muons

Data
, 7.77%

+ , 0.65%
e , 3.27%
e + , 2.86%

+ , 38.18%
, 2.62%

p, 44.64%

1.00 0.75 0.50 0.25 0.00 0.25 0.50 0.75 1.00
Reco FGD positive pion cosine theta

0

1

2

3

4

5

6

E
ve

nt
s 

pe
r 

bi
n

for HABWD muons

Data
, 6.90%

+ , 0.00%
e , 3.45%
e + , 2.96%

+ , 18.23%
, 1.48%

p, 67.00%

FIGURE D.8: Positive pion momentum (top two rows) and cosine of theta (bottom two
rows) distributions of CC1π+ for FGD pions,for the different muon directions: FWD
(top left), BWD (top right), HAFWD (bottom left) and HABWD (bottom right), using
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FIGURE D.9: Muon momentum (top two rows) and cosine of theta (bottom two rows) of
CCother for the different directions: FWD (top left), BWD (top right), HAFWD (bottom

left) and HABWD (bottom right), using the true topology definition.
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FIGURE D.10: Muon momentum (top two rows) and cosine of theta (bottom two rows)
distributions of CCother for the different directions: FWD (top left), BWD (top right),
HAFWD (bottom left) and HABWD (bottom right), using the true particle definition.
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Appendix E

Single detector systematic
contributions

• BFieldDist: It is due to the modelling of the TPC magnetic field distortions and
the associated errors. It uses a flat density probability function and is a variation-
like systematic (Figure ??).

• ToFResol: It is used for each ToF is set equal to the maximum bias. It uses a
Gaussian density probability function and is a variation-like systematic (Figure
E.6a).

• MomResol: It is due to how well it is modelled in the MCs. It uses a Gaussian
density probability function and is a variation-like systematic (Figure E.2a).

• MomScale: It affects more the migration between bins than the total number of
events passing the selection cuts. It uses a Gaussian density probability function
and is a variation-like systematic (Figure E.2b).

• MomRangeResol: It depends of the detector that was used to compute the mo-
mentum by range and the direction of the track. It uses a Gaussian density prob-
ability function and is a variation-like systematic (Figure E.3a).

• MomBiasFromVertexMigration: It is due to the current resolution of the FGD.
It uses a Gaussian density probability function and is a variation-like systematic
(Figure E.3b).

• TpcPid: It is due to the simulation of the TPC PID performance. It uses a Gaus-
sian density probability function and is a variation-like systematic (Figure E.4a).

• FgdPid: It is due to the simulation of the FGD PID performance. It uses a Gaus-
sian density probability function and is a variation-like systematic (Figure E.4b).

• ECalEMResol: It depends on the particle type and ECAL subdetector. It uses a
Gaussian density probability function and is a variation-like systematic (Figure
E.5a).

• ECalEMScale: It depends on the particle type and ECAL subdetector. It uses a
Gaussian density probability function and is a variation-like systematic (Figure
E.5b).

• ChargeIDEff: It depends of the ability of the MC and data to correctly identify
the charge of a particle based on its curvature in the TPCs. It uses a Gaussian
density probability function and is a efficiency-like systematic (Figure E.7a).
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• TpcClusterEff: It is now applied to FGD-TPC objects that have 19 TPC NNodes.
It uses a Gaussian density probability function and is a efficiency-like systematic
(Figure E.7b).

• TpcTrackEff: It is due to the efficiency of reconstructing TPC tracks. It uses a
Gaussian density probability function and is a efficiency-like systematic (Figure
E.8a).

• TpcFgdMatchEff: It accounts for the efficiency of matching TPC to FGD tracks
and is only applied for tracks with 1 or 2 hits at the end of the TPC. It uses a
Gaussian density probability function and is a efficiency-like systematic (Figure
E.8b)).

• FgdHybridTrackEff: It covers differences in FGDs tracking efficiencies due to
the presence of TPC-FGD object(s). It uses a Gaussian density probability func-
tion and is a efficiency-like systematic (Figure E.9a).

• MichelEleEff: It is introduced due to the ability to correctly tag such signals. It
uses a Gaussian density probability function and is a efficiency-like systematic
(Figure E.9b).

• PileUp: The effect of pile up considered here is due to sand muons that are in
coincidence with magnet events. It uses a Gaussian density probability function
and is a normalisation-like systematic (Figure E.10a).

• OOFV: It is due to the number of events entering the selection due to interactions
that occur outside of the FGD FV is due to a combination of vertex migration
and neutral particles. It uses a Gaussian density probability function and is a
normalisation-like systematic (Figure E.10b).

• SandMu: It is due to the simulation of interactions in the sand that enter ND280.
It uses a Gaussian density probability function and is a normalisation-like sys-
tematic (Figure E.11a).

• TpcECalMatchEff: It depends on the particle type, momentum and ECAL sub-
detector. It uses a Gaussian density probability function and is a efficiency-like
systematic (Figure E.11b).

• TpcP0dMatchEff: It depends of the timing information between TPC and P0D.
It uses a Gaussian density probability function and is a efficiency-like systematic
(Figure E.12a).

• FgdECalMatchEff: It depends on the direction of the track. It uses a Gaussian
density probability function and is a efficiency-like systematic (Figure E.12b).

• FgdECalSMRDMatchEff: It depends on the direction of the track. It uses a
Gaussian density probability function and is a efficiency-like systematic (Figure
E.13a).

• ECalTrackEff: It depends on the particle type, momentum and ECAL subde-
tector. It uses a Gaussian density probability function and is a efficiency-like
systematic (Figure E.13b).

• SIPion: It is due to the modelling of pion secondary interactions. It uses a Gaus-
sian density probability function and is a normalisation-like systematic (Figure
E.14a).
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• SIProton: It is due to the modelling of proton secondary interactions. It uses
a Gaussian density probability function and is a normalisation-like systematic
(Figure E.14b).

• FGDMass: It is due to the uncertainty on the areal density for XY modules, or
for FGD1s mass density inside the fiducial volume. It uses a Gaussian density
probability function and is a normalisation-like systematic (Figure E.6b).
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FIGURE E.1: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom

right) for "BFieldDist" variation systematics for the CC1π+ sample.
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FIGURE E.2: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "MomResol" (a) and "MomScale" (b) variation systematics for the CC1π+

sample.
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FIGURE E.3: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "MomRangeResol" (a) and "MomBiasFromVertexMigration" (b) variation

systematics for the CC1π+ sample.
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FIGURE E.4: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom

right) for "TpcPid" (a) and "FgdPid" (b) variation systematics for the CC1π+ sample.
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FIGURE E.5: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "ECalEMResol" (a) and "ECalEMScale" (b) variation systematics for the

CC1π+ sample.
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(B) FGDMass

FIGURE E.6: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom
right) for "ToFResol" variation systematics (a) and "FGDMass" weight systematics (b)

variation systematics for the CC1π+ sample.
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(A) ChargeIDEff
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(B) TpcClusterEff

FIGURE E.7: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom
right) for "ChargeIDEff" (a) and "TpcClusterEff" (b) weight systematics for the CC1π+

sample.
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FIGURE E.8: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "TpcTrackEff" (a) and "TpcFgdMatchEff" (b) weight systematics for the

CC1π+ sample.
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(A) FgdHybridTrackEff
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FIGURE E.9: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "FgdHybridTrackEff" (a) and "MichelEleEff" (b) weight systematics for

the CC1π+ sample.
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(A) PileUp
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(B) OOFV

FIGURE E.10: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom

right) for "PileUp" (a) and "OOFV" (b) weight systematics for the CC1π+ sample.
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(A) SandMu
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(B) TpcECalMatchEff

FIGURE E.11: Relative errors using NEUT (blue line), GENIE (green line) and MC dis-
tribution (gray area) as function of muon momentum (top left), muon cosine of theta
(top right), positive pion momentum (bottom left) and positive pion cosine of theta
(bottom right) for "SandMu" (a) and "TpcECalMatchEff" (b) weight systematics for the

CC1π+ sample.
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(A) TpcP0dMatchEff
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(B) FgdECalMatchEff

FIGURE E.12: Relative errors using NEUT (blue line), GENIE (green line) and MC dis-
tribution (gray area) as function of muon momentum (top left), muon cosine of theta
(top right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "TpcP0dMatchEff" (a) and "FgdECalMatchEff" (b) weight systematics for

the CC1π+ sample.
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(A) FgdECalSMRDMatchEff

0 1000 2000 3000 4000 5000 6000
Muon momentum [MeV]

0

2000

4000

6000

8000

10000

N
um

be
r 

of
 e

ve
nt

s

1.0 0.5 0.0 0.5 1.0
Muon cosine theta

0

2500

5000

7500

10000

12500

15000

17500

20000

N
um

be
r 

of
 e

ve
nt

s

0 250 500 750 1000 1250
Positive pion momentum [MeV]

0

2000

4000

6000

8000

10000

12000

N
um

be
r 

of
 e

ve
nt

s

1.0 0.5 0.0 0.5 1.0
Positive pion cosine theta

0

2000

4000

6000

8000

10000

12000

14000

N
um

be
r 

of
 e

ve
nt

s

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Re
la

tiv
e 

Er
ro

r [
%

]

MC distribution
NEUT relative error
GENIE relative error

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

Re
la

tiv
e 

Er
ro

r [
%

]

MC distribution
NEUT relative error
GENIE relative error

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Re
la

tiv
e 

Er
ro

r [
%

]

MC distribution
NEUT relative error
GENIE relative error

0.00

0.02

0.04

0.06

0.08

0.10

0.12

Re
la

tiv
e 

Er
ro

r [
%

]

MC distribution
NEUT relative error
GENIE relative error

(B) ECalTrackEff

FIGURE E.13: Relative errors using NEUT (blue line), GENIE (green line) and MC dis-
tribution (gray area) as function of muon momentum (top left), muon cosine of theta
(top right), positive pion momentum (bottom left) and positive pion cosine of theta (bot-
tom right) for "FgdECalSMRDMatchEff" (a) and "ECalTrackEff" (b) weight systematics

for the CC1π+ sample.
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FIGURE E.14: Relative errors using NEUT (blue line), GENIE (green line) and MC distri-
bution (gray area) as function of muon momentum (top left), muon cosine of theta (top
right), positive pion momentum (bottom left) and positive pion cosine of theta (bottom

right) for "SIPion" (a) and "SIProton" (b) weight systematics for the CC1π+ sample.



179

Appendix F

Splines

To allow the fit to evaluate the effect of any value of any model parameter, the response
functions are turned into splines by interpolating between the discrete values of the
standard deviations evaluated. In this appendix can be found the different plots for
all topology × reaction combinations for each model parameter.
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