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Abstract

Deep learning has drastically changed computer vision in the past decades and
achieved great success in many applications, such as image classification, retrieval,
detection, and segmentation thanks to the emergence of neural networks. Typically,
for most applications, these networks are presented with examples from all tasks
they are expected to perform. However, for many applications, this is not a realistic
scenario, and an algorithm is required to learn tasks sequentially. Continual learning
proposes theory and methods for this scenario.

The main challenge for continual learning systems is called catastrophic forget-
ting and refers to a significant drop in performance on previous tasks. To tackle
this problem, three main branches of methods have been explored to alleviate the
forgetting in continual learning. They are regularization-based methods, rehearsal-
based methods, and parameter isolation-based methods. However, most of them
are focused on image classification tasks. Continual learning of many computer
vision fields has still not been well-explored. Thus, in this thesis, we extend the
continual learning knowledge to meta-learning, we propose a method for the in-
cremental learning of hierarchical relations for image classification, we explore
image recognition in online continual learning, and study continual learning for
cross-modal learning.

In this thesis, we explore the usage of image rehearsal when addressing the in-
cremental meta-learning problem. Observing that existing methods fail to improve
performance with saved exemplars, we propose to mix exemplars with current
task data and episode-level distillation to overcome forgetting in incremental meta-
learning. Next, we study a more realistic image classification scenario where each
class has multiple granularity levels. Only one label is present at any time, which
requires the model to infer if the provided label has a hierarchical relation with
any already known label. In experiments, we show that the estimated hierarchy
information can be beneficial in both the training and inference stage.

For the online continual learning setting, we investigate the usage of interme-
diate feature replay. In this case, the training samples are only observed by the
model only one time. Here we fix the memory buffer for feature replay and compare
the effectiveness of saving features from different layers. Finally, we investigate
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multi-modal continual learning, where an image encoder is cooperating with a
semantic branch. We consider the continual learning of both zero-shot learning
and cross-modal retrieval problems.

Key words: continual learning, zero-shot learning, image recognition, cross-
modal retrieval, few-shot learning
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Resumen

El aprendizaje profundo ha cambiado drásticamente la visión por computador
en las últimas décadas y ha logrado un gran éxito en muchas aplicaciones, como
la clasificación, recuperación, detección y segmentación de imágenes gracias al
surgimiento de las redes neuronales. Por lo general, para la mayoría de las aplica-
ciones, a estas redes se les enseñan ejemplos de todas las tareas que se espera que
realicen. Sin embargo, para muchas aplicaciones, este no es un escenario realista y
se requiere que un algoritmo aprenda tareas de forma secuencial. El aprendizaje
continuo propone teoría y métodos para este escenario.

El principal desafío para los sistemas de aprendizaje continuo se denomina
olvido catastrófico y se refiere a una degradación significativa del rendimiento
en las tareas anteriores. Para abordar este problema, se han explorado tres ramas
principales de métodos para aliviar el olvido en el aprendizaje continuo. Estos son
métodos basados en regularización, métodos basados en ensayos y métodos basa-
dos en aislamiento de parámetros. Sin embargo, la mayor parte de estos métodos
están enfocados a tareas de clasificación de imágenes. El aprendizaje continuo en
muchos campos de visión por computador aún no se ha explorado en profundidad.
Por lo tanto, en esta tesis, extendemos el aprendizaje continuo a métodos de meta-
aprendizaje, proponemos un método para el aprendizaje incremental de relaciones
jerárquicas para la clasificación de imágenes, exploramos el reconocimiento de
imágenes en el aprendizaje continuo en línea y estudiamos el aprendizaje continuo
dentro del aprendizaje intermodal.

En esta tesis, exploramos la repetición de ejemplares para abordar el problema
del meta-aprendizaje incremental. Al observar que los métodos existentes no logran
mejorar el rendimiento con ejemplos guardados, proponemos mezclar ejemplos
con datos de tareas actuales y destilación a nivel de episodio para superar el olvido
en el meta-aprendizaje incremental. A continuación, estudiamos un escenario de
clasificación de imágenes más realista, donde cada clase tiene múltiples niveles de
granularidad. Sólo hay una etiqueta presente en todo momento, lo que requiere
que el modelo deduzca si la etiqueta proporcionada tiene una relación jerárquica
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con alguna otra etiqueta ya conocida. En los experimentos, mostramos que la
información de la jerarquía estimada puede ser beneficiosa tanto en la etapa de
entrenamiento como en la de inferencia.

Para el caso del aprendizaje continuo en línea, investigamos la repetición de
características intermedias. En este caso, el modelo sólo observa las muestras de
entrenamiento una sola vez. Aquí fijamos el tamaño del búfer de memoria para la
repetición de características y comparamos la efectividad de guardar características
de diferentes capas. Finalmente, investigamos el aprendizaje continuo multimodal,
donde un codificador de imágenes coopera con una rama semántica. Consideramos
el aprendizaje continuo en problemas tanto de aprendizaje sin ejemplos como de
recuperación multimodal.

Palabras clave: aprendizaje continuo, aprendizaje sin ejemplos, reconocimiento
de imágenes, recuperación multimodal, aprendizaje con pocos ejemplos
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Resum

L’aprenentatge profund ha canviat dràsticament la visió per computador en les
darreres dècades i ha aconseguit un gran èxit en moltes aplicacions, com ara la
classificació, recuperació, detecció i segmentació d’imatges gràcies al sorgiment de
les xarxes neuronals. En general, per a la majoria de les aplicacions, aquestes xarxes
mostren exemples de totes les tasques que s’espera que realitzin. No obstant això,
per a moltes aplicacions, aquest no és un escenari realista i cal que un algoritme
aprengui tasques de forma seqüencial. L’aprenentatge continu proposa teoria i
mètodes per a aquest escenari.

El principal desafiament per als sistemes d’aprenentatge continu s’anomena
oblit catastròfic i fa referència a una degradació significativa del rendiment en les
tasques anteriors. Per abordar aquest problema, s’han explorat tres branques princi-
pals de mètodes per alleujar l’oblit en l’aprenentatge continu. Aquests són mètodes
basats en regularització, mètodes basats en assaigs i mètodes basats en aïllament
de paràmetres. No obstant això, la major part d’aquests mètodes estan enfocats a
tasques de classificació d’imatges. L’aprenentatge continu en molts camps de visió
per computador encara no ha estat explorat en profunditat. Per tant, en aquesta
tesi extenem l’aprenentatge continu a mètodes de meta-aprenentatge, proposem
un mètode per a l’aprenentatge incremental de relacions jeràrquiques per a la clas-
sificació d’imatges, explorem el reconeixement d’imatges en l’aprenentatge continu
en línia i estudiem l’aprenentatge continu dins de l’aprenentatge intermodal.

En aquesta tesi, explorem la repetició d’exemplars per abordar el problema del
meta-aprenentatge incremental. En observar que els mètodes existents no aconse-
gueixen millorar el rendiment amb exemples desats, proposem barrejar exemples
amb dades de tasques actuals i destil·lació a nivell d’episodi per superar l’oblit en el
meta-aprenentatge incremental. A continuació, estudiem un escenari de classifica-
ció d’imatges més realista on cada classe té múltiples nivells de granularitat. Només
hi ha una etiqueta present en tot moment, cosa que requereix que el model dedueixi
si l’etiqueta proporcionada té una relació jeràrquica amb alguna altra etiqueta ja
coneguda. En els experiments, mostrem que la informació de la jerarquia estimada
pot ser beneficiosa tant a l’etapa d’entrenament com a la d’inferència.

Per al cas de l’aprenentatge continu en línia, investiguem la repetició de ca-
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racterístiques intermitges. En aquest cas, el model només observa les mostres
d’entrenament una sola vegada. Aquí fixem la mida del búfer de memòria per a la
repetició de característiques i comparem l’efectivitat de guardar característiques
de diferents capes. Finalment, investiguem l’aprenentatge continu multimodal
on un codificador d’imatges coopera amb una branca semàntica. Considerem
l’aprenentatge continu en tant problemes d’aprenentatge sense exemples com de
recuperació multimodal.

Paraules clau: aprenentatge continu, aprenentatge sense exemples, reconeixe-
ment d’imatges, recuperació multimodal, aprenentatge amb pocs exemples
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1 Introduction

Over the last couple of decades the availability of digital data has seen an explosive
growth. This growth has been accompanied with a desire to understand, learn,
analyze this data in a wide range of applications. Artificial intelligence has since had
a considerable impact on a wide range of applications in the life of human beings:
such as face recognition [36, 92, 118], recommendation systems [109], autonomous
driving [41], robotics [84], game AI [157, 185], medical analysis [66, 100].

Especially, deep learning has much contributed to the current AI revolution [82,
85]. The original techniques and theory underlying deep learning had already been
designed in the 80s [86, 147]. The availability of large labelled datasets, and break-
troughs in hardware (GPUs), combined with improved optimization techniques
allowed deep learning to outperform traditional hand-crafted features combined
with classifiers by a large margin. Since then, deep learning has been applied to the
vast majority of computer vision tasks.

However, artificial intelligence based on deep learning [85] highly relies on a
huge amount of data to obtain optimal performance. For example, image classi-
fication pretraining on ImageNet [82], or text-image alignment model CLIP [138]
pretrained on 14M images. Thus, data collection, annotation and relevant privacy
issues have been a bottleneck in the development of real-world applications. Due
to these reasons, updating the deep learning models while incrementally inputting
data has been a choice to solve the data bottleneck.

Different from deep learning models, humans are good at learning incremen-
tally during their lifetime and do not suffer from much forgetting; we refer to this
phenomenon as lifelong learning. For example, after we have learned how to distin-
guish dogs and cats during our childhood, we would not forget this during our whole
life while learning many new tasks. However, this is not true for a robot, which we
expect to behave similarly to a human in the future, as is illustrated in Fig. 1.1.

To make the robots and deep learning models have the same lifelong learning
ability as human beings, various methods have been explored to overcome forget-
ting during the learning procedure. These methods belong to the computer vision
subarea named Continual Learning [89, 107]. More specifically, in this thesis, we
aim to solve continual learning in few-shot recognition, hierarchical classification
and multi-model learning problems.
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Time 1 Time 2 Time 3

Figure 1.1 – Comparison between human and robot lifelong learning. Robots are
prone to forget the previous knowledge, while humans not. Continual learning
algorithms aim to make algorithms behave more similar to humans, to be able to
learn new knowledge while preserving knowledge previously learned.

1.1 Continual learning

In most deep learning research, the training data is considered to be present jointly.
Thus, the learner can process the whole dataset several times to get an optimal
model for a specific problem. However, this situation cannot be always guaranteed
in many real-world application scenarios. Due to privacy issues or storage restric-
tions, the learner could be restricted to only have access to the training data of a
single task at a time. This scenario is referred to as continual learning (or incremen-
tal learning or lifelong learning). The main challenge in this scenario is learning a
model from the current data (referred to as current task), while preventing forgetting
knowledge of previous tasks. As a baseline, which applies finetuning to the model
always suffers from a considerable decrease in performance on the previous tasks
since the learner is trained to be optimal for the current task due to the adaptation
to the current data. This phenomenon is called catastrophic forgetting [76, 117].
The field of continual learning aims at studying methods which prevent forget-
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ting [33, 114, 142, 184]. Continual learning methods can be categorized into three
main groups [33]).

Regularization-based continual learning. The first group is based on regulariza-
tion. Based on the importance estimation of the parameters in the model, these
methods apply a regularization loss term to the final loss function. In this way,
the knowledge from previous tasks can be kept by constraining the parameter
changes. The difference among these methods mainly lies in how to estimate
the importance. From these differences, these methods can be further divided
into data-focused [94] and prior-focused [76]. Data-focused methods, including
LwF [94], LFL [71], EBLL [141] and DMC [202] use knowledge distillation [58] from
previous models. Prior-focused methods, including EWC [76], IMM [88], SI [198],
R-EWC [104] and MAS [4], focus on obtaining prior knowledge by estimating the
importance of model parameters.

Rehearsal-based continual learning. These methods overcome forgetting by re-
play the previous data (real or synthetic). This branch can be divided into two main
strategies: exemplar-rehearsal [63,184], which are methods that save a small portion
of previous task training data (named exemplars); and pseudo-rehearsal [54, 183],
which are methods that where generative models are trained to generate previous
data at the image or feature level. Then, the replayed data is used to balance the
bias for joint classifiers or to regularize the gradients in model updating.

Parameter isolation methods. This family focuses on allocating different model
parameters to each task. They begin with a simple architecture and update con-
tinually with new neurons to allow additional capacity needed for the new task.
Depending on whether the network is fixed or dynamic from the beginning, this
branch can be further divided into two groups: fixed network and dynamic network.
The fixed network group, including Piggyback [111], PackNet [112] and HAT [154],
learns a mask for each task, which is applied to the weights or activations in the
networks. This group is further developed to the case where no forgetting is allowed
in [114]. However, this group is limited to the task-aware setting. The dynamic
network group, represented by Expert Gate [7], avoids this problem by learning an
autoencoder gate to obtain the task oracle.

Based on an analysis of the state-of-the-art of continual learning, we have
identified five research directions that we pursue in this thesis, and which we will
outline in the following sections.

1.1.1 Incremental meta learning

Meta-learning is a learning paradigm, where a model gains experience over a series
of sampled episodes. In this way, the model gains the ability to generalize to unseen
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Figure 1.2 – Illustration of few-shot learning. The task at test time is to correctly
classify between a set of classes based on only a few training samples from these
classes. During training the network is optimized to generalize well to unseen
classification problems. In this thesis, we investigate this problem in a continual
learning setting.

tasks [61]. Meta-learning is a promising technique to make models generalize
to new tasks and environments which are absent during training. This ability is
considered to be crucial for future AI systems to make them behave more human-
like. Few-shot learning has been considered as the paradigm-of-choice to test
and evaluate meta-learning algorithms (see Figure 1.2). It aims at learning models
from just few samples, and particularly meta-learning applied to few-shot image
classification has attracted interest in recent years [16, 90, 163, 193]. Few-shot
learning can be categorized into three types of approaches: data augmentation,
model enhancement and algorithm-based methods [179].

However, most few-shot learning methods are limited by their application sce-
narios, since they require a large number of training data for meta-learning. This will
lead to poor performance in continual learning scenarios where the training data
arrives incrementally and there will not be sufficient categories at any time stage to
learn a good generalization model. Therefore continual learning [33,76,142,152,197]
research on this topic is crucial to solve this dilemma. To address both the prob-
lem of incremental learning and meta-learning, incremental meta-learning was
proposed as a way of performing few-shot learning in incremental learning scenar-
ios [99].

To address the incremental meta-learning problem, Liu et al. [99] proposed the
Indirect Discriminant Alignment (IDA) as a solution to incrementally accumulate
the knowledge for the meta-learner. In IDA, class prototypes from previous tasks are
represented by anchors, which are computed as the average of all images belonging
to a specific class. Then these prototypes are used to distill knowledge from previous
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models. As shown in their paper, this strategy greatly reduces forgetting for short
sequences of tasks. Based on IDA, they proposed EIML as an extension of IDA with
exemplars. But surprisingly, their results showed that EIML fails to outperform IDA,
even with increasing numbers of exemplars. This is counter-intuitive in continual
learning, since exploiting exemplars generally boosts performance in incremental
learning [17, 113, 142]. One of these probable reasons for this is that in EIML,
exemplars are only used to recompute the class centers for previous tasks, which
underestimate the usage of exemplars. Therefore, in this thesis, we will explore
how to correctly use exemplars to increase the efficiency of the knowledge transfer in
incremental meta-learning.

1.1.2 The incremental learning of hierarchical knowledge

In human learning, the association of new concepts to old concepts is accumulated
over time. People construct a hierarchy of knowledge to better consolidate informa-
tion. For example, as a child one might learn the concept of animal first, whereas
later one might learn about various animals such as birds and monkeys. Even later
one would be able to distinguish several monkeys like for example gorillas and
chimpanzees. Typically, image classification problems in computer vision have a
flat structure and ignore this hierarchical nature of knowledge. However, there have
been a number of works that consider hierarchical work [156], but these works do
not consider the incremental learning of the hierarchical knowledge. An example of
the hierarchical knowledge graph is provided in Figure 1.3.

Recently, the IIRC (Incremental Implicitly-Refined Classification) setup [1] has
been proposed as a novel extended benchmark to evaluate lifelong learning meth-
ods in a realistic setting where the construction of hierarchical knowledge is key.
In the IIRC benchmark, each class has multiple granularity levels. But only one
label is present at any time, which requires the model to infer whether the related
labels have been observed in previous tasks. This setting is much closer to real-life
learning, where a learner gradually improves its knowledge of objects.

Based on the IIRC benchmark, Abdelsalam et al. [1] adapted and evaluated
several state-of-the-art continual learning methods to solve this problem, including
iCaRL [142], LUCIR [63], and AGEM [27]. However, their work does not propose
an effective solution specifically designed for the IIRC problem. In particular, they
do not incrementally learn the hierarchical knowledge, which is important to cor-
rectly label the data in this setting. In addition, at inference time they do not use
the hierarchical knowledge to verify the plausibility of the label predictions. For
example, an image that is classified as a ’bird’ on one level of the hierarchy should
not be classified as a ’chimpanzee’ at the other level. Therefore, in this thesis, we
aim to propose a continual learning method tailored for the learning of hierarchical
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Figure 1.3 – Partial representation of the hierarchical information of the Imagenet
dataset [148]. We investigate how hierarchical relations between classes can be
learned incrementally.

classification tasks.

1.1.3 Online continual learning with compressed feature replay

One of the challenging settings in continual learning is online continual learning of
non-iid data streams [6, 27, 108]. Under the online continual learning setting, each
image can only be seen one time during training (except exemplars in storage). The
application scenarios mainly exist in resource constrained devices, such as mobile
phones, robots and other smart devices. The majority of methods in continual
learning allow for multiple cycles over the training data [33]. Thus, these continual
learning methods cannot be directly operated on this challenging online continual
learning setting. Moreover, they take longer to train for several epochs. In this
chapter, we focus on online continual learning setup.

Among the continual learning approaches, some of the best performance is
obtained with rehearsal-based methods [54, 142, 155]. The rehearsal of images
from the previous tasks is one of the most popular strategies [27, 63, 142, 184].
However, this strategy leads to memory increasing and the imbalance problem of
training data between the previous tasks and the current one. An alternative way to
generate images is using generative models (e.g. GANs) [155, 183]. However, image
generation itself is still a hard problem and may require complex generative models,
which would also be continually learned, making this method not very practical for
continual learning on complex datasets.
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Feature
Feature

Feature 
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Distillation

Figure 1.4 – Illustration of feature replay. Features from previous tasks are replayed
when training the current task to prevent forgetting. In this thesis, we study com-
pressed feature replay that allows performing feature replay at deeper layer in neural
networks. As a result, it can obtain improved plasticity.

To overcome the shortcomings of image replay, recent papers have paid at-
tention to feature replay (as shown in Figure 1.4) in continual learning [54, 106].
GFR [106] trains a generator to replay compact features of the images (after the last
average pooling layer of a ResNet-18). REMIND [54] saves feature exemplars since
it is very efficient and requires therefore less memory per image. To further reduce
the memory usage, REMIND [54] applies product quantization [65] to compress the
features.

However, replaying on the feature level does not allow much training of the
feature extractor before the replay layer. As a consequence, if this backbone is not
optimal enough for future tasks, the performance is sub-optimal for continual learn-
ing. This significantly limits the learning of representations that can discriminate
between all tasks. Therefore, we propose to investigate compression of the replay
features which would allow it to move to deeper layers for replay and consequently
for more plasticity during training.

1.1.4 Multi-modal continual learning

One important direction in deep learning is multi-modal learning where multiple
data modalities are considered [125, 168]. Humans when learning use multiple
senses, including vision, hearing, taste, touch and smell. In computer vision, there
has been much attention for the joint learning of semantic text and vision embed-
dings [95, 138]. However, this research field has not yet been much investigated
within the context of non-stationary training data as the case in continual learning
setups. We have identified two aspects of continual multi-modal training that we
investigate in depth in this thesis.

7



Chapter 1. Introduction

Polar Bear

Black: No 
White: Yes 
Brown: No 
Stripes: No 
Water: Yes Zebra

Black: Yes 
White: Yes 
Brown: No 
Stripes: Yes 
Water: No

Seen Classes (Train)
Unseen (Test)

Black: No 
White: No 
Brown: Yes 
Stripes: No 
Water: No

Horse

Black: Yes 
White: Yes 
Brown: No 
Stripes: Yes 
Water: No

Black: No 
White: Yes 
Brown: No 
Stripes: No 
Water: Yes

Polar BearZebra

Horse?
Zebra?

Polar Bear?

Model

Figure 1.5 – Illustration of zero-shot learning. Based on knowledge from the map-
ping from attributes to classes, zero-shot learning is able to predict the presence
of previously unseen classes. We investigate combining this characteristics with
continual learning in this thesis.

The first area of investigation is zero-shot learning (ZSL) [188,189,203] (as shown
in Figure 1.5), where semantic concepts are represented by meaningful feature
vectors instead of one-hot labels (i.e. all classes are equally similar and dissimilar to
each other). Zero-shot learning enables the recognition of (visually) unseen classes
via a semantic model that describes them in connection to the seen classes. We can
also observe that zero-shot learning has an implicit temporal static structure, which
means that the class descriptions are learned first then the visual classification
model is updated on seen classes thus to obtain the ability to recognize unseen
classes. In this thesis, we aim to investigate systems that combine the capabilities of
zero-shot learning and can predict unseen classes, with the capabilities of continual
learning, i.e., learn new classes without forgetting previous ones.

A second application of multi-modal learning that we investigate in more depth
is cross-modal retrieval [28, 31, 38, 176, 180]. In continual learning, new tasks can
happen at different points in time. In a retrieval scenario, we must also consider
the indexing operation, thus special attention should be given to the role of this
additional stage. One of the advantages of embedding networks compared to
classification networks is that the operation is done in a single space shared by
all tasks, so we can retrieve data regardless whether the setup is task-aware or
task-agnostic. Also, the retrieval performance in the continual learning scenario
is affected by how much the embedded space is distorted. Finally, catastrophic
forgetting affects differently to indexed and query data. In this thesis, we aim to
investigate the continual learning of cross-modal representations for retrieval.
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1.2. Objectives and approach

1.2 Objectives and approach

In this thesis, we aim to explore the continual learning problem in various computer
vision problems, including meta learning, implicit-refined classification, online
continual learning and multi-modal tasks. Here we set out to define our objectives
and approach to solve the problems identified in the previous section.

1.2.1 Incremental meta learning

Most meta-learning approaches assume the existence of a very large set of labeled
data available for episodic meta-learning of base knowledge. This contrasts with
the more realistic continual learning paradigm in which data arrives incrementally
in the form of tasks containing disjoint classes. In this chapter, we consider this
problem of incremental meta-learning in which classes are presented incrementally
in discrete tasks. The existing method [99] fails to exploit exemplars to improve
performance, we therefore define the following objective:

Exemplar usage for incremental meta learning: Propose a rehearsal-based
method for the problem of incremental meta-learning. Carefully study
knowledge distillation within the context of rehearsal-based incremental
meta learning.

To address the challenges of incremental meta-learning, we propose our method
Episodic Replay Distillation (ERD) as a replay-based continual learning solution.
Different from IDA [99], where the exemplars are only used to compute the class cen-
ters, we explore the usage of exemplars to contribute in incremental meta-learning.
Firstly, we propose a cross-task meta-learning loss, which allows meta-learning to
benefit from the larger number of classes stored in the exemplar buffer; Secondly,
we propose Episodic Replay Distillation that also uses exemplars in distillation to
improve the efficiency of knowledge transfer from the previous model to the current
one.

1.2.2 The incremental learning of hierarchical knowledge

Human beings learn and accumulate hierarchical knowledge over their lifetime.
This knowledge is associated with previous concepts for consolidation and hier-
archical construction. However, current incremental learning methods lack the
ability to build a concept hierarchy by associating new concepts to old ones. A
more realistic setting tackling this problem is referred to as Incremental Implicitly-
Refined Classification (IIRC) [1], which simulates the recognition process from
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coarse-grained categories to fine-grained categories. However, in their work they
evaluate existing methods for this new setting, but do not propose a new method
especially designed to acquire hierarchical knowledge incrementally. We therefore
define the following objective:

Incremental hierarchical knowledge acquisition: We aim to propose a
method that incrementally acquires the hierarchical knowledge from a
sequence of tasks. This knowledge should then be exploited to prevent
forgetting and improve the prediction capability of the method.

To overcome catastrophic forgetting under the IIRC setup, we propose a new mod-
ule named Hierarchy-Consistency Verification (HCV), with which we aim to learn
the implicit hierarchical knowledge. When learning new classes, we aim to auto-
matically discover their hierarchical relations with the classes seen in previous tasks.
When learning new tasks with new superclasses and subclasses, we automatically
discover relations among these superclasses and subclasses. We aim to show that
this information can be exploited to boost the performance in IIRC setup both at
inference time and training time.

1.2.3 Online continual learning with compressed feature replay

Online continual learning aims to learn from a non-IID stream of data from a
number of different tasks, where the learner is only allowed to consider data once.
Methods are typically allowed to use a limited buffer to store some of the images
in the stream. Recently, it was found that feature replay, where an intermediate
layer representation of the image is stored (or generated) leads to superior results
than image replay, while requiring less memory. Quantized exemplars can further
reduce the memory usage. However, a drawback of these methods is that they use a
fixed (or very intransigent) backbone network. This significantly limits the learning
of representations that can discriminate between all tasks. We therefore pursue the
following objective:

Compressed feature replay: The main drawback of feature replay is the
lack of plasticity of the network located before the feature replay layer.
Therefore, we propose compressed feature replay that allows us to effi-
ciently perform feature replay at deeper layers in the network while still
adhering to low memory restrictions.

To address the limitation of feature replay, we propose an auxiliary classifier auto-
encoder module named ACAE, which allows for compressed feature replay at in-
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termediate layers of the network, to enhance the REMIND method [55]. Note that,
compared to the current feature replay methods which are focusing on replaying
features in the last layers, we allow for more feature replay options. Furthermore,
we also addresses an important problem of feature replay methods, namely the
sub-optimal performance due to fixing the feature extractor backbone. We evaluate
our method under the online continual learning setting.

1.2.4 Multi-modal continual learning

In contrast to humans, conventional models of visual recognition assume a static
and a semantic world. These models cannot predict classes whose instances were
not observed during training. Zero-shot learning (ZSL) and continual learning (CL)
relax these two assumptions. However, both these research fields have not yet been
combined into a single learning system. We therefore define the following objective:

Bookworm continual learning: We propose a new challenging setup for
future AI system, where the semantic model remains fixed while the visual
model is updated continuously. In addition, we aim to develop a system
that can address this setup. It should continually learn without forgetting
previous knowledge, and simultaneously predict unseen classes.

Bookworm continual learning can be seen as a generalization of continual learning
which is limited by lacking explicit semantic models, and zero-shot learning which
is not continual. One important challenge for bookworm continual learning is
the effective integration of semantic models and continual learning. Additionally,
we propose a framework via feature generation. Essentially, a generative model
(a conditional VAE in our case) learns how to generate features of the previous
classes and also future classes (in zero-shot learning via the semantic model), thus
generating synthetic features of all classes to train a joint classifier.

The second topic of multi-modal learning that we investigate is cross-modal
retrieval. We focus on cross-modal retrieval between language and visual represen-
tations. Multimodal representations and continual learning are two areas closely
related to human intelligence. The former considers the learning of shared repre-
sentation spaces where information from different modalities can be compared and
integrated. The latter studies how to prevent forgetting a previously learned task
when learning a new one. While humans excel in these two aspects, deep neural
networks still have clear limitations. We therefore propose the following objective:

Cross-modal continual learning: We aim to investigate cross-modal re-
trieval. The aim is to effectively perform retrieval in known and unknown
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domains. Special attention will be dedicated to studying catastrophic for-
getting in this setup.

For cross-modal continual learning, we identify and study the different factors
that lead to forgetting in cross-modal embeddings and retrieval. Addressing those
factors, we study modifications in the retrieval framework, network architecture
and regularization that can help to alleviate them.
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2 Incremental Meta-Learning via Episodic Re-
play Distillation for Few-Shot Image Recog-
nition*

2.1 Introduction

Meta-learning, commonly referred to as “learning to learn”, is a learning paradigm
in which a model gains experience over a sequence of learning episodes.† This
experience is optimized so as to improve the model’s future learning performance
on unseen tasks [13, 43, 61, 127, 161, 165, 169]. Meta-learning is one of the most
widely applied techniques to achieve models that generalize, like humans, to new
tasks and environments that have not been seen during training – a capability
generally considered to be crucial for future AI systems. Few-shot learning, which
aims to learn from very limited numbers of samples, has emerged as the paradigm-
of-choice to test and evaluate meta-learning algorithms. Meta-learning applied to
few-shot image recognition problems has attracted increased attention in recent
years [16, 30, 49, 90, 91, 98, 163, 193].

However, most few-shot learning methods are limited in that they require a
large pool of training data, with a large number of classes and a large number of
samples per class, for meta-learning. This can lead to poor performance in practical
incremental learning situations where the training tasks arrive in a continual way
and there are insufficient categories at any single time to learn a performant and
general model via meta-learning. The study of learning from data that arrives in
such a sequential manner is called continual or incremental learning [33,76,142,152,
197]. Catastrophic forgetting is the main challenge to building incremental learning
systems [117]. This refers to the phenomenon in which knowledge from previous
tasks is forgotten when updating the learner with knowledge from new ones. To
address both the challenges of incremental and meta-learning, incremental meta-
learning (illustrated in Figure 2.1) was recently proposed as a way of performing
few-shot learning in such incremental learning scenarios [99].

To address the incremental meta-learning problem, Liu et al. [99] proposed the
Indirect Discriminant Alignment (IDA) approach. In this method, class centers
from previous tasks are represented by anchors, which are used to distill knowledge

*This chapter is based on a publication in the 3rd CLVISION workshop in CVPR 2022 [173]
†To avoid ambiguities, we use the term episode in the meta-learning sense rather than how it is used

in continual learning. We use task in the continual learning sense to refer to a disjoint group of new
classes.
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Figure 2.1 – Incremental meta-learning with optional exemplar memories [99].
Data from the previous tasks, unless in the exemplar memory, is unavailable in
successive ones. Conventional meta-learning assumes a large number of base
classes available for episodic training, while incremental meta-learning requires
that the meta-learner updates incrementally when a new set of classes (a new task)
arrives.

from previous models. They show that this greatly reduces forgetting for short se-
quences of tasks. They proposed EIML, an extended version of IDA with exemplars‡

from old tasks. But their results surprisingly showed that EIML fails to outperform
IDA without exemplars. This seems counter-intuitive, since exploiting exemplars
generally boosts performance in incremental learning [17, 113, 142]. The probable
reason for this is that EIML only uses exemplars to recompute the class centers of
previous tasks, which are then used for distillation.

To perform incremental meta-learning a number of challenges must be ad-
dressed: (i) due to the incremental nature of the learning process, knowledge from
previous tasks (often represented by class centers) suffers from semantic drift and
consequently catastrophic forgetting; (ii) meta-learning benefits from training on a
large variety of classes (from which episodes are sampled) to learn representations
that can generalize to unseen problems [16, 90, 163], which can be problematic
during incremental learning where we only have access to classes present in the

‡Exemplars refer to a small buffer of data from previous tasks that can be used during the training of
new tasks. It is one of the most effective strategies to counter catastrophic forgetting.
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current task; and (iii) when performing knowledge distillation for incremental meta-
learning, Liu et al. [99] do not exploit exemplars to perform distillation. In this
chapter, we observe that exemplars can also be used to increase the efficiency of
the knowledge transfer.

To address the challenges of incremental meta-learning, we propose a replay-
based method to address incremental meta-learning. We call our method Episodic
Replay Distillation (ERD). We use a small exemplar memory from previous classes to
prevent catastrophic forgetting. Differently from the descussed work [99] that only
uses exemplars for the computation of class prototypes, we show that exemplars can
be used in two other steps during incremental meta-learning. Namely, to address
the reduced efficiency of meta-learning on datasets with fewer classes (as would
be the case when we only perform meta-learning on the classes within a single
task) we propose a cross-task meta-learning loss which allows meta-learning to
directly benefit from the larger number of classes which are present in the exemplar
memory. In addition, to improve the efficiency of knowledge distillation we propose
Episodic Replay Distillation that also uses the exemplars to distill information from
the previous task model to the current one.

The main contributions of this chapter are:

• Cross-task meta-learning: we apply a cross-task meta loss which explicitly
uses the exemplars during the meta-learning. This loss results in higher
quality feature representations and better generalization to new few-shot
recognition problems.

• Episodic replay distillation: we exploit the exemplars to efficiently transfer
the knowledge from the previous to the current model. Since the exemplars
are closer to the class prototypes of previous tasks this results in more efficient
knowledge distillation. We are the first to show how exemplar replay can be
used for incremental meta-learning, as the previous attempt at this only
showed marginal improvements with exemplars [137].

• Experimental evaluation: we are the first to evaluate incremental meta-
learning on long task sequences (evaluation is increased from just 3 tasks
in [137] to 16 tasks in our work). Our method significantly outperforms the
state-of-the-art using both Prototypical Networks and Relation Networks.

2.2 Related work

In this section we briefly review the work from the literature most related to our
proposed approach.
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2.2.1 Few-shot learning

Few-shot learning can be categorized into three main classes of approaches ac-
cording to which aspect is enhanced using prior knowledge: data augmentation,
model enhancement and algorithm-based methods [179]. Among them, few-shot
learning based on metrics or optimization-based approaches are the main streams
in current research.

Metric-based methods. These approaches use embeddings learned from other
tasks as prior knowledge to constrain the hypothesis space. Since samples are
projected into an embedding subspace, the similar and dissimilar samples can be
easily discriminated. Among these techniques, ProtoNets [161], RelationNets [165],
MatchNets [169] and TADAM [131] are the most popular. ProtoNets [161] computes
the prototypes for each class in the support set and classify the query images by
the nearest-centroid method. RelationNets [165] generalizes this framework by
introducing a relation module to train the feature representations. MatchNets [169]
adopts memory module and attention mechanism to merge the information in
each task. TADAM [131] proposes to use a task conditioned metric which leads to
different metric spaces for different tasks.

Optimization-based methods. These use prior knowledge to search for the model
parameters which best approximate the hypothesis in search space and use prior
knowledge to alter the search strategy by providing good initialization or guiding
optimization steps. Representative methods are MAML [43], MAML++ [12], Rep-
tile [127] and MetaOptNet [87]. MAML [43] models the weights of the network
as a function of the initial network weights. Based on MAML, MAML++ [12] in-
troduces various modifications to improve the stabilization, convergence speed
and computation. Reptile [127] improves MAML by ignoring second-order deriva-
tives. MetaOptNet [87] learns the feature representations generalizing well for SVM
classifiers.

2.2.2 Continual learning

Continual learning methods can be divided into three main categories [33]: replay-
based, regularization-based and parameter-isolation methods. Since parameter-
isolation methods are restricted to the task-aware settings [33], we only discuss the
first two categories which are relevant to our method.

Replay methods. These prevent forgetting by including data (real or synthetic)
from previous tasks, stored either in an episodic memory or via a generative model.
There are two main strategies: exemplar replay [27, 63, 142, 184] and pseudo-
replay [155, 183]. The former store a small number of training samples (called
exemplars) from previous tasks. The latter uses generative models learned from pre-
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vious data distributions to synthesize data. However, pseudo-replay by generating
high-resolution images with generative model is itself a very hard problem [155,183]
since it requires complex generative models which would also need to be contin-
ually learned. An alternative variant is feature replay [55, 106]. However, feature
replay imposes limitations on updating backbone models, which is unacceptable
for few-shot learning since the purpose of few-shot learning is to learn a good
backbone for future updates. Thus, for the Incremental Meta-Learning problem,
conducting exemplar replay is a more reasonable choice.

The classification model in continual learning is a joint classifier, the exemplars
are used to correct the bias [184] or regularize the gradients [108]. However, in In-
cremental Meta-Learning there is no joint classifier (only a temporary classifier for
each episode). Thus, those exemplar-based continual learning methods need adap-
tation to the Incremental Meta-Learning. Replay for Incremental Meta-Learning
should be at the episode level instead of the image level.

Regularization-based methods. These approaches add a regularization term to
the loss function which impedes changes to the parameters deemed relevant to
previous tasks. The difference depends on how to estimate relevance, and these
methods can be further divided into data-focused [94] and prior-focused [76]. Data-
focused methods use knowledge distillation from previously-learned models. Prior-
focused methods estimate the importance of model parameters as a prior for the
new model.

Distillation methods in continual learning are trying either to align the outputs
at the feature level [106, 183] or the predicted probabilities after a softmax layer [94].
However, aligning at the feature level has been observed to be not ineffective [99]
and the lack of a unified classifier makes it impossible to align in probabilities level.
Thus, we also must adapt distillation to the Incremental Meta-Learning setting.

2.2.3 Meta-learning for continual learning

In addition to the Incremental Meta-Learning setting, there are a few works on
continual learning that exploit meta-learning, such as La-MAML [51], iTAML [140]
and OSAKA [21]. These methods focus on improving model performance on task-
agnostic incremental classification. There is also some work focusing on dynamic,
few-shot visual recognition systems [46, 143, 195], which aim to learn novel cate-
gories from only a few training samples while at the same time not forgetting the
base categories. This setting can be regarded as a variant of few-shot learning where
the objective is to maintain good performance on the original base categories when
acquiring new ones.

Another related setting is FSCIL [2,116,166,200], where the authors constrain the
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continual learning tasks using a few labeled samples (excluding the base task, which
has numerous classes and abundant images to enable learning a strong pretrained
model). However, this setting concentrates mostly on learning a task-agnostic joint
classifier for all the classes that have been observed up to the current time step. It is
a variant of the incremental learning setting with some constraints on the amount
of samples in new tasks.

Different from these variants, the incremental meta-learning setting adopts the
original objective of few-shot learning: to make the model generalize to unseen
tasks even when training over incremental tasks, where each task contains a signifi-
cant amount of data (and is therefore more similar to standard class-incremental
learning) on which we train our meta-learner. Since the seen classes are increasing,
the model should gain more generalization ability instead of over-fitting to the
current task. The meta-learning can then perform few-shot classification on unseen
classes – something which is not considered in few-shot class-incremental learning
(FSCIL). And since conventional continual learning methods are not suitable for
incremental meta-learning, we propose our approach specifically for this setting.

2.3 Methodology

Future learning systems will aim to continually integrate new tasks without requir-
ing joint training over all previously seen data [76, 167]. Specifically the combi-
nation of incremental learning with meta-learning is relevant, since at test-time
new problems with unseen classes are evaluated. Therefore it is important to de-
velop incremental learning theory on how this new information can be absorbed
by the learner to further improve its performance on future tasks. Furthermore,
incremental learning does not require the learner to be trained from scratch every
time new data arrives (which is also more sustainable), and it can be applied in
settings where it is prohibited to retain all past data due to privacy concerns or gov-
ernmental legislation. A practical example of incremental meta-learning is a robot
which must continue to function – with minimal labelling effort – in new scenarios
where it must manipulate previously unseen objects. At the same time, it should
incrementally improve its model to increase performance in future scenarios. Other
scenarios include Lifelong Person Re-identification [137], and incremental few-shot
drug discovery [9].

In this section, we start by defining the standard few-shot learning formulation
and then introduce the incremental meta-learning setup. Then in sections 2.3.2 and
2.3.3 we describe our approach to Incremental Meta-Learning and its application
to few-shot image recognition.
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2.3.1 Few-shot and meta-learning

In this section we first introduce the standard formulation of few-shot learning,
and then describe the incremental meta-learning approach as applied to few-shot
classification.

Conventional few-shot learning. An approach to standard, non-incremental
classification is to learn a parametric approximation p(y |x;θ) of the posterior distri-
bution of the class y given the input x. Such models are trained by minimizing a
loss function over a dataset D (e.g. the empirical risk). Few-shot learning, however,
presents extra difficulties since the number of samples available for each class y is
very small (as few as one). In the meta-learning paradigm, training is divided into
two phases: meta-training, in which the model learns how to learn few-shot recog-
nition, and meta-testing where the meta-trained model is evaluated on unseen
few-shot recognition tasks.

Meta-training for few-shot learning consists of H episodes (meta-training task in
few-shot learning terminology), where each episode Dτ is drawn from the train split
of the entire dataset. Few-shot recognition problems consisting of N classes with
K training samples per class are referred to N -way, K -shot recognition problems.
Each episode is divided into support set S and query set Q: Dτ = (S,Q), where S =
{(xi , yi )}N K

i=1 consists of N training classes each with K images, and Q = {(x̂i , ŷi )}N K Q

i=1
is a set of K Q images for each of the N selected classes in the episode.

More specifically, we formulate our method based on ProtoNets in this section,
and discuss its extension to Relation Networks later. ProtoNets consist of an em-
bedding module fθ and a classifier module g . First, the support set S is fed into the
embedding module fθ to obtain class prototypes ck :

ck = 1

K

∑
(xi ,k)∈S

fθ(xi ). (2.1)

Then, an episode-specific classifier is applied to the query set, where the prediction
for class k of query image x̂ is:

gk ( fθ(S), fθ(x̂)) = p(y = k|x̂;θ) = exp(−d( fθ(x̂),ck ))∑
k ′ exp(−d( fθ(x̂),ck ′ ))

(2.2)

where the summation in the denominator is over all classes k ′ in the support set
and d is the Euclidean distance as in ProtoNets. Then the meta-loss for updating θ
is:

Lmet a(θ;S,Q) =− ∑
(x̂,ŷ)∈Q

[log g ŷ ( fθ(S), fθ(x̂))]. (2.3)
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Incremental Meta-Learning. When performing incremental meta-learning, data
arrives as a sequence of disjoint tasks: X1, ..., X t , ..., XT , where T denotes the number
of tasks , and t the current training session. The aim of Incremental Meta-Learning
is to incrementally learn the parameters θt for task t from the disjoint tasks:

θ∗t = argmin
θt

L(θt ;θt−1,St ,Qt ), (2.4)

Depending on whether we store exemplars from previous tasks, the support set St

and query set Qt can be constructed differently using samples in the current task
and exemplars from previous tasks. These query and support sets are described in
detail in the next section.

2.3.2 Cross-task episodic training

Keeping exemplars from previous tasks is a successful approach to avoid catas-
trophic forgetting in conventional incremental learning [17, 113, 142]. However, it is
not obvious how to leverage exemplars for incremental meta-learning. We propose
a novel way of using exemplars for this specific setup.

To fully exploit exemplars Et from previous tasks, for each episode during meta-
learning we construct two sets of support and query images (see Figure 2.2-(a)).
Each episode is broken down into two sets of few-shot problems:

• In each episode we construct a cross-task sub-episode by sampling N classes
from the current task with probability 1−P and from previous tasks with
probability P . It means for each of the N classes in the episode, a Bernoulli
trial with probability P determines if the class is drawn from a past task. Thus,
we have on average N × (1−P ) classes from the current task and N ×P from
the past. Then, for each class we randomly sample K images as support set
Sm and KQ images as query set Qm (m denotes that we mix the exemplars
with current task samples here).

• We also construct an exemplar sub-episode by sampling N classes from only
the exemplars from previous tasks, each with K +KQ images to form a support
set Se and query set Qe . Note that this episode is only composed of exemplars
from previous tasks.

The reason we sample cross-task sub-episodes with probability P is that ex-
emplars are normally much fewer than samples in the current task, and thus the
exemplars are not expected to be as varied as the samples from the current task.
With a probability P , we can control the balance between current and previous
classes in the cross-task sub-episode. And it doesn’t influence the update of the
memory buffer.
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Figure 2.2 – (a) Proposed episode sampling. During episodic meta-learning we
build two sets of few-shot problems: exemplar sub-episodes based on only exem-
plars from previous tasks (Se

i and Qe
i ) and cross-task sub-episodes with a mix of

exemplars from previous tasks and samples from the current task (Sm
i and Qm

i ).
(b) Proposed Episodic Replay Distillation framework. Modules in green are the
current embedding model, which are updated with both cross-task and exemplar
sub-episodes. Red lines and blue lines are data flows for exemplar sub-episode
and cross-task sub-episode, respectively. Solid lines and dotted lines indicate the
data flows from support set and query set respectively. When computing loss for
ProtoNets, g is a parametric-free operation, while for Relation Networks, g consists
of a set of parameters φ.
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Given Sm ,Qm , the cross-task meta-training loss is defined as:

Lmeta(θt ;Sm ,Qm) =− ∑
(x̂,ŷ)∈Qm

log g ŷ ( fθt (Sm), fθt (x̂)). (2.5)

This loss is only computed over Sm and Qm since in Sm we have samples from the
previous and current tasks.

The intra-task meta-loss used in [99] only performs the meta-learning on the
data of the current task. The quality of the meta-learner is expected to improve
with when learned on wide variety of classes [16, 90, 163]. Only considering the
classes within the current task is therefore expected to limit its generalization. In
conclusion, we propose to also exploit the replay memory during the meta-learning
by performing the meta-learning on both the cross-task and exemplar sub-episodes.

For saving exemplar to Et , we consider two widely used strategies. The first
strategy stores Nex exemplars for each class of each previous task, which is standard
in replay-based continual learning methods (UCIR, PODNet, etc.). In this case,
the buffer is linearly increased by training sessions. The second strategy fixes the
maximum buffer size to M exemplars. We apply both settings in the ablation study
and will use the increasing buffer strategy as default.

2.3.3 Episodic Replay Distillation (ERD)

In addition to cross-task episodic training, multiple distillation losses are applied to
avoid forgetting when we update the current model (see Figure 2.2-(b)). We first
explore distillation using exemplar sub-episodes. This is computed as:

Le
dist(θt ;θt−1,Se ,Qe ) = ∑

x̂∈Qe
KL

[
g ( fθt−1 (Se ), fθt−1 (x̂)) || g ( fθt (Se ), fθt (x̂))

]
, (2.6)

where fθt−1 is the embedding network from the previous task with parameters θt−1.
During training, only the current model fθt is updated and fθt−1 is frozen.

Next, similar to Eq. 2.6, we also propose a distillation loss using cross-task sub-
episodes. It is computed according to:

Lm
dist(θt ;θt−1,Sm ,Qm) = ∑

x̂∈Qm
KL

[
g ( fθt−1 (Sm), fθt−1 (x̂)) || g ( fθt (Sm), fθt (x̂))

]
. (2.7)

The only difference between this distillation loss function and Eq. 2.6 is the inputs.
Finally, θt is updated by minimizing:

L(θt ;θt−1,Se ,Qe ,Sm ,Qm) = Lmeta +λmLm
dist +λe Le

di st , (2.8)

where λm and λe are trade-off parameters.
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The proposed distillation strategy, proposed in this section, more efficiently
exploits the exemplars for knowledge transfer than the ERD method proposed [99].
ERD performs meta distillation over all classes by exemplar replay, while EIML
(the variant of ERD that uses exemplars [99]) only distills the new classes with the
old class prototypes. Since the old classes are drifting due to forgetting in EIML
and distillation is more efficient when data used for distillation is more similar to
previous task data, aligning the new classes (which can be far away in embedding
space) to old prototypes further impedes the learning of the meta model. In ERD,
however, we also use the exemplars to distill the knowledge (defined by a few-shot
problem on both old and new classes). We argue (and will later experimentally
verify) that this leads to more efficient knowledge transfer.

We compare between EIML and ERD (with only the cross-task sub-episode)
in Figure 2.3. As a summarization, EIML is under-utilizing exemplars only using
them to compute the prototype means. ERD also uses the exemplars during the
meta-learning as well as for improved distillation. Moreover, we further enhance
our ERD model with extra exemplar sub-episodes to improve the results, which is
absent in EIML. In addition, a full scheme of our method ERD based on ProtoNets
is shown in Algorithm. 1.

2.3.4 Extension to Relation Networks

Episodic Replay Distillation is not limited to ProtoNets. It can also be extended
to Relation Networks [165], which consist of a relation module with parameters φ.
Losses introduced in previous sections are adapted as:

Lmeta(θt ,φt ;Sm ,Qm) = ∑
(x,y)∈Sm ,(x̂,ŷ)∈Qm

[
gφt (C ( fθt (x), fθt (x̂)))−1(y = ŷ)

]2 , (2.9)

where C is the concatenation of support set and query set embeddings, 1 is the
Boolean function returning 1 when its argument is true and 0 otherwise. Distillation
losses are updated as:

Lm
dist(θt ,φt ;θt−1,Sm ,Qm) = ∑

x∈Sm ,x̂∈Qm

[
gφt−1 (C ( fθt−1 (x), fθt−1 (x̂)))− gφt−1 (C ( fθt (x), fθt (x̂)))

]2

Le
dist(θt ,φt ;θt−1,φt−1,Se ,Qe ) = ∑

x∈Se ,x̂∈Qe

[
gφt−1 (C ( fθt−1 (x), fθt−1 (x̂)))− gφt (C ( fθt (x), fθt (x̂)))

]2 .

(2.10)

Although Relation Networks and ProtoNets adopt different ways to calculate
the prediction probabilities for given query images, they share similar network
architectures with embedding and classification modules. This type of architecture
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Figure 2.3 – Illustration of novelty of our method ERD with respect to previous state-
of-the-art method EIML [99]. We sample an episode that is passed through the
previous model θt−1 and current model θt . EIML only uses exemplars to compute
prototypes used during distillation. While, in ERD, we additionally use exemplars
to improve meta-learning by using a cross-task meta-learning loss, and we also
apply them in our improved knowledge distillation approach called Episodic Replay
Distillation.

is widely used in metric-based few-shot learning and we believe that our method
can be easily adapted to other methods with similar architectures.

2.4 Experimental Results

In this section we report on a range of experiments to quantify the contribution of
each element of the proposed approach and to compare our performance against
the state-of-the-art in continual few-shot image classification.

2.4.1 Experimental setup

Here we describe the datasets and experimental protocols used in our experiments.

Datasets. We evaluate performance on four datasets: Mini-ImageNet [169], CI-
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2.4. Experimental Results

Algorithm 1: Episodic Replay Distillation based on ProtoNets

Input :New task data X t , exemplar memory Et−1, old model fθt−1 .
Output :New model fθt , new exemplar set Et

1 Initialize new model: fθt ← fθt−1 .
2 Sample exemplar sub-episodes from Et−1 and cross-task episodes from X t

and Et−1 (Figure 2.2a).
3 for all sampled cross-task and exemplar sub-episodes do
4 Compute Lmeta (Eq. 2.5) and Lm

dist (Eq. 2.7) from cross-task sub-episode.

5 Compute Le
dist (Eq. 2.6) from exemplar sub-episode.

6 Update fθt using final loss: L = Lmeta +λmLm
dist +λe Le

di st (Eq. 2.8)

7 end
8 Select new exemplars from X t using nearest to center criterion and merge

them with Et−1 to form Et .
9 while |Et | > M do

10 Randomly remove exemplars from the class with the most.
11 end
12 return fθt , Et

FAR100 [81], CUB-200-2011 [170] and Tiered-ImageNet [144]. Mini-ImageNet con-
sists of 600 84×84 images from 100 classes. We propose a split with 20 of these
classes as meta-test set unseen during training sessions. The other 80 classes are
used to form the incremental meta-training set which is split into 4 or 16 tasks with
equal numbers of classes for incremental meta-learning. Each class in each task is
then divided into a meta-training split with 500 images, from which support and
query sets are sampled for each episode, and a test split with 100 images that is set
aside for task-specific evaluation. We select Nex = 20 exemplars per class before
proceeding to the next task.

IML training tasks
Meta-test Images

Task #: 1 2 ... 16
Classes per task: 5 5

...
5 20

Images in train split: 500 500 500
600

Images in test split: 100 100 100

Table 2.1 – The proposed 16-task split of Mini-ImageNet and CIFAR100 datasets for
incremental few-shot learning.
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CIFAR100 also contains 100 classes, each with 600 images, so we use the same
splitting criteria as for Mini-ImageNet. The CUB dataset contains 11,788 images of
200 birds species. We split 160 classes into an incremental meta-training set and
the other 40 are kept as a meta-test set of unseen classes. We divide the 160 classes
into 4 or 16 equal incremental meta-learning tasks. Since there are fewer images
per class, we choose Nex = 10 images per class as exemplars for each previous task
and 20 images as test split for each class in each task. On Tiered-ImageNet, We
keep the same test split (8 categories, 160 classes) as in the original setup, then split
the training and validation classes (26 categories, 448 classes) into 16 equally-sized
tasks. We select Nex = 20 exemplars for each class and 300 images per class as
the test split. Since in this case each task contains more classes than in the other
datasets, we only test it in the 16-task scenario.

Implementation details. We use ProtoNets as our main meta-learner, but also
validate ERD using Relation Networks. We evaluate both the 4-Conv [161] and
ResNet-12 [57] backbones as feature extractors. We sample H = 200 (4-task) or
H = 50 (16-task) episodes per task in each training epoch. We train each meta-
learning task for 200 epochs using Adam [75] with a learning rate as 0.001.

We evaluate on two widely used few-shot learning scenarios: 1-shot/5-way and
5-shot/5-way. We include results on both incremental training tasks and the unseen
meta-test set. For each task (including the unseen set), we randomly construct Nep

episodes to obtain the final performance of the meta-learner, which is computed as
the mean classification accuracy across the Nep episodes. Nep is 10000 for the 4-task
and 1000 for the 16-task scenario. For exemplar selection for ProtoNets, we use the
Nearest-To-Center (NTC) criterion to select samples closest to the class mean. If the
exemplar memory of size M is full, we iteratively remove exemplars from the class
with the most exemplars until there remain only M total exemplars. For Relation
Networks, since the image embeddings are feature maps instead of feature vectors,
we cannot obtain class prototypes and therefore use random selection. By default
we set λm =λe = 0.5 and P = 0.2.

All reported results are an average of three runs under one fixed, randomly-
generated class order for each dataset§. To measure the influence of class orderings,
we also conduct experiments on CIFAR100 with 10 random orders and report the
average accuracy and variance (see Section 2.4.2, Figure 2.6).

Compared methods. We compare our method with a finetuning baseline (FT),
IDA [99], and a variant of IDA with Nex exemplars per class (EIML). The meta-test
upper bounds are obtained by jointly training on all training tasks and testing on
the unseen meta-test split (i.e. the standard setting in non-incremental, few-shot

§We do not report confidence intervals to improve readability of the tables. We found the 95%
confidence intervals to be stable and relatively small (ranging from 0.15-0.25%).
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2.4. Experimental Results

learning). We evaluate on two sets of tasks separately for comparison. At each
training session, we evaluate on previously seen classes as a way of measuring
forgetting. This we call mean accuracy on seen classes. Performance on the meta-test
set (all unseen classes) instead measures the generalization ability to new few-shot
recognition problems.

2.4.2 Results on long task sequences.

In this section we report on experiments performed on 16-task incremental few-
shot learning scenarios.

Ablation on distillation and cross-task meta losses. We start by ablating the two
main novel contributions: the use of exemplars in the cross-task meta-loss and
our proposed knowledge distillation method. This ablation study is performed
on CIFAR100 in the 16-task 1-shot/5-way scenario with 4-Conv as the backbone.
We focus on meta-test accuracy to compare among variants since this is the most
important evaluation metric in incremental meta-learning.

In Table 2.2 we vary the way the distillation and cross-task meta losses are
computed. In EIML, the meta loss is computed only with new classes and the
distillation loss aligns new classes with old classes. In ERD the meta loss is computed
over all classes and the distillation loss aligns all classes. From the comparison
among these five variants, we observe that both components contribute to the final
performance gain with respect to EIML. The underlying reason is that EIML ignores
the importance of mixing old and new classes at incremental meta-training time. In
EIML, exemplars are only used to compute previous task prototypes, which under-
exploits their potential. Furthermore, a proper distillation loss over exemplars is
very important. We incrementally construct the classifier using two sub-episodes:
the exemplar sub-episode ensures good performance on old classes, and the cross-
task sub-episode ensures discrimination of all classes. The ablation results show
that the use of both sub-episodes during distillation helps to significantly improve
the results on unseen classes.

Comparison with the state-of-the-art. Here we report results on 16-task 1-shot/5-
shot 5-way incremental meta-learning on all four datasets. For CIFAR100 and Mini-
ImageNet, the first and third rows in Figure 2.4 show mean accuracy on previous
tasks. It is clear that we achieve significantly less forgetting compared to other
methods. In the second and fourth rows, the meta-test accuracy for ERD increases
with more meta-training tasks due to seeing more diverse classes, while for IDA and
EIML the performance drops significantly in some training sessions. This might
be due to forgetting on previous tasks and overfitting to the current one. Notably,
for our method the meta-test accuracy after the last task is much closer to the joint
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Datasets: CIFAR100, Learner: ProtoNets, Backbone: 4-Conv
Exemplar usage

Method
Training sessions

Meta loss Distillation data Old Prototype Exemplar SE 2 4 8 16 avg
No No Yes No EIML 39.7 40.2 44.9 42.0 43.1
No Yes Yes No - 38.9 40.6 43.3 43.7 43.3
Yes No Yes No - 39.2 42.6 45.4 45.5 45.2
Yes Yes Yes No ERD 39.6 43.6 49.0 47.6 46.8
Yes Yes Yes Yes ERD 40.1 45.0 50.0 50.5 48.1

Table 2.2 – Meta-test accuracy under the 1-shot/5-way 16-task setting. Here we
ablate the meta loss and distillation loss. Exemplar SE is brief for Exemplar sub-
episode.

training upper bound, which is learned using all training tasks.
Note also that EIML works much better than IDA after around 4 tasks. In the

original IDA paper, the authors report similar results for both IDA and EIML, which
might simply be due to only evaluating on very short sequences of two or three tasks.
This is likely caused by anchor drift in IDA and the fact that in EIML exemplars
could be used to re-calibrate them. In general. All methods work better in the
5-shot evaluation. The underlying reason for this is that 1-shot recognition is more
complex than 5-shot.

In Figure 2.5, we show results on Tiered-ImageNet and CUB. For Tiered-ImageNet,
the trends are similar to CIFAR100 and Mini-ImageNet, but the performance dif-
ference between EIML and ERD is smaller since there are more classes in each
task on Tiered-ImageNet. For CUB, we generally see similar trends as in the other
three datasets. However, since CUB is a fine-grained dataset, the forgetting in
mean accuracy on seen classes is not as serious as for the other three coarse-grained
datasets. Instead, we observe increasing mean accuracy on seen classes, which could
be because the new tasks benefit from the accumulated knowledge from the old
ones.

Finally, in Figures 2.6a and 2.6b we report the average over 10 random orders on
CIFAR100 to show the robustness of our model to changing task order.

2.4.3 Results on short task sequences

We also compare our method with others on short sequences. In Tables 2.3 and 2.4,
we first evaluate our model with a 4-Conv backbone on 1-shot/5-shot 5-way few-
shot on three datasets. We see that FT suffers from catastrophic forgetting, and that
meta-test accuracy drops dramatically and exhibits overfitting to the current task.
IDA is not able to improve meta-test accuracy on Mini-ImageNet, but improves
performance on CIFAR100 and CUB. As for EIML, with exemplars it shows large

28



2.4. Experimental Results

1-shot/5-way 4-task setting
Learner: ProtoNets
Dataset: Mini-ImageNet CIFAR100 CUB

Backbone: 4-Conv
Upper bound: 53.2 Upper bound: 55.4 Upper bound: 61.1

Sessions: 1 2 3 4 1 2 3 4 1 2 3 4

FT 43.8 44.1 42.4 37.9 44.6 45.1 48.0 45.5 45.1 54.6 54.9 58.8
IDA 43.8 48.3 47.2 42.3 44.6 48.0 51.3 47.6 45.1 54.7 54.9 58.7

EIML 43.8 48.8 49.4 47.5 44.6 48.0 52.0 51.7 45.1 53.4 55.0 58.9
ERD 43.8 51.1 52.3 53.0 44.6 49.5 53.6 55.1 45.1 53.9 58.3 60.8

Backbone: ResNet-12
Upper bound: 59.9 Upper bound: 61.8 Upper bound: 74.8

Sessions: 1 2 3 4 1 2 3 4 1 2 3 4

FT 45.7 45.9 42.1 37.7 47.0 45.0 51.0 44.6 53.4 64.0 63.7 66.8
IDA 45.7 53.0 53.7 47.6 47.0 53.6 59.2 54.8 53.4 64.4 68.8 73.3

EIML 45.7 53.2 56.5 55.8 47.0 53.3 58.3 57.8 53.4 62.8 69.1 73.3
ERD 45.7 55.2 58.2 59.3 47.0 55.6 61.3 61.4 53.4 66.1 72.4 74.1

Table 2.3 – Meta-test accuracy by training session in the 4-task setting. We evalu-
ate 1-shot and 5-way few-shot recognition on three datasets using two different
backbones.

improvement compared to IDA. However, our method ERD outperforms EIML
by a large margin after learning all four tasks. These results further confirm the
observations on the 16-task setting. ERD not only achieves the best performance
with less forgetting, but also gets closer to the upper bound after the last task. Note
also that CIFAR100 and Mini-ImageNet are coarse-grained datasets, compared to
CUB, which makes few shot classification much harder due to intra-class variability.

Finally, we consider ResNet-12 as a backbone to show that ERD can be applied
to different network architectures. Our method achieves consistently better perfor-
mance over others with much higher accuracy than using the 4-Conv backbone.

2.4.4 Comparison with standard Continual Learning methods

In Figure 2.7, we compare our method with three state-of-the-art CL methods:
iCaRL [142], PODNet [37] and UCIR [63]. For the evaluation on seen classes, we fol-
low the same protocol as IDA where the average classification accuracy is calculated
over Nep episodes. Note that these methods were not designed for incremental
meta-learning and cannot be directly applied to this scenario. To adapt these
method to incremental meta-learning, we use them to continually learn representa-
tions and then evaluate them with a nearest-centroid classifier for few-shot learning.
Observe how on seen classes UCIR works better than iCaRL and PODNet, however

29



Chapter 2. Episodic Replay Distillation

5-shot/5-way 4-task setting
Learner: ProtoNets
Dataset: Mini-ImageNet CIFAR100 CUB

Backbone: 4-Conv
Upper bound: 75.1 Upper bound: 76.5 Upper bound: 82.5

Sessions: 1 2 3 4 1 2 3 4 1 2 3 4

FT 63.4 64.1 65.2 62.1 67.0 68.2 71.2 67.5 69.4 73.4 74.5 76.4
IDA 63.4 68.5 68.1 66.0 67.0 70.3 72.8 69.6 69.4 75.4 76.0 78.6

EIML 63.4 69.1 70.3 70.2 67.0 70.7 73.6 72.7 69.4 75.2 78.2 79.0
ERD 63.4 69.4 71.4 72.2 67.0 71.2 74.4 73.9 69.4 75.9 78.7 80.4

Backbone: ResNet-12
Upper bound: 81.9 Upper bound: 81.0 Upper bound: 91.2

Sessions: 1 2 3 4 1 2 3 4 1 2 3 4

FT 66.2 65.6 62.7 61.4 69.1 68.5 70.4 66.4 76.3 80.7 80.3 84.2
IDA 66.2 73.1 75.5 74.5 69.1 75.5 77.9 78.8 76.3 81.8 84.4 86.7

EIML 66.2 74.6 77.5 78.3 69.1 76.8 78.6 80.3 76.3 83.2 86.1 88.3
ERD 66.2 74.7 77.7 80.0 69.1 77.2 79.4 80.8 76.3 83.4 86.6 89.6

Table 2.4 – Meta-test accuracy by training session in the 4-task setting. We evalu-
ate 5-shot and 5-way few-shot recognition on three datasets using two different
backbones.

Datasets: CIFAR100, Learner: ProtoNets, Backbone: 4-Conv
Evaluation: Meta-test accuracy Mean accuracy on seen classes

1-shot/5-way 16-task setting
Sessions: 2 4 8 16 avg 2 4 8 16 avg

FT 37.3 37.6 40.0 34.4 38.1 44.8 44.1 40.9 37.8 42.5
IDA 39.8 39.3 42.2 35.9 40.3 50.6 46.2 44.1 39.6 44.7

EIML 39.7 40.2 44.9 42.0 43.1 51.1 48.9 46.8 46.7 48.6
ERD 40.1 45.0 50.0 50.5 48.1 51.0 52.2 53.7 54.8 53.9

iCaRL 39.0 42.0 43.4 45.2 43.1 50.1 47.2 46.5 48.0 48.5
UCIR 35.1 36.3 39.5 42.2 39.3 53.6 50.5 50.1 51.9 52.4

PODNet 36.0 37.0 37.1 36.4 37.0 52.9 43.8 41.0 41.1 44.6

5-shot/5-way 16-task setting
Sessions: 2 4 8 16 avg 2 4 8 16 avg

FT 53.6 55.7 59.4 50.7 56.1 61.0 59.8 60.1 55.2 60.2
IDA 58.6 60.2 62.3 54.9 59.1 75.2 66.6 64.3 58.7 64.8

EIML 57.3 64.1 67.1 67.7 65.2 76.8 73.3 72.4 70.2 73.0
ERD 58.7 63.9 68.6 71.2 66.9 75.7 73.2 74.1 74.6 74.9

iCaRL 52.6 57.3 60.1 62.1 59.1 68.9 65.9 65.8 67.2 67.4
UCIR 45.2 48.7 55.3 60.8 54.4 68.9 68.5 70.7 73.7 71.7

PODNet 48.7 50.2 51.4 50.9 50.7 71.0 59.1 57.1 57.5 60.5

Table 2.5 – Meta-test accuracy and mean accuracy as a function of the number of
training sessions on the 16-task setting using ProtoNets as the meta learner. We
evaluate on CIFAR-100 to compare with standard continual learning methods.
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under meta-test evaluation, iCaRL works the best among the standard CL methods.
PODNet performs similarly to the FT baseline in both cases. Our method, that is
especially tailored for incremental meta-learning, outperforms the standard CL
methods by a large margin – especially for few-shot evaluation on unseen classes,
where our 1-shot meta-test accuracy outperforms iCaRL by around 8.5% after 16
tasks.

2.4.5 Additional ablation studies

Here we show ablation studies on CIFAR100 in the 16-task 1-shot/5-way scenario
with 4-Conv as the backbone. We report meta-test accuracy to compare among
variants.

Ablation on P with λm = λe = 0.5. As shown in Figure 2.8a, ERD obtains the
best performance with P = 0.2. This is what we use by default for all previous ex-
periments. When P = 0, it means there are no previous classes in the cross-task
sub-episode, which performs worse than our variants with higher probabilities,
especially with P = 0.2 and P = 0.4. As P decreases from 0.6 to 0.2, the performance
consistently improves. The reason is that lower P results in more current samples,
which can ensure the diversity of the training samples. This phenomenon is differ-
ent from the conventional use of exemplars in incremental learning, where more
balanced exemplar sampling is preferable. We use the notation P = Rand to identify
that P is not fixed, but that classes in each cross-task sub-episode are randomly
selected from all encountered classes up to now and P is increasing with successive
tasks. This achieves worse results because there are more and more previous classes
with less diverse samples. Most of our variants outperform EIML by a large margin.
We keep P ≥ 0.2 to ensure that at least one previous class occurs in each episode for
5-way few-shot learning.

Ablation on λm and λe with P = 0.2. To understand the role of each distillation
component in Eq. (2.8), we ablate the distillation loss terms. As shown in Figure 2.8b,
our method achieves the best results with λm = 0.5 and λe = 0.5, which indicates
that both distillation terms play a crucial role in overcoming forgetting and gen-
eralizing to unseen tasks. ERD with λm = 0.5, λe = 0 works similarly to ERD with
λm = 0, λe = 0.5. They both achieve much better performance than without us-
ing distillations (λm = 0 and λe = 0). In Figure 2.8c, we extend the ablation with
λe =λm = {0.0,0.1,0.5,1.0,2.0,10.0}. We can observe that this hyperparameter gets
the best results for {0.5,1.0,2.0}.

Ablation on exemplar selection strategies. To save exemplars after each training
session, we need to choose Nex for each class. We performed an ablation to compare
nearest-to-center, random selection, herding [142], and a simplified version of
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Learner: Relation Networks
Datasets: Mini-ImageNet CIFAR100 CUB

Backbone: 4-Conv
1-shot/5-way 16-task setting

Upper bound: 52.0 Upper bound: 59.2 Upper bound: 51.6
Sessions: 2 4 8 16 2 4 8 16 2 4 8 16

FT 24.4 28.5 25.5 28.7 31.1 30.0 35.2 26.8 37.1 38.1 37.0 34.0
ERD 27.7 29.9 34.5 30.1 35.6 39.3 45.7 35.9 37.3 42.9 47.9 42.5

1-shot/5-way 4-task setting
Upper bound: 52.0 Upper bound: 59.2 Upper bound: 51.6

Sessions: 1 2 3 4 1 2 3 4 1 2 3 4

FT 41.70 41.65 38.51 33.33 42.9 45.3 45.7 42.3 45.7 47.9 48.5 50.3
ERD 41.70 45.84 48.35 49.73 42.9 48.2 51.2 51.4 45.7 48.5 49.4 51.4

Table 2.6 – Meta-test accuracy by training sessions on the 4-task and 16-task settings.
We evaluate 1-shot/5-way few-shot recognition on Mini-ImageNet, CIFAR-100 and
CUB.

Rainbow Memory [15] (we call RB∗) in Figure 2.8d with P = 0.2,λ=λm =λe = 0.5.
For RB∗. Since we have no joint classifier over all classes, which is needed for
Rainbow Memory, we imitate the idea by selecting exemplars near the boundary or
exemplars near the center of the class with equal probability. This obtains slightly
better results, but essentially the exemplar selection strategies differ little in final
performance.

Ablation on memory buffer with P = 0.2,λm = λe = 0.5. In this experiment, we
fix other hyper-parameters to show how different numbers of exemplars affect
incremental learning performance. We provide results for various Nex and also with
a bounded buffer size M which are both commonly used for exemplar replay. From
Figure 2.8e we see that increasing Nex leads to a noticeable increase in performance
going from 2 to 20 exemplars (note that in EIML increasing the number of exemplars
does not influence performance). However, also for ERD the gain is marginal
beyond 20 exemplars per class. From Figure 2.8f, we observe that with a smaller
bounded buffer with only M = 500 exemplars, ERD is still close to the joint training
upper bound, showing the importance of proposed sub-episodes.

2.4.6 Extension to Relation Networks

Since in Relation Networks there is no embedding to exploit for computing proto-
types as in ProtoNets, IDA and EIML cannot be directly applied. Therefore we only
compare with FT in this experiment. As the experimental results shown in Table 2.6,
our model not only surpasses the FT baseline significantly, but also gets close to the
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Learner ProtoNets
Backbone 4-Conv
Datasets Mini-ImageNet

1-shot 5-way 4-task setting
Upper bound: 53.24 ±0.22

Sessions 1 2 3 4

FT 43.79 ±0.18 44.05 ±0.19 42.44 ±0.21 37.91 ±0.20
IDA 43.79 ±0.18 48.25 ±0.20 47.16 ±0.24 42.33 ±0.23

EIML 43.79 ±0.18 48.79 ±0.19 49.37 ±0.20 47.53 ±0.20
ERD 43.79 ±0.18 51.14 ±0.20 52.27 ±0.21 52.98 ±0.21

Table 2.7 – Meta-test accuracy with confidence intervals under the 1-shot/5-way
4-task setting.

joint training upper bounds after the last task, especially on the CUB dataset.

2.4.7 Confidence intervals

In Table 2.7 we give the meta-test accuracy with confidence intervals on Mini-
ImageNet for the 1-shot/5-way/4-task scenario. The confidence intervals are rel-
atively small with respect to average accuracy and almost the same for different
methods. Therefore, it is fair to compare different methods mainly based on average
accuracy as done.

2.5 Conclusions

In this chapter we proposed Episodic Replay Distillation, an approach to incremen-
tal few-shot recognition. Exemplar replay is one of the most successful methods
for incremental learning of classification problems [17, 113, 142]. We are the first to
show how this successful tool can be used for incremental meta-learning. The pre-
vious attempt only showed marginal improvements with exemplars [137]. Our work
shows that also in the incremental meta-learning scenario exemplar replay is a pow-
erful tool for preventing forgetting. We exploit the exemplars to perform cross-task
meta-learning which improves the discriminative power of the learned representa-
tions. In addition, we also use exemplars to perform our proposed episodic replay
distillation. Both contributions are shown to considerably improve performance.
Experiments on multiple few-shot learning datasets demonstrate the effectiveness
of ERD. Our method is especially effective on long task sequences, where we signifi-
cantly close the gap between incremental few-shot learning and the joint training
upper bound.
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(c) 1-shot meta-test accuracy
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(d) 1-shot meta-test accuracy
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(g) 5-shot meta-test accuracy
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(h) 5-shot meta-test accuracy

Figure 2.4 – Results on the 1- and 5-shot, 5-way 16-task setup with a 4-Conv back-
bone and ProtoNets meta-learner. Evaluations are on CIFAR100 and Mini-ImageNet
datasets.
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(c) 1-shot meta-test accuracy
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(d) 1-shot meta-test accuracy
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(g) 5-shot meta-test accuracy
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(h) 5-shot meta-test accuracy

Figure 2.5 – Results on the 1- and 5-shot, 5-way 16-task setup with a 4-Conv back-
bone and ProtoNets meta-learner. Evaluations are on Tiered-ImageNet and CUB
datasets.
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(b) 1-shot meta-test Acc.

Figure 2.6 – Experimental results with 10 task orderings on CIFAR100.
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(a) 1-shot mean accuracy on seen classes
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(b) 1-shot meta-test accuracy
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(c) 5-shot mean accuracy on seen classes

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Training Sessions

35

40

45

50

55

60

65

70

75

80

Ac
cu

ra
cy

 (%
)

CIFAR100
FT
IDA
EIML
ERD
iCaRL
UCIR
PODNet
Upper bound

(d) 5-shot meta-test accuracy

Figure 2.7 – Comparison with CL methods on 1-shot 5-way 16-task setting with a
4-Conv backbone and ProtoNets meta-learner on CIFAR-100. (Left) Mean accuracy
on seen classes. (Right) Meta-test accuracy on the unseen meta-test set.
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(d) Ablation on exemplar selection strategy
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Figure 2.8 – Ablation study on 16-task 1-shot/5-way setup on CIFAR100 with 4-Conv.
We plot the meta-test accuracy to compare.
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3 HCV: Hierarchy-Consistency Verification for
Incremental Implicitly-Refined Classifica-
tion*

3.1 Introduction

In the lifetime of a human being, knowledge is continuously learned and accu-
mulated. However, deep learning models suffer from knowledge forgetting, also
known as catastrophic forgetting [76, 117], when presented with a sequence of tasks.
Incremental learning [34, 113, 133], also referred to as continual learning, has been
a crucial research direction in computer vision that aims to prevent this forgetting
of previous knowledge in neural networks.

Another aspect of human learning is the association of new concepts to old
concepts, people construct a hierarchy of knowledge to better consolidate this infor-
mation. Recently, the IIRC (Incremental Implicitly-Refined Classification) setup [1]
has been proposed as a novel extended benchmark to evaluate lifelong learning
methods in a realistic setting where the construction of hierarchical knowledge is
key. On the IIRC benchmark (see Fig. 3.1), each class has multiple granularity levels.
But only one label is present at any time, which requires the model to infer whether
the related labels have been observed in previous tasks. This setting is much closer
to real-life learning, where a learner gradually improves its knowledge of objects
(first it labels roses as a plant, later as a flower, and finally a rose).

Based on this benchmark, Abdelsalam et al. [1] adapted and evaluated several
state-of-the-art incremental learning methods to address this problem, including
iCaRL [142], LUCIR [63], and AGEM [27]. However, their work does not propose
an effective solution specifically designed for the IIRC problem. They do not aim
to incrementally learn the hierarchical knowledge that is important to correctly
label the data in this setting. Furthermore, there are also some other limitations
in the current version of the IIRC benchmark: (i) The granularity is limited to two
layers, while in reality there are often more layers involved (see WordNet [119]
hierarchy of ImageNet [35]). (ii) The first task always contains a large number of
superclasses, which means that the learner encounters data from most classes
already in these early stages†. This makes training relatively easy, and the proposed

*This chapter is based on a publication in the British Machine and Vision Conference, 2021 [174]
†The actual setup considers 10 superclasses in the first task, meaning that around 50 (of the total

100) subclasses are seen implicitly during the first task.
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Figure 3.1 – Illustration of 3-layer hierarchy IIRC setting. New categories in each
training time are annotated by solid pointers, and the hierarchical relationships
among old categories and new categories are denoted with dashed arrows.

setup less applicable.
To overcome catastrophic forgetting under the IIRC setup, we propose a module

called Hierarchy-Consistency Verification (HCV). We aim to explicitly learn in an
incremental manner the hierarchical knowledge that underlies the data. While
learning new tasks with new super and subclasses, we automatically discover rela-
tions, e.g. the class ‘flower’ is a subclass of ‘plant’. Next, we show how this knowledge
can be exploited to enhance incremental learning. Principally, in the described
example, we would not use images from ‘flower’ as negative examples for the class
‘plant’ (a problem from which the methods in [1] suffer). Next, we show how the
hierarchical knowledge can be used at inference time to improve the predictions.
Based on these observations, our main contributions are:

• We propose a Hierarchy-Consistency Verification (HCV) module as a solution
to the IIRC setup. It incrementally discovers the hierarchical knowledge
underlying the data, and exploits this during both training and inference.

• We extend the IIRC benchmark to a challenging 3-layer hierarchy on the
IIRC-CIFAR dataset. In addition, we propose a much harder setup where
the superclasses are distributed uniformly over incremental tasks to test the
robustness of different methods.

• Experiments show that we successfully acquire hierarchical knowledge, and
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that exploiting this knowledge leads to significantly improvements of existing
incremental learning methods under the IIRC setup (with absolute accuracy
gains of 3-20%).

3.2 Related work

3.2.1 Incremental learning

Incremental learning methods can be categorized into three types [34, 113] as
follows.

Regularization-based methods. The first group of techniques add a regularization
term to the loss function which impedes changes to the parameters deemed relevant
to previous tasks. The difference depends on how to compute the estimation.
These methods can be further divided into data-focused [71, 94, 141, 202] and prior-
focused [4, 25, 76, 88, 104, 198]. Data-focused methods use knowledge distillation
from previously learned models. Prior-focused methods estimate the importance
of model parameters as a prior for the new model.

Parameter isolation methods. This family focuses on allocating different model
parameters to each task. These models begin with a simplified architecture and
updated incrementally with new neurons or network layers in order to allocate
additional capacity for new tasks. In Piggyback/PackNet [111,112], the model learns
a separate mask on the weights for each task, whereas in HAT [154] masks are
applied to the activations. This method is further developed to the case where no
forgetting is allowed in [114]. In general, this branch is restricted to the task-aware
(task incremental) setting. Thus, they are more suitable for learning a long sequence
of tasks when a task oracle is present.

Replay methods. This type of methods prevent forgetting by including data from
previous tasks, stored either in an episodic memory or via a generative model.
There are two main strategies: exemplar rehearsal [27, 63, 106, 142, 184] and pseudo-
rehearsal [155, 183]. The former stores a small amount of training samples (also
called exemplars) from previous tasks. The latter use generative models learned
from previous data distributions to synthesize data.

3.2.2 Hierarchical classification and multi-label classification

Classification problem is normally considered that the categories are not overlapped
with each other. However, the concepts in real life are connected to each other
with hierarchical information. For example, in ImageNet [35], the categories are
hierarchized by WordNet [119] knowledge. For hierarchical classification [156],
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the system groups things according to an explicit hierarchy, which is important to
some applications, such as bioinformatics [44] and COVID-19 identification [135].
Another related area is multi-label classification [204], where each image is related
to multiple labels. Multi-label classification is a generalization of the single-label
categorizing problem. In the multi-label problem there is no constraint on how
many of the classes the instance can be assigned to. While under this setup, there is
no hierarchical constraints among categories. By comparison, on the IIRC setup [1],
the hierarchical information is implicitly defined. The developed model for this
problem should be able to learn this hierarchy by itself and predict the multiple
labels for each instance.

3.3 Methodology

The original work that presented the IIRC setup [1] ignores the hierarchical nature
of the classes during incremental learning. Consequently, some samples are incor-
rectly used as negative samples for their superclass labels, potentially resulting in a
drop of performance. Here we propose our method to incrementally learn the hier-
archy and directly exploit this information to remove said interference. Moreover,
we also show how the estimated hierarchy can be exploited at inference time. Our
method is general and can be applied to existing methods for incremental learning
that can be trained with a binary cross-entropy loss (in experiments we will show
results for iCaRL [142], and LUCIR [63]).

3.3.1 IIRC setup

Given a series of tasks, each task t ∈ [1,T ] is composed of data D t from the current
class set Ct which can contain both super- and subclasses. During training of task
t the model will receive (xi

t , y i
t ) ∈ D tr ai n

t , y i
t ∈ Ct where y i

t ∈ {ui
t , v i

t } is either the
subclass ui

t or the superclass v i
t label of the i -th sample xi

t , only one of which is
present in Ct . In the proposed setup of [1], always first the superclass is learned and
later the subclass (like in Fig. 3.1). We will use lowercase y for a one-hot vector, and
capital Y to identify a binary vector possibly with multiple non-zero elements. It
is important to note that even if during training only a single label y i

t is provided,
during testing after task t we consider test data (xi

t ,Y i
t ) ∈ ∪t

j=1D test
j where multi-

class ground-truth vector Y i
t contains the subclass and superclass label of sample

xi
t (if these are in ∪t

1Ct
‡), i.e., at test time we are expected to predict all non-zero

elements in Y i
t .

‡Some samples might only have a single label since the subclass label is not yet encountered during
training.

42



3.3. Methodology

To make the common recognition model applied in this multi-class case, in [1]
they propose to replace the conventional cross-entropy loss by a binary cross-
entropy loss:

LBC E =−∑
i

[y i
t · log (Ŷ i

t )+ (1− y i
t ) · l og (1− Ŷ i

t )] (3.1)

where Ŷ i
t = Ft (xi

t ) is the predicted probability vector of sample xi
t , with Ft the

current prediction model. They apply this equation to several incremental learning
algorithms. However, it should be noted that samples can be wrongly used as
a negative sample for their own superclass, because this loss only considers the
provided label y i

t .
We extend the two-layer hierarchy proposed in the original IIRC setup to three

layers to verify the effectiveness of our module in more complex scenarios. In this
case, each sample contains a three-layer label annotations Y i

t as: (subclass ui
t ,

superclass v i
t , rootclass w i

t ).

3.3.2 HCV: Hierarchy-Consistency Verification

In the previous section, we discussed that the original solution results in interfer-
ence during training. The challenge here is that the model should correctly learn
the relationship between sub classes ui

t and super classes v i
t , given only the y i

t
information during training time. Here, we propose our method that address this
problem.

To overcome forgetting under the IIRC setup, we incrementally compute the
class hierarchy by estimating the relationship between old and new classes. If a new
class is highly related to an old class, we identify it as the subclass of the old class.
With this estimated hierarchical knowledge, we verify the hierarchy consistency
both during training and inference time to boost the performance of the continual
learning models. Our algorithm, called Hierarchy-Consistency Verification (HCV),
contains two phases which we describe in the following (see also Fig. 3.2). Moreover,
the learned hierarchy is also exploited at inference.

Phase I: Learning Hierarchical Relations (LHR).
The mission at this stage is to estimate the existing hierarchical relationship

between subclasses ui
t and superclasses v i

t . This stage occurs before the training
of the current task. Supposing we have learned the classifier Ft−1 for all previous
classes. We could use Ft−1 to classify all accessible data D tr ai n

t for class yc and
produce a prediction vector pyc .

pyc =
1

N
· ∑

i |y i
t =yc

Ft−1(xi
t ) (xi

t , y i
t ) ∈ D tr ai n

t (3.2)
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Figure 3.2 – Illustration of our method: Hierarchy-Consistency Verification (HCV). At
Phase I, hierarchical relations between subclasses and superclasses Ht are acquired
using current data. And then at Phase II, the multi-class labels are generated for
each instance. Current model is updated with calibrated labels at training time.
The hierarchical relations can be applied during inference time as well to further
improve the predictions.

where N is the number of images labeled as yc ∈ Ct . If the maximum prediction
value in pyc is larger than a threshold τ, we would consider the previous class v̄ i

t
with the max probability value is the superclass of class y i

t . Based on this prior
knowledge learned from previous classifiers, we could construct a hierarchical tree
Ht , which consists of all hierarchical information up to the current task t .

Phase II: Superclass Pseudo-Labeling (SPL). After learning the superclasses be-
fore training task t , we have the hierarchical tree Ht , which contains all estimated
hierarchical information up to the current task. Now we can apply this knowledge
at both train and test time.

During training time, if a new class is estimated as a subclass of a specific
previous superclass, we assign the estimated superclass label v̄ i

t as a superclass
pseudo-label to the corresponding subclasses label y i

t (we will use the overline .̄ to
identify that label is estimated). In this way, the estimated multi-class label Ȳ i

t can
be represent as:

Ȳ i
t =

{
y i

t if y i
t has no parents in the hierarchical tree Ht

y i
t ∪ v̄ i

t if v̄ i
t is the estimated parent of y i

t

(3.3)

Then, with the new class label vector Ȳ i
t , the binary cross-entropy loss is rewritten
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as:

LBC E =−∑
i

[Ȳ i
t · log (Ŷ i

t )+ (1− Ȳ i
t ) · l og (1− Ŷ i

t )] (3.4)

For applying our SPL module to continual learning methods, we simply replacing
the orginal BCE loss in Eq. 3.1 with Eq. 3.4.

Inference with HCV (Infer-HCV). At inference time, if a multi-class prediction
vector is not consistent with our estimated hierarchical knowledge H , we mark
it as a wrong prediction (e.g. it estimates a sub and superclass combination that
is not in accordance to our hierarchical knowledge captured by H). Based on
this assumption, we process each prediction Ŷ i

t with Ht . If the prediction is in

accordance with Ht it remains unchanged. If we need to add labels to Ŷ i
t to make

it be in accordance to Ht we do so (add subclass or superclass label). If we need
to remove labels from Ŷ i

t to reach accordance with Ht , we randomly select one of
the possible solutions containing the least number of removed labels. See Fig. 3.3
for a visual explanation of Infer-HCV. Here we provide some examples for better
understanding of Infer-HCV. In Fig. 3.3 there are four examples of how the Infer-HCV
module works. We address the examples one column at a time:

1. This example is correctly matched by the first row of Ht , so it remains un-
changed.

2. This example does not match any row in Ht . We match it with the first row by
removing the second label.

3. This example also does not match. We match it by adding the first class label
to make it in accordance with the last row of Ht .

4. This example also does not match. It can be modified by removing the 4th or
5th labels, so we randomly choose one from them to make it compatible with
Ht .

3.4 Experiments

3.4.1 Experimental setup

Datasets. We use the same two datasets as in IIRC [1]: CIFAR100 [81] and Ima-
geNet [35]. For CIFAR100, we take the two-level hierarchy split IIRC-CIFAR from
IIRC [1], we denote this as IIRC-2-CIFAR. It is composed of 15 superclasses and 100
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Figure 3.3 – Examples Illustration of Infer-HCV procedure.

subclasses. To further explore the performance of incremental learning methods
over multi-level hierarchy, we further extend the IIRC-2-CIFAR into a three-level
hierarchy dataset IIRC-3-CIFAR with two highest superclasses (we name them as
"root"): "animals" and "plants". That accounts 2 rootclasses, 15 superclasses and
100 subclasses. For ImageNet, due to its huge amount of data, we collect 100
subclasses according to the hierarchy proposed in IIRC [1]. In total there are 10
superclasses and 100 subclasses (including those have no superclass labels). We
denote this dataset as IIRC-ImageNet-Subset as a simplified version of the original
one.

Incremental task configurations. For IIRC-2-CIFAR, we adopt the training se-
quence from IIRC [1], where the first task is with 10 superclasses, in the sequential
tasks each with 5 classes. And for IIRC-3-CIFAR, we uniformly distribute the root-
classes and superclasses to form 23 tasks in total, the first task is 7 classes and then
the coming tasks are 5 for each. For IIRC-ImageNet-Subset, we have 11 tasks each
with 10 classes. Here the superclasses are also uniformly distributed. We want to
stress that the uniform distribution of superclasses (and rootclasses) leads to a more
challenging setting than proposed in the original IIRC.

Baselines and Compared methods. We compare the performance of the following
variants: (1) Incremental Joint learns the model across tasks and the model has
access to all the data from previous tasks with complete information (having access
to all the label annotations Yt ). It serves as the upper bound for comparison. (2)
ER-infinite is similar to Incremental Joint but with incomplete information (only
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Methods iCaRL-CNN iCaRL-norm LUCIR

- + SPL
+ SPL

+ infer HCV
- + SPL

+ SPL
+ infer HCV

- + SPL
+ SPL

+ infer HCV

IIRC-2-CIFAR 28.4 32.7 35.9 24.9 29.1 31.9 28.5 33.0 34.7
IIRC-3-CIFAR 20.5 26.0 27.1 19.6 25.6 25.9 16.1 35.5 37.2

IIRC-ImageNet-Subset 28.7 29.3 31.7 28.2 29.1 31.3 23.3 26.8 28.2

Table 3.1 – We show the average of pw-JS from comparison over three datasets
with and without our HCV module. + SPL means applying HCV in training stage, +
Infer-HCV means applying HCV module in inference time.

access to the current label annotations yt ). (3) iCaRL-CNN is the original version of
incremental learning method iCaRL [142]. (4) iCaRL-norm is the adapted version
of iCaRL [142] with replacement of the distance metric from L2-distance to Cosine
similarity. (5) LUCIR is the incremental learning method LUCIR [63]. (6) ER is the
finetuning baseline with 20 image exemplars per class as experience replay. (7) FT
is the finetuning baseline without image replay.

Implementation details. For most implementation details, we follow the IIRC
configurations [1]. For these three setups, we use the ResNet-32 [57] as the classifi-
cation backbone. For model training, we use SGD (momentum=0.9) as optimizer,
which is commonly used in continual learning [121]. For the IIRC-2-CIFAR and
IIRC-3-CIFAR setting, the learning rates begin with 1.0 then decay by 0.1 on the
plateau of the validation performance. For IIRC-ImageNet-Subset, the learning rate
starts with 0.5 and decay by 0.1 on the plateau. The number of training epochs
is 140, 140 and 100 for IIRC-2-CIFAR, IIRC-3-CIFAR and IIRC-ImageNet-Subset,
respectively. For all these three setups, the batch size is 128 and weight decay is
1e-5.

During training, we apply random resized cropping (of size 32×32) to both
CIFAR100 and ImageNet images. Then a random horizontal flip is applied and fol-
lowed by a normalization. And for images replay, we keep a fixed number of 20 saved
exemplars per class by default. For evaluation, we adopt the precision-weighted
Jaccard similarity (pw-JS) proposed in IIRC [1], which integratedly considers both
precision and recall indexes. And the threshold τ is set to 0.6 in all experiments
(except in ablation study over it).

3.4.2 Experimental results

HCV applied to existing methods. To verify the performance of our proposed
HCV, we apply it to iCaRL-CNN, iCaRL-norm and LUCIR. The average pw-JS value is
provided in Table 3.1. We conduct experiments using three different settings, that is
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Figure 3.4 – Visual examples of our model applied to IIRC-2-CIFAR setup (annotated
with superclasses and subclasses) and in-the-wild images (annotated with class
names). We plot the top-5 (ranked by % percentage) predicted superclasses for each
query image. We take the default threshold τ= 0.6 to distinguish the success and
failure cases. A subgraph of the final predicted graph under IIRC-2-CIFAR setup
with iCaRL method is shown on the right. Here the top-1 predicted superclasses
with percentages are listed.

IIRC-2-CIFAR, IIRC-3-CIFAR and IIRC-ImageNet-Subset. On IIRC-2-CIFAR setting,
with the help of our HCV module during the training stage, the average numbers
are increased by nearly 4.3% for all three different continual learning methods.
When we apply HCV also at inference time, it further improves the consistency of
final predictions achieving the average number by 3.2%, 2.8%, 1.7% for these three
methods respectively. On the IIRC-3-CIFAR setting, since it is a much harder setup
for incremental learning, all these variants suffer a significant drop of performance.
LUCIR is much better compared to iCaRL-CNN and iCaRL-norm. Applying HCV
in both training and inference stages helps to boost performance around 6.5%
for two iCaRL variants and 21.1% for LUCIR. IIRC-ImageNet-Subset setting has
much higher image diversity, thus it also imposes difficulties for these incremental
methods. Under this setting, LUCIR performs worse than iCaRL-CNN and iCaRL-
norm even with the improvement from HCV. And iCaRL-CNN works similar to
iCaRL-norm but with marginally better performance. Overall, using our proposed
HCV during training and inference improves performance of existing methods
consistently for different settings.

Final estimated hierarchy graph and visual examples. After learning the last
task under IIRC-2-CIFAR setup when applying our SPL module to iCaRL-CNN, we
estimate the full hierarchy and draw a subgraph with 3 superclasses in Fig. 3.4 (right).
We can observe that most subclasses are correctly annotated with its superclasses.
However table is not correctly annotated because its confidence (58%) does not
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Figure 3.5 – Experimental results over IIRC-2-CIFAR, IIRC-3-CIFAR and IIRC-
ImageNet-Subset setups based on three methods: iCaRL-CNN, iCaRL-norm and
LUCIR.

reach the threshold. Interestingly, television is wrongly classified as a subclass
of furniture. In real life, we could also regard it as a member of furniture and
this was learned because televisions occur often in furniture scenes. This kind of
information can help human operators in annotating and verifying the dataset
hierarchy. Further, we see that house, bridge, castle are false positives, and are
classified as subclasses of vehicles. This could be because vehicles images co-occur
with the house, bridge, castle classes as their background. Finally, we also show some
visual examples from IIRC-2-CIFAR setup and in-the-wild images in Fig. 3.4(left).

Comparison with SOTA methods. In Fig. 3.5 we plot the dynamic performance
changes of different methods. The general trend on different settings are similar.
Incremental Joint always achieves the best results as an upper bound, benefiting
from access to all data and labels, while ER-infinite lacks the knowledge of full
labels resulting in a worse performance. Our proposed HCV improves existing
methods consistently, but the gap between our best and the two upper bounds
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(a) Ground truth (b) iCaRL-CNN (c) + SPL (d) +SPL+HCV

(e) Ground truth (f) LUCIR (g) + SPL (h) +SPL+HCV

Figure 3.6 – Confusion matrices of groundtruth, original continual learning meth-
ods, applying SPL and applying Infer-HCV after task 11 under IIRC-2-CIFAR setup.
The first row is obtained with iCaRL-CNN as the base method and the second row is
based on LUCIR.

(ER-infinite and Incremental Joint) is still large, which shows that IIRC setting is a
very challenging setting requiring more research.

Confusion matrices. Fig. 3.6 and Fig. 3.7 show the confusion matrices after learn-
ing task 11 and task 22 (the last task) under IIRC-2-CIFAR setup. They are from
the ground truth, original continual learning methods, and HCV applied to both
training and inference time. It can be observed that after using HCV, the redundant
predictions are cleaned with our learned prior knowledge about the classes hierar-
chy, therefore HCV plays a role of a de-noising procedure for confusion matrices.

3.4.3 Ablation study

Ablation study over threshold τ. We conduct an ablation study on the threshold
τ under IIRC-2-CIFAR setup. In Fig. 3.8a, we compare the values of τ {0.4, 0.5, 0.6,
0.7} when applying HCV on both training and inference stages. We can observe
that with different hyper-parameters, it improves over iCaRL-CNN consistently. In
Fig. 3.8b, we show how the hierarchy correctness score (HCS) changes with the
threshold from 0.1 to 0.8, and is around 75% to 80% when τ is in the range [0.3, 0.7].
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(a) Ground truth (b) iCaRL-CNN (c) + SPL (d) + SPL + Infer-HCV

(e) Ground truth (f) LUCIR (g) + SPL (h) + SPL + Infer-HCV

Figure 3.7 – Confusion matrices of groundtruth, original continual learning meth-
ods, applying SPL and applying Infer-HCV after the last task under IIRC-2-CIFAR
setup. The first row is obtained with iCaRL-CNN as the base continual learning
method and the second row is based on LUCIR.

In our experiments, we set τ= 0.6 by default.

Ablation study over hierarchy correctness score (HCS). We also conduct an ab-
lation study over the HCS on LUCIR and ER methods as shown in Fig. 3.8d and
Fig. 3.8e. The hierarchy correctness scores for iCaRL, LUCIR, ER are 76.2%, 56.0%,
34.3%, respectively (the HCS curves by training sessions are shown in Fig. 3.8c). The
higher hierarchy correctness score for iCaRL-CNN helps it achieve state-of-the-art
performance on IIRC-2-CIFAR and IIRC-ImageNet-Subset (Table 3.1 and Fig. 3.5).
While LUCIR achieves a much lower score though it is regarded as one of the best
methods in continual learning [113].

We also show the performance of the LUCIR and ER methods with the ground-
truth hierarchy, which means it has a HCS of 100% (see Fig. 3.8d and Fig. 3.8e). In
this case 3.0% and 15.0% improvements are observed for LUCIR and ER respectively.
That implies that our HCV module can benefit from a preciser hierarchy estimation
to reduce the gap to ER-infinite. To test how a completely wrong class hierarchy
influences our model, we randomly generate a hierarchy for IIRC-2-CIFAR and
apply it to ER (Fig. 3.8e), we can observe a drop of HCS from 34.3% to 0.0%, and the
overall performance drops for ER to nearly 7.0%.
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(f) LUCIR with 10 orders

Figure 3.8 – Ablation study over threshold τ, HCS and class orders on IIRC-2-CIFAR
setup.

HCV (on LUCIR) performance with 10 orders. In Fig. 3.8f the experiments are
conducted with all 10 task-orderings proposed in IIRC [1]. We plot the average per-
formance. Here we apply our SPL and Infer-HCV to the LUCIR model. We observe
a significant and consistent improvement compared to the ER baseline (≈10.0%)
and the basic LUCIR method (≈8.0%). In conclusion, our method improves the
performance under various orders and settings.

3.5 Conclusion

In this chapter, we proposed a Hierarchy-Consistency Verification module for Incre-
mental Implicit-Refined Classification (IIRC) problem. With this module, we can
boost the existing incremental learning methods by a large margin. From our ex-
periments on three different setups, we evaluate and prove the effectiveness of our
proposed module during both training and inference. And from the visualization
of confusion matrices, we can also find that our HCV module works as a denoising
method to the confusion matrices. For future work, we are interested in associating
hierarchical classification, multi-label classification with IIRC problem, thus to have
a more robust model to overcome forgetting in more realistic setups.
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4 ACAE-REMIND for Online Continual Learn-
ing with Compressed Feature Replay*

4.1 Introduction

The vast majority of deep learning papers consider that all training data is available
jointly, and the learner can process the data several times (epochs) to learn the opti-
mal parameters to solve the task at hand. However, in many real-world scenarios,
this would not be possible, and the learner has only access to data of a single task at
the time, before proceeding to learn a new task. This scenario refers to continual
learning (or incremental learning, lifelong learning). The main challenge in this
scenario is to learn from the current data while preventing forgetting the knowledge
of previous tasks. With a naive finetuning approach the model will suffer a drastic
drop in performance on previous tasks because the model aims to be optimal for
the current tasks, and ignores performance on previous tasks. This phenomenon is
known as catastrophic forgetting [76, 117]. The field of continual learning studies
methods that prevent forgetting [37, 54, 63, 114, 142, 184].

A challenging setting in continual learning, yet common in practical application,
is online continual learning of non-iid data streams [6, 27, 108]. In the online
setting, each image can only be observed once during model optimization (except
exemplars in storage). These applications mainly exist in resource constrained
devices, such as mobile phones, robots and other smart devices. The majority of
methods in continual learning, known as batch incremental learning methods,
allow for several cycles (epochs) over the data [33]. These methods cannot operate
in the challenging online continual learning setting. Moreover they take longer to
train. In this chapter, we focus on online continual learning.

Among the approaches to address catastrophic forgetting, some of the best per-
forming ones are rehearsal-based [54, 142, 155]. Several methods save a small set of
exemplar images of previous classes [27,63,142,184]. Retrieving them during future
training is a straightforward way to prevent forgetting. For example, GEM [108],
A-GEM [27] and MIR [6], which address online continual learning, belong to this
type. However, this strategy leads to increased memory usage and the problem
of training from imbalanced data (between previous tasks and the current task).
An alternative is to generate images via generative models (e.g. GANs) [155, 183].

*This chapter is based on a publication in the Pattern Recognition Letters, 2021 [175]
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However, image generation is still a difficult problem in computer vision and re-
quires complex generative models, which would also need to be continually learned,
making this method not practical for complex datasets.

To circumvent the difficulties of image replay, recent work has focused on fea-
ture replay [54, 106]. In [106] a generator is trained to replay compact feature
representations of the images (after the last average pooling layer of a ResNet-18).
In addition, a distillation loss was applied to prevent forgetting of the feature ex-
tractor. Instead of generating features, it was also observed by Hayes et al. [54] that
saving them as exemplars is very efficient, since it required less memory per image.
To even further reduce the memory requirements, the REMIND method [54] also
applies product quantization [65]. This allows them to save up to 1M compressed
feature exemplars, instead of 20K exemplar images saved traditionally, in the same
memory buffer. A major drawback of these feature replay methods [54, 106] is
that they either allow for very little training [106] or no training at all [54] of the
backbone feature extractor (located before the replay layer). As a consequence,
if this backbone is not yet optimally trained for future tasks, the performance is
sub-optimal.

To address the limitation of feature replay, we propose ACAE-REMIND, an auxil-
iary classifier auto-encoder (ACAE) that allows for compressed feature replay (as in
REMIND) at intermediate layers of the network. This contrasts with current feature
replay methods that focus on replaying the features in the last layers. The principal
advantage of our method is that we can jointly train all layers after the replay layer.
This addresses an important problem of feature replay methods, namely the re-
duced performance because of a large fixed backbone network. Instead of only the
4M parameters that are trained in REMIND when replaying at block 4 of a ResNet-18,
we allow to train 9M parameters jointly when replaying on block 3. This leads to
feature representations that are more discriminative between the classes of current
and previous tasks. We evaluate our method in the challenging, yet more realistic,
online continual learning setting. From experiments under multiple settings and
datasets, we observe state-of-the-art performance in many-task evaluations and
competitive in few-task settings.

4.2 Related work

4.2.1 Continual learning

Continual learning methods can be categorized into three types which we will
shortly comment. For a more elaborate overview see the following surveys [33,113]).

Regularization-based methods. The first group of techniques is based on regu-
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larization. These methods add a regularization term to the loss function which
impedes changes to the parameters deemed relevant to previous tasks. The differ-
ence depends on how to compute the estimation. From these differences, these
methods can be further divided into data-focused [94] and prior-focused [76]. Data-
focused methods use knowledge distillation from previously learned models. Prior-
focused methods estimate the importance of model parameters as a prior for the
new model. However, it has been shown that data-focused methods are vulnerable
to domain shifts [7] and prior-focused methods might be not sufficient to restrict
the optimization process to keep acceptable performances on previous tasks [39].

Parameter isolation methods. This family focuses on allocating different model
parameters to each task. These models begin with a simplified architecture and
updated incrementally with new neurons or network layers in order to allocate
additional capacity for new tasks. In Piggyback/PackNet [111, 112], the model
learns a separate mask on the weights for each task, whereas in HAT [154], masks
are applied to the activations. This method is further developed to the case were
no forgetting is allowed in [114]. In general, this branch is restricted to the task-
aware (task incremental) setting. Thus, they are more suitable for learning a long
sequence of tasks when a task oracle is present and there is no constraint over
model capacities.

Replay methods. This type of methods prevent forgetting by including data (real
or synthetic) from previous tasks, stored either in an episodic memory or via a
generative model. There are two main strategies: exemplar rehearsal [27,63,142,184]
and pseudo-rehearsal [155, 183]. The former store a small amount of training
samples (also called exemplars) from previous tasks. The latter use generative
models learned from previous data distributions to synthesize data.

One of the main drawbacks of exemplar replay is the high memory usage re-
quired to store exemplars of previous tasks. REMIND [54] addresses this drawback,
instead of saving original data, it saves compressed latent representation of inter-
mediate layer features via product quantization [65]. This is a more efficient usage
of memory and computation. However, due to restriction that the backbone is
fixed, the majority of feature extraction modules cannot be adopted to later tasks.
Therefore, this model has a strong bias towards the first task. Recently, GDumb [136]
proposes training a model only from exemplars. The main idea is to balance the
sample reservoir in a selection stage, then the model is learnt from scratch on this
balanced set. While not designed for any specific continual learning settings, it
achieves excellent performance on many. It reveals that sample balancing is crucial
for rehearsal-based continual learning methods. While saving images is always
expensive compared to saving features, this point is also mentioned in paper on
feature adaption [64].
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Figure 4.1 – Drop in performance due to frozen backbones (Joint training: 81.0)

4.2.2 Auto-encoders and product quantization

Auto-encoders [79] learn representations in an unsupervised way by encouraging
the model to reconstruct the input data. An encoder projects the high-dimensional
input to a low-dimensional space, and the decoder tries to project back to the origi-
nal space minimizing the reconstruction error. Product quantization [65] is an ef-
fective quantization method that performs a decomposition of a high-dimensional
space into the Cartesian product of a series of subspaces, and quantizes them
separately.

In our model, we propose an auto-encoder with an auxiliary classifier (ACAE) to
force the reconstructions not only to remain close to original inputs but also keeping
the classification characteristics. By combining ACAE with Product Quantization
(PQ), the feature spaces are decomposed from high dimension to low dimension,
from float numbers to integer indexes, which leads to better compression and
therefore allows to save more exemplars.

4.3 Compressed Feature Replay

4.3.1 Feature replay location

Pseudo-rehearsal methods [155, 183] are limited by the performance of generative
models to generate high-quality images. As a results these methods perform poorly
on more complex real-world datasets. To address this limitation, Liu et al. [106]
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proposed generative feature replay (GFR) to generate features of an intermediate
layer. In their proposal, features before the classifier are generated by a conditional
GAN learned in a continual fashion.

REMIND [54] observes that storing features is much more efficient than storing
images. They operate on the same block as GFR. With the help of PQ [65] the
features are further compressed in REMIND. The features from block 4.0 of ResNet-
18 are approximated by a number of codebooks and indexed feature maps. By
this means, the floating point values of feature representations are replaced by
integer index numbers. This allows them to save 50× more feature exemplars than
image exemplars in the same memory space and obtain excellent results for online
continual learning.

As noted in the introduction, one of the main drawbacks of REMIND (and
feature replay in general) is that these methods freeze the backbone feature extractor
(i.e the layers before the feature replay) after training the first task. They only
train the layers that come after the feature replay layer for the remaining tasks.
Depending on the continual learning scenario this could lead to a significant drop
in performance because of a suboptimal backbone network.

To better understand the impact of freezing the backbone network after the first
task we perform an experiment on the ImageNet-Subset dataset [35] with ResNet-18
as the backbone. We consider two scenarios, one with the first task containing 50
classes and the remaining 50 classes divided into five more tasks. In the second
scenario, we evenly divide the classes over 10 tasks (each with 10 classes). Clearly,
the second scenario is more challenging for REMIND, because now the backbone
network can only be trained on the 10 classes of the first task. In Fig. 4.1 we can
see the drop in performance which is caused by freezing the backbone network as
a function of the position of the feature replay. The performance of the different
backbone networks is computed in the following way: we first train the first task
and fix the backbone network, then we jointly train the remaining layers on all
training data of all tasks (this can be seen as the upper bound for this continual
learning setting, i.e. joint training with the backbone frozen). As can be seen, the
drop in performance is significant (by comparing the difference of the blue and
red with the yellow line), dropping 8.36% in the first scenario, and 23.04% in the
second scenario when replaying the features of block 4.0. As can be seen the drop
diminishes considerably by performing the replay at earlier layers. The reason why
REMIND chooses to replay at block 4.0 is because the proposed technique does not
scale well to lower positions in the network. This is explicitly discussed and they
mention that the quantized features would be too large and would significantly
increase storage requirements†.

†See Supplementary material S2 [54].
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Table 4.1 – Comparison of replay methods.

method name replay layer compression online

GFR last block GAN 7
REMIND last block PQ 3

Ours interm. block ACAE+PQ 3

To overcome the limitations of feature replay, our proposed ACAE-REMIND
model aims to apply replay on an intermediate blocks. To reconstruct features in
intermediate layers, we introduce a stronger compression module, which achieves
dimension reduction, and feature approximation while maintaining the classifica-
tion characteristics of the replayed features. The method is an extension of REMIND
and is based on an Auto-Encoder with Auxiliary Classifier (ACAE). We can perform
joint training on all layers after the replay layer (and not only the last block as in
REMIND). This alleviates the drawback of fixing the backbone neural network. A
comparison among the discussed feature replay methods is in Table 4.1.

4.3.2 Online continual learning setting

Online continual learning is a subarea of incremental learning, where the algorithm
is only allowed to make a single pass through the data of each task. It is more related
to real-life and real-time applications since data comes in sequential streams, and
they are not allowed to use the same sample more than one time (unless stick to
buffer) in the whole learning process.

Suppose we have a data stream of triplets
{(

xi
t , y i

t , t
)}

i , where xi
t is the i -th input,

y i
t is the corresponding label and t is the task identifier (t ∈τ = {1, ...,T } ). Each

input-label pair is an identical and independent sample drawn from an unknown
distribution Pt (X ,Y ) of task t . We consider the number of tasks T is unknown
and the tasks are coming sequentially as t = 1, ...,T . We also assume that data
among tasks are disjoint. At inference time, the task-id t is unknown at all time; also
referred to as task-agnostic inference. Under this assumption, the resulting model
f (x;Θ), parameterized byΘ, is optimized to minimize a predefined loss l

(
x, y ;Θ

)
over new sequential input samples

(
xi

t , y i
t

)
from current data stream t . And at the

same time, the performance on previous tasks should not decrease.

4.3.3 ACAE-REMIND for compressed feature replay

The ACAE-REMIND model is designed for online task-agnostic continual learning in
a memory efficient way. As explained before, we aim to execute feature replay on an
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4.3. Compressed Feature Replay

intermediate layer. Since all layers after the feature replay can be jointly trained, this
strategy can potentially lead to improved performance. Because the distribution in
lower layers is more complex, we propose an improved compression mechanism
based on an ACAE module. The whole training procedure can be roughly divided
into: 1) initialization stage (in Fig. 4.2) of the classification model, ACAE and PQ
modules, 2) online continual learning stage (in Fig. 4.3).

Initialization

During initialization, the classification model, ACAE and PQ are trained sequentially
with data

(
xi

1, y i
1

)
from the first task t = 1. In the first step, the whole classification

model is optimized in an offline way. This step aims to learn a robust pretrained
model for future tasks (similar as in REMIND). The parameters Θ are updated by
minimizing the cross-entropy loss:

mi ni mi zeΘLC E (y i
1, ŷ i

1) =−y i
1 · log ŷ i

1 (4.1)

where the prediction is given by ŷ i
1 = f

(
xi

1;Θ
)
.

Secondly, the ACAE module is inserted into the layer where we will replay the
features. We denote the layers before and after the replay layer as g (x;Θ1) and
h (z;Θ2), whereΘ is the union ofΘ1 plusΘ2 and z = g (x;Θ1) in step 1. The encoder
and decoder of ACAE are denoted as u = Denc (z;Γ) and ẑ = Ddec (u;Π). The ACAE
is trained with an auxiliary classification loss and auto-encoder reconstruction
MSE(mean square error) loss on the same data stream

(
xi

1, y i
1

)
.

Then parameters Γ,Π are computed by minimizing the ACAE loss:

mi ni mi zeΓ,Π LAC AE (y i
1, xi

1) =LC E (y i
1, ŷ i

1)+
∥∥∥zi

1 − ẑi
1

∥∥∥
2

(4.2)

where

zi
1 = g

(
xi

1;Θ1

)
ẑi

1 = Ddec

(
Denc

(
zi

1;Γ
)

,Π
)

ŷ i
1 = h

(
ẑi

1;Θ2

)
.

(4.3)

After that, the last step is to train a PQ encoder-decoder pair Penc (u;Υ) and
Pdec (v ;Ψ) to approximate latent representations extracted from ACAE’s encoder.
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HereΥ,Ψ are learnt from the object function of PQ MSE loss:

mi ni mi zeΥ,Ψ LPQ

(
xi

1

)
=

∥∥∥ui
1 − ûi

1

∥∥∥
2

zi
1 =(g

(
xi

1;Θ1

)
ui

1 =Denc

(
zi

1;Γ
)

ûi
1 =Pdec

(
Penc

(
ui

1;Υ
)

,Ψ
)

(4.4)

Online continual learning

In online continual learning, only layers after the ACAE decoder can freely ad-
just to new tasks (the parameters in Θ2), other modules (including parameters
Θ1,Γ,Π,Υ,Ψ) are all fixed during training. The new coming images from the data
stream are passed through lower layers, the ACAE encoder and the PQ encoder
to get their latent representations v i

t with corresponding integer indexes. This is
computed as:

v i
t = Penc

(
Denc

(
g

(
xi

t ;Θ1

)
;Γ

)
,Υ

)
(4.5)

Then its representation is mixed with randomly selected N previous samples

v j
t̂

(t̂ < t) from the reservoir to reconstruct features via the PQ decoder and the
ACAE decoder. Those features will be taken to optimize the trainable parameters

Θ2 with the cross-entropy loss LC E

(
y i

t̄
, ŷ i

t̄

)
and ŷ i

t̄
is formed as:

ŷ i
t̄ = h

(
Ddec

(
Pdec

(
v i

t̄ ;Ψ
)

,Π
)

,Θ2

)
, t̄ ≤ t (4.6)

Reservoir sampling After optimization, the new representation will be stored in
the reservoir memory. If the reservoir is full, we randomly select a sample to pop up
from one of the classes with most samples in the reservoir.

4.4 Experiments

4.4.1 Experimental setup

Datasets. Our evaluations are performed on three datasets: ImageNet-Subset [35],
CIFAR100 [81] both with 100 classes‡ and CIFAR10 with 10 classes. We use data aug-

‡Samples are presented in a random yet fixed presentation order, as proposed in iCaRL [142], and
adopted by others [37, 63, 136, 184].
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mentation during the initial training of the full model and the ACAE, but removed it
to train PQ (we save the representation of the original image - without augmentation
-) and during the online continual learning stage. For feature augmentation, we only
randomly resize and crop reconstructed features in the online continual learning
stage.

Implementation details. We use Resnet-18 as our classification network for
ImageNet-Subset. For CIFAR10 and CIFAR100, we use adapted Resnet-18 and
Resnet-32 respectively (using only 3 blocks instead of the original 4 blocks). During
initialization, the backbone network is learned from scratch with SGD, then the
ACAE is trained with Adam [75]. For PQ training, we use the implementation from
the Facebook Faiss library [70]. During the online continual learning stage we use
SGD.

Evaluation metrics. We consider two widely used metrics: Average of top-1 accu-
racy over classes (AOC) up to the current task and top-1 accuracy after the last task
(LAST).

Experimental settings. We will evaluate our method in five different settings. For
the first three settings on ImageNet-Subset and CIFAR100, we use half of the classes
as the first task and split the remaining into 5, 25 and 50 tasks with equal split
(this setting is widely used [37, 63, 136]). We also refer to these as the 5, 25 and 50
steps setting. The fourth setting is splitting ImageNet-Subset into 10 tasks of the
same size (this setting is used in [139, 142, 184]). We compare with several methods:
iCaRL [142], BiC [184], UCIR [63], PODNet [37], GDumb [136], RPSnet [139] and RE-
MIND [54]. We note that, except REMIND, the other methods are mainly designed
for offline continual learning, which is a simpler setting compared with our online
setting.

The fifth setting is on CIFAR10, where we use the commonly used setting from
GMED [69], which divides CIFAR10 into 5 tasks equally. And we compare with online
continual learning methods: AGEM [27], BGD [199], GEM [108], GSS-Greedy [8],
HAL [26], ER [146], MIR [6], and GMED [69].

4.4.2 Results of online continual learning

Few-task evaluation (5 steps setting). We report the AOC metric on ImageNet-
Subset with the 5 steps setting in Table 4.2. Every time we have a new input image,
we randomly sample N = 50 previous latent representations from the sample reser-
voir. It can be seen that our method outperforms REMIND and that, especially for
larger memory, we can obtain excellent results by replaying lower layers. For com-
parison, we have also computed results for block 3.0 for standard REMIND (going
to lower blocks did further reduce performance). We observe that our method with
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Chapter 4. ACAE-REMIND

Table 4.2 – Comparison on Imagenet-Subset, we show the averages over classes
(AOC) with 50 classes as the first task and 5/25/50 steps each with 10/2/1 classes.
For REMIND and our method, we show the replay layer (block number) in brackets.
The highest numbers in each row are highlighted.

On-
line

Exemplar info
Methods

AOC over various steps

Num.
Shape
(CHW)

Mem.
(MB)

5 25 50

7 2K

3
224
224
(int)

301

iCaRL 65.56 54.56 54.97
BiC 68.97 59.65 46.49

UCIR(NME) 69.07 60.81 55.44
UCIR(CNN) 71.04 62.94 57.25

PODNet(CNN) 75.54 68.31 62.08
GDumb - - 62.86

3 130K

8
7
7

(int)

51

REMIND(3.0) 70.58 67.93 67.35
REMIND(4.0) 71.02 70.50 70.14

Ours(1.0) 60.70 56.37 56.10
Ours(2.0) 70.24 67.65 66.23
Ours(3.0) 72.58 71.43 70.69

3 130K

32
7
7

(int)

204

REMIND(3.0) 72.46 - -
REMIND(4.0) 73.98 - -

Ours(1.0) 74.08 - -
−LC E 70.26 - -

Ours(2.0) 73.75 - -
Ours(3.0) 73.63 - -

32 codebooks is only 1.46% lower than the state-of-the-art offline PODNet method,
and it well outperforms other methods. Even when we have only 8 codebooks, it
is still better than all offline algorithms except PODNet. Another interesting phe-
nomenon is that, with 32 codebooks, we get an increase from block 3.0 to block 1.0,
but this trend gets reversed with only 8 codebooks. The reason is that in the lower
layers, the latent representations contain more information and thus require more
codebooks to be represented.

For CIFAR100 with 5 steps, the performance is shown in Table 4.3. Due to
smaller image-size, the compression ratio is not as high as in ImageNet-Subset.
In this case, offline continual learning (PODNet) outperforms the online settings
by a larger margin (6.1%) under the same memory allocation. It should be noted
that PODNet runs for 160 epochs over the data whereas the online methods can
only do one epoch. Also, among the online methods, our method performs worse
than REMIND(3.0) when considering a memory of 6.4MB. This is because a first
task with many classes and more data allows REMIND to also learn a high-quality
backbone network. For the larger memory setting (12.8MB) our method performs
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Table 4.3 – Comparison on CIFAR100 dataset, we show the averages over classes
(AOC) with 50 classes as the first task and 5/25/50 steps each with 10/2/1 classes.
For REMIND and our method, we show the replay layer (block number) in brackets.
The highest numbers in each row are highlighted.

On-
line

Exemplar info
Methods

AOC over various steps

Num.
Shape
(CHW)

Mem.
(MB)

5 25 50

7 2000

3
32
32

(int)

6.14

iCaRL 58.08 50.60 44.20
BiC 56.86 48.96 47.09

UCIR (NME) 63.63 56.82 48.57
UCIR (CNN) 64.01 57.57 49.30

PODNet (CNN) 64.83 60.72 57.98
PODNet (NME) 64.48 62.72 61.40

GDumb - - 58.40

3 25000

4
8
8

(int)

6.40

REMIND(2.0) 55.79 58.25 57.93
REMIND(3.0) 58.71 59.26 58.99

Ours(1.0) 53.38 53.74 54.25
Ours(2.0) 57.57 59.28 59.50

3 50000

4
8
8

(int)

12.8

REMIND(2.0) 58.51 59.94 59.87
REMIND(3.0) 61.23 61.02 61.00

Ours(1.0) 56.40 56.98 57.01
Ours(2.0) 61.27 62.49 62.30
−LC E 56.11 60.19 60.07

comparable to REMIND(3.0).

Many-task evaluation (25/50 steps setting). Here the number of rehearsed sam-
ples is set to N = 200 because there are less samples in each step. The results for 25
steps on ImageNet-Subset are shown in Table 4.2. We obtain state-of-the-art with
3.12%, 0.93% and 4.50% higher than PODNet, REMIND (block 4.0) and REMIND
(block 3.0) respectively. The hardest setting is the 50 steps split, where only 1 class is
viewed at every time step. We show our performance in Table 4.2. It is 8.49% higher
than GDumb in the offline setting and 1.21% better than REMIND in the online
setting.

For the many-task evaluation of CIFAR100 shown in Table 4.3, we got marginally
better than PODNet in 50 steps and worse in 25 steps under higher memory al-
location. With lower memory allocation we still got competitive performances.
In conclusion, from the many-task evaluation, we observe that bias correction
methods suffer from a drop in performance with more time steps, while our model
obtains better results and without much drop in performance when the number of
tasks increases.

Equal split with 10 tasks (9 steps) on ImageNet-Subset. In the equal split setting,
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Table 4.4 – Comparison on ImageNet-Subset, we show top-5 accuracy with 10
classes as the first task and 9 steps each with 10 classes. For REMIND and our
method, we show the replay layer (block number) in brackets. The highest numbers
in offline and online settings are highlighted.

Methods iCaRL RPSnet BiC
REMIND

(4.0)
Ours
(3.0)

Ours
(2.0)

Ours
(1.0)

Online 7 3

Exem.
Info

Num.
2000

(20*100)
130000

(1300*100)
Shape
(CHW)

3*224*224
(integer)

32*7*7
(integer)

Mem.
(MB)

301.06 203.84

Acc.

1 99.3 100 98.4 98.4 98.4 98.4 98.4
2 97.2 97.4 96.2 91.6 93.3 93.5 94.1
3 93.5 94.3 94.0 87.1 90.5 91.1 92.7
4 91.0 92.7 92.9 82.2 87.2 87.7 90.2
5 87.5 89.4 91.1 79.7 85.3 85.5 89.2
6 82.1 86.6 89.4 77.7 84.0 85.0 87.8
7 77.1 83.9 88.1 74.8 81.0 83.7 85.7
8 72.8 82.4 86.5 72.8 80.9 82.7 85.4
9 67.1 79.4 85.4 72.2 80.8 83.4 84.7

10 63.5 74.1 84.4 70.9 79.6 81.8 83.9
AOC 83.1 88.0 90.6 80.7 86.1 87.1 89.2

the 100 classes are divided into 10 tasks with 10 classes each. The top-5 accuracies
in each time step are shown in Table 4.4 (For comparison, top-5 accuracy is adopted
here since it is commonly used in this case). For this more challenging setting,
REMIND obtains 8.5% lower results than ours, which is due to the less flexible
backbone model. Especially here, it makes more sense to perform replay on a
lower layer. Also note that in this setting, we get competitive results compared with
the methods BiC [184] and RPSnet [139]. However, these methods are offline and
perform multiple loops over the data.

Equal split with 5 tasks (4 steps) on CIFAR10. Several existing online methods
cannot be straightforwardly applied to large datasets. To be able to compare to
them, we also include results on CIFAR10 in Table 4.5. We divide the 10 classes into
5 tasks with 2 classes each. On this setting, we got 48.4%, which is 2.6% higher than
the best reported results of GDumb. We also outperform the REMIND method with
more than a 3% margin.
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Table 4.5 – Comparison on CIFAR10 dataset, we show the LAST accuracy with 2
classes as the first task and 4 steps each with 2 classes. For REMIND and our method,
we show the replay layer (block number) in brackets. The highest numbers in each
row are highlighted.

Online
Exemplar info

Methods
LAST

Num.
Shape

(C*H*W)
Mem.
(MB)

4 steps

3 500
3*32*32
(integer)

1.536

Finetuning 18.5
AGEM 18.5
BGD 18.2
GEM 20.1

GSS-Greedy 28.0
HAL 32.1
ER 33.3

MIR 34.5
GMED(ER) 35.0

GMED(MIR) 35.5
GDumb 45.8

3 24000
1*8*8

(integer)
1.536

REMIND(3.0) 45.2
Ours(2.0) 48.4

4.4.3 Ablation study

One of the key ingredients of the ACAE-REMIND method is the auxiliary classifi-
cation loss that is used during the training of the auto-encoder (see Eq. 4.2). This
loss ensures that the compression does not remove the features that are crucial for
classification. Here we ablate this factor. To show the impact of the classification
loss, we evaluate the classification accuracy after compression with and without the
loss (directly after Step 2), and compare this to the results that would be obtained
with the uncompressed features (see Table 4.6). The results show that classification
loss mitigates the classification drop that occurs due to compression. Finally, we
have also ablated the loss in Table 4.2 and Table 4.3 on our best performing setting
(indicated by rows with −LC E ). The results show that the loss does greatly improve
results resulting in a performance gain of 2-5%.

To better evaluate the influence of the block number n (the block where we
introduce the ACAE-REMIND as seen in Fig. 4.3) we have included Fig. 4.4. Here
we show a comparison on ImageNet-Subset and CIFAR-100 under the 5, 25 and
50 steps settings. We can conclude that under these settings, the performances
are increasing with the feature replay from the first block to the penultimate block,
and then decreasing when replaying on the last block. As can be seen the optimal
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Table 4.6 – Ablation study of classification loss on CIFAR100 and ImageNet-Subset.
The features are replayed from block 2.0 for CIFAR100 and block 1.0/2.0/3.0 for
ImageNet-Subset.

method name
CIFAR100 ImageNet-Subset
block 2.0 block 3.0 block 2.0 block 1.0

Uncompressed features 76.00% 80.96% 80.96% 80.96%
ACAE replay(w/o LC E ) 73.31% 78.80% 77.64% 76.52%
ACAE replay(w/ LC E ) 74.45% 79.40% 79.76% 80.44%

block is relatively stable with respect to the number of steps while keeping the
same amount of data for the first task. If we however reduce the number of data for
the first task, it becomes more difficult to learn a good backbone network and, as
expected, the optimal n decreases: in Fig. 4.4(c) we can see that n = 1 yields optimal
results.

4.5 Conclusions

In this chapter, we proposed an extension to the REMIND method, called ACAE-
REMIND. We propose a stronger compression module based on an auxiliary classi-
fier auto-encoder that allows to move the feature replay to lower layers. The method
is memory efficient and obtains better performance. In evaluation, we perform a
comparison over multiple metrics among competitive methods. The strength of our
model lies in the fact that with high compression ratio, we could save more feature
exemplars than image exemplars. Especially, when the first task is relatively small
(the 10-task scenario in ImageNet-Subset and 5-task in CIFAR10) we outperform
REMIND with a large margin. As future work, we are interested in extending this
framework to other continual learning problems.
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Figure 4.2 – Overview of the initialization stage (trained on first task).
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Figure 4.4 – Ablation study on the block number n on ImageNet-Subset and CI-
FAR100 with various settings. The backbone for ImageNet-Subset is a 4-block
Resnet-18 and for CIFAR100 is a 3-block Resnet-32. We show top-1 accuracy in (a)
and (b), and top-5 accuracy (c).
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5 Bookworm continual learning*

5.1 Introduction

Deep learning has brought extraordinary success to visual recognition by learning
from large amounts of data (e.g. object classification and detection, scene classifi-
cation). There are, however, two critical assumptions that stem from a static view of
the world: all concepts of interest are known before training, and the corresponding
training data is also available beforehand. The resulting model is also static and
remains unchanged after training. The other limitation of conventional classifi-
cation models is that there is no explicit notion of semantic similarity between
concepts (i.e. a semantic model), since classes are represented as one-hot labels
(i.e. all classes are equally similar and dissimilar to each other). These assumptions
are hardly met in the dynamic real world we live in, where new visual data and new
semantic concepts are continuously observed and integrated in our own personal
knowledge. Similarly, visual recognition in humans greatly leverages all sort of
semantic (and contextual) knowledge, enabling sophisticated inference.

Challenging this static world assumption, continual learning (CL) [5, 42, 103,
113, 136, 183, 197] focuses on how to update the visual model when new classes
and visual instances are observed over time (see Fig. 5.1(a)). A consequence is that
the data is no longer i.i.d. and learning new tasks results in forgetting previous
ones (i.e. catastrophic forgetting). This problem has been addressed with different
techniques, including weight regularization [5, 76, 103], distillation [94], episodic
memories with exemplars [108, 142] and generative replay methods [155, 183].

On the other hand, zero-shot learning (ZSL) [53, 73, 101, 122, 178, 188, 189, 192,
197, 203] enables the recognition of (visually) unseen classes via a semantic model
that describes them in connection to the seen classes (see Fig. 5.1(b)). We can also
observe that ZSL has an implicit temporal structure, with the class descriptions
learned first, then the visual model is learned from the data of seen classes, and then
the model is tested over the unseen classes. ZLS is usually tackled as learning the
alignment between visual features and class embeddings (via the semantic model)
in an shared intermediate space [3, 45, 203, 205]. Recent works also use feature
generators to synthesize features of unseen classes [122, 188, 189].

*This chapter is an extension based on a publication in the TASK-CV workshop, 2020 [171]
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In this work, we argue that continual leaning and semantic models are both
essential for visual recognition. We propose generalized continual learning (GCL)
as a more realistic setting where visual recognition is addressed with the help of
an explicit semantic model, and in a dynamic scenario that requires continual
learning. In the rest of this chapter we focus on a particular case that we refer to
as bookworm† continual learning (BCL) where the semantic model remains fixed
while the visual model is updated continuously (see Fig. 5.1(c)). BCL can be seen
as a generalization of CL which is limited by lacking explicit semantic models, and
ZSL which is not continual (see Table 5.1). One important challenge in BCL is the
effective integration of semantic models and CL.

In addition, we propose a unified BCL framework via feature generation and
distillation. In particular, feature generation is a suitable framework to integrate CL
and ZSL capabilities since it exploits the same mechanism to prevent forgetting in
CL and imagine unseen categories in ZSL.

Essentially, a generative model (a conditional VAE in our case) learns the distri-
bution of features of past classes (in CL) and future classes (in ZSL via the semantic
model) and generates synthetic features of those classes so a joint classifier on all
classes can be trained. For BCL, we generate features of both past and future classes
simultaneously.

5.2 Related work

5.2.1 Zero-shot learning

The objective of Zero-shot learning (ZSL) is to perform classification of unseen
classes, connected to the seen classes via a semantic model that leverages shared
semantic information (typically attributes or word embeddings). The most com-
mon approach is to jointly align visual and class representations in a common
space. This space can be the semantic space [3, 45], the visual space [203] or an
intermediate latent space [205]. Other approaches use convex combination of
seen embeddings [129], combination of synthesized classifiers [23] and attention
mechanisms [207].

The more challenging Generalized zero-shot learning (GZSL) problem [24] eval-
uates on the union of seen and unseen classes, where the challenge is to cope
with the inherent bias towards seen classes. Liu et al. [102] reduces the bias using
score calibration. Feature generation approaches [122, 188, 206] generate synthetic

†We use an avid reader (i.e. the bookworm stereotype) as a metaphor, due to his/her extensive
encyclopedic prior knowledge about concepts (e.g. their descriptions) before eventually observing them
visually.
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Figure 5.1 – Generalized continual learning: (a) continual learning, (b) zero-shot
learning, and (c) bookworm continual learning.

features of unseen classes using a generative model learned with seen classes. A bal-
anced classifier for all classes can be trained combining real and synthetic features.

In this chapter, we differ from previous ZSL works in two aspects. First, our
visual model is not static and is updated continuously with new visual data. Second,
we study the interplay of the semantic model and the problem of catastrophic
forgetting which is specific to continual learning (CL).

5.2.2 Continual learning

Continual learning (a.k.a. lifelong learning) addresses the problem of continuously
acquiring new knowledge from data that arrives over time following varying dis-
tributions. The main challenge lies in that learning new knowledge under those
conditions interferes with previously learned knowledge, resulting in its forget-
ting [117]. This problem has been addressed with different techniques, including
weight regularization [5, 76, 103], distillation [94], episodic memories with exem-
plars [108, 142]and generative replay methods [155, 183].

The most common evaluation setting involves the knowledge of the task, i.e.
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Setting
Sub-models Continual Predictions
Visual Sem. Visual Sem. Seen Unseen

JT 3 7 7 - 3 7
CL 3 7 3 - 3 7

ZSL 3 3 7 7 7 3
GZSL 3 3 7 7 3 3
BCL 3 3 3 7 3 3
GCL 3 3 3 3 3 3

JT: joint training, CL: continual learning, ZSL: zero-shot learning

GZSL: generalized ZSL, BCL: bookworm CL, GCL: generalized CL

Table 5.1 – Comparison of conventional and extended visual recognition settings
(with semantic model and continual update).

task-aware, but the task identifier could also be unknown, i.e. task task-agnostic.
Many methods performing well under task-aware evaluation show poor perfor-
mance in task-agnostic evaluations, since the joint classifier tends to be biased
towards the new learned task [63, 184] (note the similarity with the bias problem in
GZSL). This problem can be addressed by saving a small set of data from previous
tasks (episodic memory approach) or generating synthetic data from a model of
previous tasks learned previously (generative replay approach).

In this work, we also handle the problem of biased classifiers using generative
replay, but simultaneously enabling prediction over future classes, which CL lacks.
In contrast to CL generative replay methods, our generator is hierarchically inte-
grating a description generator prior to a feature generator, and generates samples
of both past and future classes.

5.3 Bookworm continual learning

5.3.1 Bookworm and generalized continual learning

We assume a sequence of image classification tasks (S1, . . . ,SK ). Each task is learned

from a dataset Sk =
{(

xk
i ,ak

i , yk
i

)Nk

i=1

}
, where xk

i ∈ Xk is an image, yk
i ∈ Yk ⊂ Y is

the corresponding class label and ak
i ∈Ak ⊆A is the semantic description. We are

ultimately interested in learning and continually updating a visual model pt
(
y |x)=

Ct (Ft (x)) that maps images to class probabilities, where z = Ft (x) and pt
(
y |z) =

Ct (z) = softmax
(
W ᵀ

t z
)

are the visual feature extractor and the classifier at time t ,
respectively (all implemented jointly as a deep neural network). For simplicity, we
assume that k-th task is learned at time t = k and will use t and k interchangeably.
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Figure 5.2 – Replay, imagination and semantic information shared across tasks.
Note that in practice we generate features, not images.

In addition to the visual model, we also have access to a semantic model that
describes classes in terms of semantic descriptions such as attributes‡. In particular,
we consider that each class is described by an attribute vector as a = Ay , where rows
of the attribute matrix A correspond to attribute vectors of classes. The semantic
model is learned or annotated from an external source (e.g. class descriptions,
taxonomy, Wikipedia), and can be leveraged to help infer classes, including unseen
ones, whose instances might have not been observed yet (but their descriptions
have). In our experiments we will consider attributes for the semantic model but
our theory could be applied to other semantic models. The visual model is always
updated over time. In BCL the semantic model is learned prior to the visual model
during a bookworm stage (at t = 0, for simplicity, see Fig. 5.1(c) and Table 5.1). And
we assume task-agnostic evaluation, i.e. during test the task is unknown and the
model has to consider all classes for the prediction.

5.3.2 Zero-shot learning and continual learning

Zero-shot learning (ZSL) can be seen as the particular case of BCL with two tasks and
no update after the first one. Using ZSL terms, the first task is seen and the second
unseen, i.e. Y1 =Yseen, Y2 =Yunseen. The model is evaluated on Yseen, which can
be inferred using the semantic model. Generalized ZSL (GZSL) corresponds to
task-agnostic evaluation, i.e. over Yseen

⋃
Yunseen.

Continual learning (CL) corresponds to the particular case where no semantic
model is available, and therefore at time t the model can only discriminate between
all the classes seen so far, which we denote as Y≤t =⋃t

k=1 Yk .

‡For simplicity, we assume classification tasks and attribute-based semantic models, but our dis-
cussion is also valid for any other fixed-size continuous semantic embeddings (e.g. word embeddings,
language embeddings).
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Figure 5.3 – Bidirectional imagination framework (BImag): (a-c) training stages
(feature extractor, VAE and classifier), and (d) test stage.

Finally, if we further assume no continual update we recover the usual setting
where the model is learned with all the data S = ⋃

k Sk (we refer to it as joint
training (JT)).

5.4 BImag: a feature generation framework for BCL

To address BCL we need to cope with three challenges: (a) catastrophic forgetting in
the shared feature extractor, (b) bias in the classifier (to the most recent observed
data), and (c) a way to predict future classes (via semantic information). Here (a) is
related to CL, (c) to GZSL and (b) to both.

5.4.1 Generative replay and imagination

We address catastrophic forgetting using generative replay [155]. A generative model
captures the generative distribution p

(
x|y)

from samples of the current task, and
then samples from it in future tasks (see Fig.5.2a). These synthetic samples are
combined with the current real samples, thus alleviating forgetting. However, image
generation is a challenging problem, requiring large generative models that are also
difficult to train. In contrast, feature generation is an easier problem, requiring
smaller generative models and more efficient and effective in preventing forget-
ting [106]. Thus, our framework uses feature generation to model p

(
z|y)

, combined
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Algorithm 2: BImag model update at time t .

Input :current data St

Input :feature extractor params ψt−1, decoder params φt−1, semantic
model pa|y

Output :ψt , φt , Wt (classifier params)
1 ψt ←ψt−1, φt ←φt−1

2 (optional) Update ψt by minimizing LĈE +λLFEd.
3 Update φt and learn θ by minimizing LVAE +λ2LRA.
4 Update Wt by minimizing LCE.

with feature distillation to prevent forgetting in the visual feature extractor.
In BCL we also have an additional intermediate level of abstraction, i.e. at-

tributes (see Fig.5.2b). Considering now attributes, we can factorize the previous
feature generative distribution as

p
(
z|y)= p

(
z|a, y

)
p

(
a|y)

(5.1)

where p
(
z|a, y

)
corresponds to the feature generator and p

(
a|y)

to the attribute
generator, resulting in a hierchical feature generator. In our case, the attribute
generator is deterministic, and sampling from a class y boils down to z = Ay (see
Fig. 5.3).

In contrast to feature generation in continual learning, our generator is bidi-
rectional, i.e. generates synthetic features of both previous (i.e. replay or recall)
and future classes (i.e. imagination). Hence, we loosely refer to our framework as
bidirectional imagination (BImag). This allows to train always a classifier with all
classes, and thus predict any category at any time, while also allowing for continual
updates.

5.4.2 BImag framework

Overview.

The BImag framework consists of a feature extractor and a classifier, together with a
variational autoencoder (VAE) which implements the feature generator. To prevent
forgetting via distillation, we also keep frozen copies of the previous feature extractor
and the previous decoder of the VAE. The model is trained in three steps (see Fig. 5.3
and pseudocode in Algorithm 2). Semantic information (i.e. attributes) is only used
during training, while the inference model is a direct mapping from image to class,
without mapping to any intermediate semantic space.
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In a first stage to learn a new task at time t (see Fig. 5.3-(a)), the feature extractor
Ft (x) = F

(
x;ψt

)
is updated using an auxiliary classifier Ĉt (x) = Ĉ

(
x;Ŵ

)
minimizing

the cross-entropy loss over the current task:

LĈE

(
ψt ,Ŵ |St

)= E(x,y)∼St

[
C E

(
Ĉt (Ft (x)) , y

)]
(5.2)

Given the task data St , forgetting is alleviated by distilling on Xt . in particular
we apply l2 loss between the current feature extractor Ft and a copy of the previous
one Ft−1, computed over the images of the current task:

LFEd
(
ψt |Xt ,ψt−1

)= Ex∼Xt

[‖Ft (x)−Ft−1 (x)‖2] (5.3)

Training a joint classifier requires input data for all classes. Since only current
features are available, synthetic features are hallucinated for past and future classes
using a hierarchical feature generator, where an attribute vector is first sampled
given the class label (i.e. z = Ay), and features are then sampled given the attribute
vector and class (i.e. z ∼ p

(
z|a, y

)
). We train a conditional variational autoencoder

with an encoder
[
µ,Σ

]= E
(
z,a, y ;θ

)
(that estimates the parameters of the multivari-

ate Gaussian latent distribution), and a decoder D t
(
r,a, y

) = D
(
r,a, y ;φt

)
, where

D is parameterized by φt and taking r,a, y as inputs. (r is a random latent vector
sampled from the latent multivariate Gaussian distribution, i.e. r ∼ N

(
µ,Σ

)
). In

VAE, the latent multivariate Gaussian distribution is assumed to be uncorrelated
along dimensions, thus the covariance matrix Σ is a diagonal matrix and µ is the
mean value. The decoder will act as feature generator. To learn the parameters
θ and φt we maximize the evidence lower bound (ELBO) over current data St by
minimizing

LVAE
(
φt ,θ|St , A

)= E(x,y)∼St

[−K L
(
N

(
µ,Σ

)
,N (0,I)

)
+Er∼N (µ,Σ)

∥∥z−D t
(
r, Ay, y

)∥∥2
]

(5.4)

The feature extractor remains fixed during this stage, and the encoder is learned
from scratch every time. In addition, we include the replay alignment loss [183]
between the past decoder D t−1 and the current decoder D t , which is a form of
distillation to prevent forgetting in the feature generator.

LRA
(
φt |Xt ,φt−1, A

)=
Er∼N (0,I)

y∼Y<t

[∥∥D t
(
r, Ay, y

)−D t−1
(
r, Ay, y

)∥∥2
]

(5.5)

Once the VAE is trained, the decoder is used to generate a set of synthetic
features S̃ 6=t for both past and future classes simply conditioning on attributes and
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Figure 5.4 – Different conditional feature generators: (a) class (i.e. continual learn-
ing), (b) attributes, (c) class and attributes.

classes (). The classifier Ct is trained with both real and synthetic features (see
Fig. 5.3-(c))), i.e. St

⋃
S̃ 6=t using the cross-entropy loss.

L CE (
φt ,Wt |St ,S̃ 6=t

)= E(z,y)∼St
⋃

S̃ 6=t

[
C E

(
Ct (z) , y

)]
(5.6)

Recovering CL and GZSL

If we consider the trivial attribute matrix A = I the only effective condition is the
class label. Since in that case there are no shared attributes, future classes cannot
be sampled. This case boils down to conventional continual learning (see Fig. 5.4a).

Similarly, BImag at t = 1 corresponds to GZSL to the initial step of BCL, where
the first task corresponds to training with seen classes, and the model is then
tested on all classes. Usual approaches to GZSL with feature generation approaches
for GZSL [122, 188, 189] condition the generator only on the attribute vector (see
Fig. 5.4b). In contrast, we condition it also on the class, which we found to also
benefit GZSL performance.

5.4.3 Conditioning and forgetting

It turns out that conditioning on both class and attributes is even more important
in BCL. Fig. 5.4 shows different variants of BImag depending on the condition.
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Method Generator Condition FE
CUB AWA SUN

seen unseen H AUTAC seen unseen H AUTAC seen unseen H AUTAC

BImag

VAE attr fix 60.84 39.70 48.05 0.347 72.28 62.02 66.76 0.540 39.30 21.11 27.47 0.221
VAE attr ft 77.74 41.30 53.94 0.484 73.83 59.97 66.18 0.555 41.94 22.43 29.23 0.245
VAE attr+class fix 59.28 40.97 48.45 0.349 74.20 54.18 62.63 0.453 40.08 20.28 26.93 0.226
VAE attr+class ft 73.57 45.09 55.91 0.515 76.93 51.40 61.63 0.578 40.73 21.67 28.23 0.231

Mishra et al. VAE attr fix - - 34.5 - - - 51.2 - - - 26.7 -
f-CLSWGAN GAN attr fix 57.7 43.7 49.7 - 61.4 57.9 59.6 - 42.6 36.6 39.4 -

f-VAEGAN-D2
VAE, GAN attr fix 60.1 48.4 53.6 - 70.6 57.6 63.5 - 45.1 38.0 41.3 -
VAE, GAN attr ft 75.6 63.2 68.9 - 76.1 57.1 65.2 - 50.1 37.8 43.1 -

Table 5.2 – Experiments on GZSL (accuracies in %) and related works using feature generation. H
refers to the harmonic mean and AUTAC is the area under the task accuracies curve.

Conditioning only on attributes, we observed that impairs the capacity of the
generator to prevent forgetting, that is, attributes, rather than helping, are harming
the ability to learn new tasks and prevent forgetting previous ones. In that case, we
are implicitly assumming that p

(
z|a, y

)= p
(
z|y)

in Eq 5.1, i.e. generated features
do not depend directly on the class label, only indirectly through the attributes.

This effect is probably due to two factors. First, when training the VAE, the
same encoder and decoder observe the same attribute vector for all the instances
of the same class (i.e. class-level description). However, the visual feature varies
across instances, so the inconsistency between class-level description and visual
instance can be confusing (e.g. the class cow can be described as being black, white
and brown, and having spots, while there are instances where cows are just black
without spots, or just white with brown spots). This prevents the VAE from learning
the intra-class diversity by ignoring the different modes of the class distribution,
and thus generating non realistic features. Secondly, attribute descriptions are
also imperfect, not fully capturing all relevant visual features. Thus, conditioning
only on class forces the VAE to learn the underlying feature distribution only from
visual information. Together with attributes provides another path of dependency
between class and visual feature, allowing the VAE to ignore attributes if necessary
to avoid inconsistencies and also capture discriminative visual information not
represented in the attribute space.

5.5 Experiments

We evaluate our approach with the Caltech UCSD Birds 200 (CUB), Animals with
Attributes 2 (AwA) and SUN datasets on the GZSL, CL and BCL settings. Code
and dataset splits are provided on https://github.com/wangkai930418/bookworm_
continual_learning/.
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5.5. Experiments

5.5.1 Settings

Notation

For convenience, we use t = 1,2, . . . to index time and k = A,B , . . . to index tasks. We
assume that the k-th task is learned at time t = k.

Datasets and splits.

CUB is a fine-grained recognition dataset with 200 classes [170], and SUN [134]
has 717 fine-grained classes, while AwA has 50 coarser classes [187], which are
commonly used in ZSL. For experiments with class-level descriptions, we follow
the settings and preprocessing used in conventional ZSL methods. We use the CUB,
AwA and SUN data, attribute matrices, class splits and train/test splits proposed
by [187], adapting them to our BCL setting. This results in two tasks A/B with
class splits 150/50 for CUB, 40/10 for AwA and 645/72 for SUN (in ZSL task A/B are
referred to as seen/unseen classes, respectively). Since there is no training for task
B in ZSL, we created our own train/test splits for task B. We further split task A and
created three task splits 100/50/50 for CUB and 30/10/10 for AwA.

Implementation details.

Our implementation is based on PyTorch and trained using NVIDIA GTX 1080Ti
GPUs. The feature extractor in our model is a Resnet-101 [57], as commonly used
in previous works in ZSL, and then fine tuned every new task as typically done in
CL. Our conditional VAE consists of an encoder with three fully connected layers
and a decoder with two fully connected layers. The conditions can be attribute
vectors and/or class labels as one-hot vectors according to the specific BImag
variant (Fig. 5.4). To train the joint classifier (Fig. 5.3-(c)), we generate 300 synthetic
features per class for both past and future classes.And the classifiers are trained
with the commonly used cross-entropy loss as in most deep learning classification
models (such as ResNet [57], VGG [159]). We set λ1 = 1, λ2 = 0.1. We use Adam
optimizer [75] with learning rates 0.0001 for the feature extractor and 0.001 both for
classifier and VAE.

In these three different training stages as shown in Fig. 5.3, we train the feature
extractor, VAE and joint classifier respectively. Here the feature extractor is the
ResNet-101 model, VAE consists of a pair of encoder and decoder both with two
fully-connected layers, and the joint classifier is composed with a linear layer (with
a total of 170MB (ResNet-101) + 16.5MB (CVAE depending on conditions) trainable
parameters). The same number of layers for the VAE is used in [64, 106] also for
feature generation, where they obtained optimal results with this setting. And
the ResNet-101 is commonly chosen as the backbone in generalized zero-shot

79



Chapter 5. Bookworm continual learning:

learning [186, 188–190].

Baselines and variants.

We use BImag (only class) with fine tuned feature extractor, distillation and replay
alignment as main CL baseline. We extend this baseline with different semantic
models to the BCL variants BImag (only attr) and normal BImag. Note that BCL
methods at step t = 1 correspond to GZSL. We also compare with four popular CL
methods (LwF, EWC, MAS and BiC) in the ablation study.

Metrics.

Following the common practice in GZSL, we use the harmonic mean of per-task
mean class-accuracies [187] at a particular time t of BCL. We also compute the
overall mean class-accuracy (including past, present and future classes). To evaluate
how a particular approach is able to make predictions for any task or class at any
time, which is the main objective in BCL, we compute their averages across time,
i.e. mean of harmonic means (MH) and the mean of overall means (MO) (averaged
over 5 runs).

While harmonic mean (MH) is the standard evaluation metric used in gener-
alized zero-shot learning [187], Changpinyo et al. [23] have shown that it can be
misleading as it depends on the relative scores of seen and unseen classes, and
requires them to be calibrated properly. As a result, they concluded MH to be a
confusing evaluation metric. Hence as an alternative, they propose characterizing a
GZSL method by its seen-unseen curve obtained by varying a calibration parameter
γ as

ŷ = argmax fc (x)−γI [c ∈U ] (5.7)

The area under such curve, i.e. area under the task-accuracies curve (AUTAC),
is proposed as evaluation metric. A calibrated HM could also be a suitable metric,
but that requires observing unseen data (it could be a held out set of unseen classes
different than the used for test).

For BCL we adapt the seen-unseen curve as task-accuracies curve, and use the
area under the task-accuracies curve (AUTAC) as evaluation metric.

ŷ = argmax fc (x)−γI [c ∈T2] (5.8)

To evaluate three tasks, the curve becomes a surface, therefore we propose using
the volume under the task-accuracies surface (VUTAS) as evaluation metric. In
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FE FEd RA Harmonic mean (%) Overall accuracy (%) AUTAC
t = 1 t = 2 MH t = 1 t = 2 MO t = 1 t = 2 Mean

SFT ft 0.00 55.52 27.76 61.73 51.90 56.81 0.0205 0.5057 0.2631
LwF ft 3 0.00 66.55 33.28 61.73 62.20 61.96 0.0205 0.4768 0.2487
EWC ft 3 0.00 74.01 37.01 61.73 73.45 67.59 0.0205 0.6455 0.3330
MAS ft 3 0.00 74.81 37.41 61.73 73.13 67.43 0.0205 0.7297 0.3751

iCaRL ft 3 0.00 75.62 37.81 61.73 75.23 68.48 0.0205 0.7325 0.3765
BiC ft 3 0.00 77.58 38.79 61.73 76.54 69.13 0.0205 0.7478 0.3842

BImag (only class)

fix 0.00 58.25 29.12 58.37 55.88 57.12 0.3485 0.3098 0.3792
fix 3 0.00 61.50 30.75 58.37 62.11 60.24 0.3485 0.4269 0.3877
ft 0.00 57.27 28.63 61.73 53.63 57.68 0.4815 0.5148 0.4982
ft 3 0.00 75.43 37.72 61.73 74.10 67.92 0.4815 0.6746 0.5781
ft 3 3 0.00 76.71 38.36 61.73 76.27 69.00 0.4815 0.6852 0.5834

BImag (only attr)

fix 48.05 44.38 46.22 55.55 42.67 48.41 0.3467 0.3924 0.3696
fix 3 48.05 55.97 52.01 55.55 55.38 54.77 0.3467 0.4860 0.4164
ft 53.94 53.22 53.58 68.63 49.94 59.29 0.4843 0.4390 0.4617
ft 3 53.94 66.58 60.26 68.63 66.70 67.66 0.4843 0.6001 0.5422
ft 3 3 53.94 75.03 64.49 68.63 74.21 71.42 0.4843 0.6695 0.5769

Table 5.3 – Ablation study on CUB 150/50 with various metrics.

general, for M tasks we obtain the (hyper)surface

ŷ = argmax fc (x)−Σt>1γt I [c ∈Tt ] (5.9)

where the surface is obtained by varying
{
γ2, . . .γM

}
5.5.2 Generalized zero-shot learning

We first evaluate our framework in the GZSL setting (equivalent to BCL at t =
1) and compare with recent GZSL methods with similar architectures as VAE or
GAN. Table 5.2 shows the results for CUB 150/50, AwA 40/10 and SUN 645/72,
including recent works using feature generators [122], f-CLSWGAN [188], f-VAEGAN-
D2 [189], with either fixed (fix) or fine tuned (ft) feature extractor. Our BImag
variants for comparison are conditioned on attributes or concatenation of attributes
and class labels. We can see that finetuning (ft) of the backbone network leads to a
large performance gain. Interestingly, conditioning on class labels in addition to
attributes was beneficial in CUB but not in AwA and SUN. Although it is not our
main objective, BImag achieves comparable results under Harmonic means and
AUTAC metrics when compared to other zero-shot methods, especially on the AWA
dataset.
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CUB 150/50 AWA 40/10 SUN 645/72
CL GZSL/BCL CL GZSL/BCL CL GZSL/BCL

conditions cls attr cls-att class attr cls-att class attr cls-att
t = 1 (GZSL) 0.018 0.484 0.515 0.039 0.555 0.578 0.003 0.245 0.231

t = 2 0.691 0.670 0.685 0.917 0.914 0.923 0.295 0.205 0.292
Mean 0.355 0.577 0.600 0.478 0.735 0.750 0.149 0.225 0.262

Table 5.4 – Two tasks experiments (AUTAC metric) on CUB 150/50, AwA 40/10 and
SUN 645/72.

5.5.3 Bookworm continual learning

Ablation study

Our ablation study in Table 5.3 shows the effect of different components of BImag
feature extractor (fix or ft), distillation in feature extractor (FEd) and replay align-
ment in VAE decoder (RA). We also include the sequential fine tuning (SFT ) and five
continual learning methods: learning without forgetting (LwF) [94], Elastic Weight
Consolidation (EWC) [76], iCaRL [142], Memory Aware Synapses (MAS) [5], and
Bias Correction (BiC) [184]. BiC is considered a state-of-the-art replay method (see
[113]). The quantitative results of these settings are shown in Table 5.3. Overall, our
method BImag obtains the best performance in MH/MO and AUTAC mean metrics
with a large margin over compared methods, which proves that BImag benefits the
Bookworm continual learning. We could also observe that fine tuning the feature
extractor is very helpful, especially when combined with distillation. Replay align-
ment also contributes with some additional gain. Also, our method outperforms
the BiC method, which is not surprising since that method does not have zero-shot
capability and therefore cannot predict the presence of unseen classes.

Overall performance

Table 5.4 shows the results for two tasks for the different variants of BImag in AUTAC
metric on three datasets. The CL variant BImag (only class) cannot predict future
classes, in contrast to the variants with semantic models (i.e. BCL variants). The
lower performance at t = 2 of BImag (only attr) compared to BImag (only class)
highlights the limitations of class-descriptions as only condition to replay features
of previous classes, probably due to a poorer VAE model when visual instances
were already observed. Augmenting the condition with the class label (i.e. BImag)
significantly alleviates this problem and achieves the best performance in CUB
150/50 in AUTAC metric. In AwA BImag performs best in t=1,2 and also mean of
AUTAC. On SUN, BImag is the best. In summary, BCL methods outperform CL (i.e.
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CUB 100/50/50 AWA 30/10/10
CL GZSL/BCL CL GZSL/BCL

conditions class attr class-att class attr class-att
t = 1 0.000 0.120 0.123 0.005 0.236 0.158
t = 2 0.008 0.220 0.224 0.056 0.323 0.310
t = 3 0.395 0.310 0.376 0.730 0.729 0.730

Mean 0.134 0.217 0.241 0.263 0.429 0.399

Table 5.5 – Three tasks experiments (VUTAS metric) on CUB 100/50/50 and AwA
30/10/10.

CL column) at initial times (thanks to the semantic model), while outperforming
GZSL (t = 1 row) by updating the visual model over time. Overall, properly using
semantic attribute information and class labels in our VAE component helps us
to generalize continual learning and generalized zero-shot learning, which lead to
better prediction in throughout time.

Three tasks experiments

We also evaluated our model on three tasks setting on AWA and CUB (Table 5.5) and
observed similar trends under our proposed VUTAS metric, i.e. our methods con-
sistently improve over time after observing new images, while the semantic models
allow to predict unseen classes at any time. By contrast, continual learning only
outperforms our bookworm proposal in the last time stage where t = 3, and during
other time stages, our BCL method (independent of conditioning on attributes or
class labels concatenated with attributes) consistently performs better than the
continual learning baseline. Overall, BImag performs well on the CUB dataset and
BImag (only attr) gets better performances on AWA dataset.

Confusion matrices

In order to illustrate the effect of the semantic model, we show the confusion
matrices of class-BImag and attr-BImag for CUB 150/50. In class-BImag at t = 1 we
can see that all new classes are misclassified as known classes (e.g. if the zebra class
is unknown, a zebra image is likely to be classified as the most similar known class
horse), while attr-BImag is able to predict them we reasonable accuracy. Compared
with this GZSL, updating the visual model in t = 2 improves the accuracy on the
unseen classes, and the time averaged matrix has higher accuracy and less confused
predictions.
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Figure 5.5 – Confusion matrices at t = 1, t = 2 and their average. Best viewed in
electronic version with color using zoom. The results show that attr-BImage obtains
superior results for classes 150-200 at t=1.

5.6 Conclusion

Intelligent systems should be designed and evaluated in controllable but realistic
scenarios. Following that, in this chapter we proposed BCL as a novel setting to
evaluate visual recognition where continual learning is augmented with an explicit
semantic model. In BCL, we unify and generalize ZSL and CL. We go beyond ZSL,
which cannot adapt to new knowledge, and beyond CL, which is limited by not using
semantics; in contrast, BCL provides a more general setting, closer to human-like
continual knowledge acquisition.

To address BCL, we proposed our BImag framework. More specifically, we focus
on attributes annotations as the semantic information to enhance the hierarchical
feature generation in both forward and backward temporal directions. Our method
generates features of past classes to prevent forgetting, and features of future classes
to perform zero-shot detection. We find that it is important to both condition the
feature generator on the attributes as well as class information. In the experiments,
we compare BImage with existing zero-shot and continual learning methods, and
show that we outperform these with a wide margin; the results confirm that our
model successfully prevents forgetting of past classes, as well as predicts future
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5.6. Conclusion

classes based on the semantic model. We have designed a new set of experiments
(as well as metrics) that, we hope, can serve the community to further explore the
new research direction of generalized continual learning. For future work, we are
interested in exploring dynamic semantic models which are continually improved
during learning of new tasks and how to generalize the Bookworm concept to
other deep learning tasks such as image retrieval [60], image segmentation [196],
cross-model retrieval [172] and so on.
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6 Continual learning in cross-modal retrieval*

6.1 Introduction

Human intelligence requires integrating, processing and comparing information
from multiple modalities. Ideally, mental representations should lie in an abstract
common space that is decoupled from the specific modality of the perceived in-
formation. Language and vision already interact in simple tasks such as object
classification, where images are mapped to concepts in a closed vocabulary of
categories. However, multimodal representations [14] allow for richer interactions
enabling cross-modal tasks such as cross-modal retrieval [28,31,38,176,180], image
captioning [32, 50, 132], visual question answering [29, 67, 128, 178], and more re-
cently text-to-image synthesis [93, 201]. Language models are also useful to extend
visual classification beyond the limited categories seen during training by projecting
to language spaces, also known as zero-shot recognition [45, 192].

Another characteristic of humans is their ability for continual learning, which al-
lows us to perform well tasks learned long back in time. In contrast, neural networks
suffer from catastrophic interference [113, 117], which leads to almost complete
forgetting of previous tasks when adapting to new ones, being a critical limitation to
advance towards highly autonomous agents that can learn and adapt to changing
environments. Continual learning (often referred to also as lifelong, sequential or
incremental learning) in neural networks is an active research area, with recent
methods addressing catastrophic forgetting with novel regularization [94, 104, 197],
architectural [18, 114, 154] and (pseudo)-rehearsal [106, 155, 171, 183] mechanisms.
Most continual learning methods focus on classification tasks.

Motivated by these two challenges, here we study continual learning in multi-
modal embedding spaces applied to cross-modal retrieval, and the specific prob-
lems that arise in this scenario. In continual learning, training (of new tasks) can
happen at different points in time. In a retrieval scenario, we must consider also
the indexing operation, where an embedded representation is extracted from the
input sample and stored in the database for future comparison. Since indexing in
a continual setting could also happen at different points in time, we pay special

*This chapter is based on a publication in the 2nd CLVISION workshop in Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, 2021 [172]
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Loss

"a white horse
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white cat"
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"a black cat"
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Training stage Indexing stage Query stage (txt2im)

Ranking

Figure 6.1 – Stages in continual cross-modal retrieval (i.e. training feature extractors,
indexing and query). The output of each stage is highlighted in red (i.e. feature
extractors, index and ranking, respectively).

attention to the role of this additional stage (see Fig. 6.1). An advantage of learning
embedding networks instead of classification networks is that we operate in a single
space shared by all tasks, so we can naturally retrieve data regardless whether we
know or not the task related to that particular query sample (often referred to as
task-aware and task-agnostic settings). Retrieval performance in continual learning
is affected by how the embedded space may be distorted and cause representations
to drift, as a result of the catastrophic interference. Additionally, these distortions
and drifts may be unequal for each multimodality. Similarly, catastrophic forgetting
affects differently to indexed data and query data.

In this chapter we propose a continual cross-modal retrieval framework that
can effectively perform retrieval in known and unknown domains. We identify
and study the different factors that lead to forgetting in cross-modal embeddings
and retrieval. Addressing those factors, we study modifications in the retrieval
framework, network architecture and regularization that can help to alleviate them.
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6.2. Related Work

6.2 Related Work

6.2.1 Deep metric learning

Deep metric learning learns both feature extraction and a distance metric in an
end-to-end fashion. It maps images to an embedding space in which a simple
distance metric such as the Euclidean distance can be applied. For training, it
requires positive pairs (PP), which should be close in the embedding space, and
negative pairs (NP), which are mapped at least a margin apart. Initial work was
based on Siamese networks [19] which consist of two identical neural networks with
shared weights, each taking one of the two inputs and map them to an embedding
space. They are widely used in patch matching [158], face verification [151], image
retrieval [48], etc.

Regarding the training loss, two of the most widely used are contrastive loss [52]
and triplet loss [59]. The former continually pushes similar instances closer, whereas
negative pairs are only required to be at least a margin away. In the latter, similar
samples are only required to be closer to each other than to any dissimilar ones.
The training of Siamese and triplet networks is known to be difficult. Especially,
since many of the negative pairs are already far apart in embedding space, they do
not result in any training signal. Therefore, it was shown to be important to perform
hard negative mining [158]. Later works observed that it was computationally
advantageous to first pass the images through a single network, and only form
the pairs in the loss layer [105, 130]. Other losses include center loss [181] and
proxy-NCA [123].

6.2.2 Cross-modal retrieval

Cross-modal retrieval requires a coordinated representation [14] that allows com-
puting a similarity measure between the query representation and that of the re-
trieved data, even when they belong to different modalities and extracted with
different feature extractors. There are two main aproaches to this problem: canoni-
cal correlation analysis (CCA) [62] and metric learning [83].

CCA [62] learns linear projections to a space where the projections of two ran-
dom vairables are maximally correlated, which makes it attractive to cross-modal
retrieval. CCA has also been extended to deep networks [10, 177], and in particular
to cross-modal retrieval [40,47,78]. A limitation of CCA approaches is the expensive
computation of the covariance matrix that requires having all data in memory.

Metric learning has also been applied sucessfully to cross-modal retrieval. Early
examples of joint text-image embeddings are WSABIE [182] and DeViSE [45] which
map image and text embeddings into a single space using ranking losses. Kiros et
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al. [77] applied a similar approach to sentences using an LSTM model. Socher et
al. [162] use an extended language model which includes dependency trees. Xu
et al. [191] propose a joint representation for video and sentences. Two-branch
networks [176] address image-text matching tasks with a bi-directional ranking loss.
Multimodal representations have been also used for cross-modal retrieval of more
structured visual-text documents, such as recipes [120, 150] and learning facts from
images [38].

Efficient retrieval from large databases is also a concern, so cross-modal hash-
ing [20] learns compact representations in binary spaces where indexing and re-
trieval can be performed efficiently. Cross-modal hashing has also been extended
to deep models [22, 68].

6.2.3 Continual learning

A well known phenomenon in neural networks is catastrophic forgetting, where
learning new tasks interferes with remembering previous ones [113, 117]. To enable
networks to succeed in scenarios requiring continual learning, different techniques
have been proposed.

A popular approach is to add regularization terms to the loss. Weight regulariza-
tion methods [4,76,104,198] add quadratic terms to penalize large differences to the
solution for previous tasks, weighted by some importance measure so differences
in more important parameters are penalized more. Elastic weight consolidation
(EWC) [76] uses the diagonal approximation of the Fisher information matrix to
estimate the importance. Rotated EWC [104] proposes a reparametrization that
makes EWC more effective. Synaptic intelligence (SI) [198] estimates the impor-
tance measure during training by accumulating gradients. Memory aware synapses
(MAS) [4] uses perturbation theory to estimate the importance in an unsupervised
way. Forgetting can also be prevented by regularizing the activations, as in learning
without forgetting (LwF) [94], where a snapshot of the network right before starting
to learn the new task (and therefore not suffering interference from it) is used as
a teacher and a distillation loss [58] is used during the training of the new task.
Encoder-based lifelong learning [141] uses distillation in task-specific projections,
estimated by autoencoders.

Another way of avoiding forgetting is rehearsal [142, 145], where a fraction of
data (i.e. exemplars) from previous tasks is kept and revisited during training, and
pseudo-rehearsal [11, 145], where pseudo-exemplars are sampled from an auxiliary
model trained to model previous tasks.

Recent pseudo-rehearsal methods include deep generative models models [155,
183]. Other approaches to continual learning include networks that expand their
capacity to allocate new tasks [149, 152, 194] and task-attention mechanisms [154].
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While most works focus on classification, continual learning has also been
studied in other settings such as image generation [126, 153, 183], word embed-
dings [72, 115], Atari games [76] and continual adaptation of agents [124]. MAS [4]
is evaluated in facts learning that involves image and structured text. However, to
our knowledge, there is not any wlighteork specifically studying the implications
of continual learning in a retrieval setting, and catastrophic forgetting from the
perspective of cross-modal embeddings.

6.3 Continual cross-modal retrieval

6.3.1 Cross-modal deep metric learning

Our framework is based on a two-branch network [176], with image-specific and
text-specific embedding branches that project images and text into a common space.
The image embedding operation is u = fθ (x), where u ∈RE is the image embedding
of an input image x, extracted by the image embedding network fθ, parametrized
by θ. Similarly, the text embedding v ∈RE of an input text y is obtained as v = gω

(
y
)

by the text embedding network gω parametrized byω. Both u and v are normalized
using l2 norm. Images and text are compared in the embedding space using the
Euclidean distance as d

(
x, y

)= ‖u − v‖ = ∥∥ fθ (x)− gω
(
y
)∥∥.

The image set X = {xi }NI
i=1 is aligned with a text set Y = {

y j
}NT

j=1 via a pairwise

similarity matrix S. This cross-modal pairwise similarity is indicated by a variable
si j ∈ S which takes value 1 when xi and y j are similar (i.e. positive pair) and 0
otherwise (i.e. negative pair). We want the distance between positive pairs to be
significantly lower than the distance between negative pairs. In order to do that
we use the bi-directional ranking loss of [176], which selects triplets and imposes
constraints

d
(
xi , y j

)+m ≤ d
(
xi , yk

)
s.t. si j = 1 and si k = 0

(6.1)

and (in the other direction)

d
(
yi ′ , x j ′

)+m ≤ d
(
yi ′ , xk ′

)
s.t. si ′ j ′ = 1 and si ′k ′ = 0

(6.2)

where m is the predefined margin. The triplets are constructed based on a positive
pair, and a negative pair creating by replacing either the image or the text by a
dissimilar one. These triplet constraints are included using a margin-based loss

91



Chapter 6. Continual learning in cross-modal retrieval

function (where [z]+ = max(0, z)):

LT (X ,Y ) =λ1
∑

i , j ,k

[
d

(
xi , y j

)+m −d
(
xi , yk

)]
+

+λ2
∑

i ′, j ′,k ′

[
d

(
yi ′ , x j ′

)+m −d
(
yi ′ , xk ′

)]
+

(6.3)

6.3.2 Training, indexing and query stages

In general, machine learning assumes two different stages, namely training and
evaluation (or test), which take place in that exact order (although in continual
learning it is not the case). We focus on retrieval with a learned feature extractor
(i.e. embedding networks in our case). In this scenario we identify three stages (see
Fig. 6.1):

Training (feature extractors(s)). Described in the previous section, the training
stage learns the embedding networks from the image and text datasets X and Y ,
and its result is the parameters θ andω.

Indexing (database data). The database datasets X̂ and Ŷ to be indexed are
processed using the embedding networks to obtain the text and image embeddings,
which are subsequentially indexed in the database. Note that training data and
database data are not required to be the same.

Querying (query data). This stage computes the similarity between a query
sample and the indexed data. The result is a ranking with the most similar sample
on top. In our cross-modal case there are two directions: querying with images, re-
trieving from indexed texts (im2txt) and querying with text, retrieving from indexed
images (txt2im).

Note that these three stages are assumed to take place in that particular order,
and a deployed system only performs the querying stage. For simplicity we consider
that the database data is also used as training data, i.e. X̂ =X and Ŷ =Y .

6.3.3 A framework for continual retrieval

Now we consider a continual learning setting, in which data is presented as a

sequence of tasks
{
T (t )

}T
t=1. Each task T (t ) = (

X (t ),Y (t ),S (t )
)

involves data from a
different domain (e.g. animals, vehicles). We assume that the embedding networks
are updated (i.e. fine tuned) with data of a particular task (i.e. training stage) before
indexing data of that task. The resulting parameters after training task t are θt and
ωt .

The retrieval system is evaluated in the querying stage with separate data from
every task. We consider two settings for evaluation: known task and unknown task,
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Figure 6.2 – Variants of indexing data from a previous task t ′ when queried at time
t > t ′ (a-b) and retrieval (c-d): (a) reindexing, (b) not reindexing, (c) task known, (d)
task unknown.

depending on whether that information is available at query time (see Fig. 6.2a-b).
As described previously, the network is trained using cross-modal positive and

negative pairs. When all data is presented jointly, all negative pairs are available for
sampling. However, in the continual setting, pairs are formed within the same task,
i.e. combining samples from X (t ) and Y (t ). Thus, we further classify a negative
pair

(
xi , y j

)
as intra-task negative pair (ITNP), when xi ∈X (t ) and y j ∈Y (t ) (si j = 0,

si j ∈ S (t )), or as cross-task negative pair (CTNP), when xi ∈ X (t ′) and y j ∈ Y (t ),
t ′ 6= t . Note that, for simplicity, we assume that all positive pairs are intra-task. In
continual retrieval, CNTPs are not available during training (see Fig. 6.3).

6.3.4 Do or do not reindex?

The conventional retrieval scenario assumes that training and indexing are per-
formed once. In this case, there is only a static set of embeddings, extracted with the
same network at the same time. The same network is used to extract embeddings
from queries. In continual retrieval this may not be the case, since training and
indexing are performed every time a new task is presented.

Reindexing. We first consider the straightforward extension of cross-modal
retrieval that assumes that current and previous tasks all are reindexed with the
version of the embedding networks with updated parameters fθt and gωt after a
new task t is learned (see Fig. 6.2a). We refer to this case as reindexing. However, it
has the drawbacks of being time and resource consuming, since it requires indexing
the same data multiple times, and always requiring access to the image and text
samples of previous tasks. It has the advantage that database and query samples
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Figure 6.3 – Types of pairs in continual cross-modal retrieval: (a) available in joint
training, and (b) available in continual learning, i.e. without cross-task negative
pairs (CTNP). CTNPs are crucial to avoid overlap between samples of different tasks
(bottom). Best viewed in color.

are processed with the same networks.
No reindexing. We also propose the variant no reindexing that only indexes

the data of current task t after training task t (see Fig. 6.2). This variant is more
efficient, since database samples are processed only once, and flexible since it does
not require access to previous images and text (only to their indexed embeddings
for retrieval). On the other hand, no reindexing introduces asymmetry, since query
embeddings are extracted with fθt (or gωt ), while database embeddings with gωt ′
(or fθt ′ , with t ′ ≤ t ).

6.4 Catastrophic forgetting in cross-modal embeddings

Learning a new task implies that the values of the network parameters will shift
away from the previous ones. This is particularly important when the new task is
very different from previous, causing interference between new and previous tasks
that leads to lower performance in the latter. For simplicity, we will refer to this
drop in performance as catastrophic forgetting. In the following, we identify several
phenomena that may lead to forgetting in continual cross-modal retrieval.

Embedding networks. We first consider forgetting in each embedding network
separately, without considering pairwise interactions. As their parameters move
away from the optimal values for t −1 (see Fig. 6.4a), the embeddings u and v will
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Figure 6.4 – Causes of forgetting in cross-modal embeddings: (a) embedding net-
works become less discriminative due to drift in parameter space, and (b) unequal
drift increases cross-modal misalignment, and (c) task overlap in embedded space
(when task is unknown). Best viewed in color.

also drift from their previous values. In general, the new values fθt and gωt are less
discriminative than previous previous fθt−1 and gωt−1 , causing lower performance,
because the embedding spaces of u(t ) and v (t ) are also less discriminative.

Embedding misalignment. In the particular case of cross-modal networks, em-
beddings of different modalities may drift differently (see Fig. 6.4a). This unequal
drift in u and v spaces causes additional misalignment that also leads to higher
distances than in the optimal case. Note that unimodal retrieval with Siamese
networks or Triplet networks does not suffer from this problem, since parameters
are shared across de various branches.

Task overlap. Negative pairs pull dissimilar samples away in the embedded space.
However, in continual retrieval CTNPs cannot be sampled (unless we include some
samples from previous tasks). CNTPs are the only repulsive force between samples
of different tasks. Without them, it is likely that samples from different tasks will
overlap in the embedded space (see Fig. 6.4a). Knowing the task at query time
makes this problem less important, since data from other tasks are not considered
at query time.

6.5 Preventing forgetting

In the following we propose several tools to alleviate forgetting by addressing the
previous causes.
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6.5.1 Preventing embedding drift

A common approach to prevent forgetting is regularizing the weights with a quadratic
term in the loss that penalizes the weighted Euclidean distance (in the parameter
spaces) to the solution for previous tasks [4, 76, 104, 198]. This can help to avoid
significant drift in the embeddings and to keep them discriminative for previous
tasks. We can write the particular regularization term for our case as

LR =∑
k
Θ(t−1)

k

(
θ(t−1)

k −θk

)2+

+∑
k ′
Ω(t−1)

k ′
(
ω(t−1)

k ′ −ωk ′
)2

(6.4)

whereΘk andΩk ′ control the regularization strength depending on the importance
of θk andωk , respectively, for previous tasks. During the training of the first task
there is no regularization, i.e. Θ(0)

k = 0 and Ω(0)
k ′ = 0. The way to compute the

importance differs in different methods. We consider two variants:
Global. Here we estimate the importance with respect to the loss, adapting

elastic weight consolidation (EWC) to our particular triplet loss as (LTR represents
the triplet loss):

Θ(t )
k = Ex,y

[(
∂

∂θk
LTR

(
X (t ),Y (t )|θt ,ωt

))2]
(6.5)

which is computed by sampling triplets as in 6.1 and 6.2, and analogously for
Ωk ′ . This loss already takes into account triplets and their interactions.

Branch. Instead of estimating importance values that depend on a joint loss,
we consider regularizing each branch independently. In this case we estimate the
importance using the approach memory aware synapses (MAS), which can be
computed unsupervisedly for each branch with images or text. The importance for
the image branch is estimated as:

Θ(t )
k =Θ(t−1)

k +Exi∼X (t )

[
∂

∂θk
l 2

2 ( fθt (xi ))

]
(6.6)

which is accumulated over previously computed one. For the text branch the
estimation of Ωk ′ is analogous. In this equation, l 2

2 is the squared l 2 norm of the
function outputs, which is used to estimate the importance of parameters in MAS
method.

The final loss combines (6.3) and (6.4) as L = LT +λ3LR.
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6.5.2 Preventing unequal drift

In order to prevent unequal drift we propose tying the networks by sharing layers
at the top (bottom layers must remain modality-specific). In this way, the unequal
drift can be alleviated since the gradients are tied and only differ in the lower layers.

In some cases when the drifts in text and image embedding are in opposite
directions, refraining from reindexing the database can be an effective tool to
alleviate drift, since only one of the embeddings is affected while the other remains
fixed. Fig. 6.4b illustrates how in that case no reindexing keeps matching pairs at
lower distances.

6.5.3 Decoupling retrieval directions

So far we assumed only a single model is trained to perform both text to image
and image to text retrieval. This is reasonable when embeddings are reindexed
since the architecture and the loss are symmetric. However, when database data
is not reindexed and query is, the forgetting is asymmetric. In that case we can
decouple both directions and train one model for each direction, only regularizing
the weights in the query branch. This can also be beneficial in some cases when the
image and text embeddings drift in different directions, keeping one fixed in the
previous position can keep the distance lower (see example in Fig. 6.4b).

6.5.4 Preventing cross-task overlap

The lack of CTNPs can lead to cross-task overlap, since there is no force separating
them. However, reducing the drift, keeping the embeddings discriminative via
weight regularization and sharing layers may indirectly help to keep tasks separated
(we observed that in our experiments).

Nevertheless, we made some preliminary experiments creating pseudo-CTNPs(
ui , x j

)
in models with decoupled retrieval directions using the already indexed

embeddings (analogously for text to image retrieval for the other direction), but we
found they did not help in our experiments, probably because the asymmetric force
that only pushes the embeddings of one branch. In this case the gradients are only
backpropagated through one branch. We leave their study more in depth for future
work.

6.6 Experiments

Baselines and variants We evaluate the different variants of our continual cross-
modal framework in two tasks involving images and text, one focusing on regions
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and the other on scenes. We follow the implementation of the two-branch networks
in [176] where 4096-dim image features are extracted from a VGG-19 model trained
on ImageNet, and text features are 6000-dim from HGLMM features (reduced with
PCA from initial 18000-dim) [78]. The image branch includes two additional fully
connected layers with sizes 2048 and 64 (for SeViGe, 2048 and 512 for SeCOCO) on
top and l2 normalization, and the same for the text branch. We focus our study on
the two fully connected layers on top, while the initial feature extractors remain
fixed. As in [176] we set λ1 = 1.0, λ2 = 1.5 and the margin m = 0.05. The resulting
model is trained with Adam [75] and a learning rate of 0.0001, and using dropout
after ReLu with probability 0.5. We evaluate different variations of this architecture:

• Joint vs continual. We compare the variants of the proposed framework
(continual) with two baselines that learn all tasks jointly (joint), differing on
whether CTNPs are sampled or not during training.

• Retrieval direction. We evaluate both text to image retrieval (txt2im) and
image to text retrieval (im2txt).

• Task knowledge. We evaluate both the cases where the task is known and
unknown.

• Reindexing. We consider the embeddings for database samples are extracted
when the corresponding task was learned (no reindex), or are at the same
time as the query embeddings (reindex).

• Weight regularization. We consider fine tuning with no regularization (ft),
with joint regularization on the loss (EWC) and with regularization on each u
and v embedding independently (MAS). We set λ3 = 106.

• Decoupled directions. For no reindex we also consider variants where EWC
or MAS are only computed in the branch extracting query embeddings (e.g.
MAS-txt when MAS is computed only on the text branch). In this case we
run two different experiments, each specialized for one particular retrieval
direction.

• Layer sharing. We consider keeping both embedding networks independent
(no sharing) or sharing the top fully connected layer (sharing).

We consider experiments where each task consist in updating the embedding
networks by learning a new domain. After training the model, the same training
data is indexed (i.e. we extract image and text embeddings) and then the retrieval
performance can be evaluated. We report the final results after all tasks are learned.
We use Recall@K as evaluation metric (with K = 10), with respect to the indexed
data of the same domain (known) or to the whole indexed data with all domains
(unknown). We repeat each experiment five times and report the average.
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6.6.1 Sequential Visual Genome

Sequential Visual Genome (SeViGe) dataset. We created a dataset based on the
regions with object-description pairs in the Visual Genome dataset [80]. Based on
the object categories of those regions, we selected pairs related with the domains
animals (9 categories), vehicles (6 categories) and clothes (6 categories), which are
learned in sequence as tasks in our experiments. Each task has a total of 10481,
7531 and 10200 training images, respectively, and additional 900/900, 600/600 and
600/600 for validation/test, respectively (100/100 per category).

Cross-modal retrieval. We evaluate the different methods in cross-modal region
image-text retrieval. The results for both directions are shown in Table 6.1. We focus
on average for evaluation when the task is known, and A+V+C to evaluate when the
task is unknown (i.e. the aggregate of all domains). We first observe that training all
tasks jointly delivers higher performance than the continual setting, as expected.
Significant part of that superiority is due to CTNP, since the performance of joint
training drops significantly when not sampled. This provides a more realistic and
tighter upper bound, since in the continual scenario CTNPs are not available. This
drop is more moderate when the task is known (∼1-2% known, ∼3-4% unknown),
since task overlapping is not a problem. This drop still suggests that CTNPs still con-
tribute to shape the embedding spaces to be discriminative beyond simply avoiding
task overlap. When the top layer is shared, the drop is also smaller, although the
overall performance is also lower than not sharing the layer.

Focusing on continual learning we observe that the single modification that
most reduces forgetting is not reindexing the database, which provides 3% and
5.1% boosts in im2txt and txt2im directions, respectively (1.6% and 3.4% if task is
unknown). This surprising result, showing that reindexing can be harmful, suggests
that the misalignment caused by the unequal drift of image and text embeddings
is more critical than the misalignment caused by not extracting embeddings at
the same time, and that keeping good and discriminative representations in the
database is also important (recall that in no reindexing only the query embedding
has endured catastrophic interference). Note that this is specific to cross-modal
retrieval because branches do not share parameters. This may not be the case in
image-to-image or text-to-text retrieval with Siamese or Triplet networks because
the embeddings of the two branches drift equally.

Sharing layers by itself gives an improvement of 1.4% in im2txt, while not having
impact in txt2im. Not reindexing also gives a similar boost as in the previous case.
Interestingly, sharing layers harms performance in joint training, while for the
continual setting it improves the performance, probably because it reduces the
unequal drift by tying the drift of both modalities at least in the shared layers.

Weight regularization has moderate impact and could harm the performance
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(a)

Joint, sharing, w/ CTNPs Joint, sharing, w/o CTNPs

(b)

Continual, sharing, reindexing

(c) (d)

Continual, sharing, no reindexing, txt2im

Figure 6.5 – t-SNE visualization of the cross-modal embedding space of SeViGe,
with the sharing architecture: (a) joint training (with CTNPs), (b) joint training
(without CTNPs), (c) continual (reindexing), and (d) continual (no reindexing). Best
viewed in color.

sometimes. Decoupling both modalities and applying regularization only in the
query network extractor seems to help in some cases (e.g. +1.3%/+1.6% gain with
MAS-txt vs MAS in txt2im, and +0.7%/+0.9% in im2txt in the sharing architecture).
In this dataset regularizing embeddings independently with MAS instead of the
whole network with EWC seems to work better, although the differences are very
marginal. Here we can see that the forgetting in embedding network is not a
significant problem in cross-modal retrieval setting.

Overall, the best combination provides improvements of 6%/6.3% in known/un-
known txt2im retrieval, and more moderate improvements of 2.9%/2% in im2txt
retrieval.

Insights about the embedding space. We use t-SNE [110] to visualize the em-
bedding space of variants with shared layers. Although distances in t-SNE do not
reflect real distances, it is useful to identify structure. We combine text and image
embeddings and runt-SNE, color coding data with modality and task labels. Joint
training (see Fig. 6.5a) generates embeddings where data is structured clearly in
separated tasks, and within tasks, in separated clusters (probably the categories
within each task in SeViGe). This happens in both modalities, which also overlap,
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Domain

im2txt txt2im
Joint Continual Joint Continual

CTNP reindexing no reindexing CTNP reindexing no reindexing
Yes No ft EWC MAS ft EWC EWC-im MAS MAS-im Yes No ft EWC MAS ft EWC EWC-txt MAS MAS-txt

Architecture: no sharing
animals 29.1 26.0 16.1 16.8 16.9 24.5 24.6 24.2 24.7 24.3 27.8 25.9 15.4 15.2 15.4 20.8 20.8 20.9 19.8 20.7
vehicles 30.9 27.7 20.8 23.3 22.7 24.0 25.1 24.8 26.0 24.8 30.9 27.0 17.5 18.6 19.5 27.2 29.4 28.0 28.8 28.7
clothes 27.9 27.5 27.4 27.0 27.5 27.4 27.0 27.3 27.5 26.3 29.3 27.7 28.1 27.5 28.0 28.1 27.5 27.4 28.0 28.5
average 29.3 27.0 21.5 22.3 22.4 24.5 24.6 24.2 24.7 24.3 29.3 26.8 20.3 20.5 21.0 25.4 25.9 25.4 25.6 26.0
A+V+C 28.5 24.4 17.0 18.4 17.8 18.6 17.9 17.5 19.0 18.3 28.0 23.8 16.3 16.3 16.9 20.7 21.3 20.9 20.9 21.4

Architecture: sharing
animals 28.3 25.3 18.4 17.1 16.4 23.1 21.2 21.4 21.1 21.4 26.8 24.4 16.6 14.8 14.3 22.1 20.7 21.1 20.6 22.2
vehicles 30.2 28.6 22.6 24.7 23.5 23.0 24.9 25.0 23.8 26.0 31.2 27.9 16.9 17.8 16.3 27.3 29.4 29.5 28.4 28.7
clothes 26.7 27.4 27.7 26.9 27.1 27.7 26.9 27.3 27.1 26.7 27.5 26.8 27.2 27.0 26.0 27.2 27.0 27.5 26.0 28.0
average 28.4 27.1 22.9 22.9 22.3 24.6 24.3 24.6 24.0 24.7 28.5 26.4 20.3 19.9 18.9 25.6 25.7 26.0 25.0 26.3
A+V+C 27.8 24.5 18.2 18.2 17.6 19.0 17.9 18.2 17.9 18.8 27.2 23.7 15.9 15.5 14.9 21.8 21.5 22.2 21.0 22.6

Table 6.1 – Results in SeViGe after learning all tasks (Recall@10 in %). average
measures performance with known task, while A+V+C with unknown task. Best
joint learning result in green, best continual learning result in red.

aligned according to the related clusters. Not sampling CTNPs still results in intra-
task structure (see Fig. 6.5b, e.g. category clusters are clear), but the modalities are
significantly more misaligned and with larger overlap, showing the important role
of CTNPs in aligning modalities and separating tasks. When learned in a continual
fashion (see Fig. 6.5c), the misalignment is more extreme, even resulting in text
and image samples distributed in different halves of the space. No reindexing (see
Fig. 6.5d for txt2im direction) seems to keep the image embeddings (database) more
discriminative, which may explain the improved results compared to reindexing.
For example, the image embeddings of animals and vehicles seem much better
separated in Fig. 6.5d than in Fig. 6.5c.

6.6.2 Sequential MS-COCO

Sequential MS-COCO (SeCOCO) dataset. We created a second dataset with image-
description pairs of MS-COCO [97]. Each image in MS-COCO is annotated with five
image-level descriptions of the scene and a variable number of object annotations
localized to specific regions and labeled with one of 80 disjoint object categories.
Object categories are further organized in 12 disjoint super-categories. Organizing
the data into tasks is challenging in this case since we want to avoid overlap between
tasks, but there are many object annotations in each image. We organized the data
into groups of super-categories and removed the images with object annotations in
more than one group. After removing overlapping images we use those groups as
tasks. We finally selected animal, accessory, kitchen, food and furniture for task 1,
vehicle, outdoor, electronic, appliance and indoor for task 2 and person and sports
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Domain

im2txt txt2im
Joint Continual Joint Continual

CTNP reindexing no reindexing CTNP reindexing no reindexing
Yes No ft EWC MAS ft EWC EWC-im MAS MAS-im Yes No ft EWC MAS ft EWC EWC-txt MAS MAS-txt

Architecture: no sharing
task1 65.7 63.8 33.6 32.0 33.0 49.8 48.1 47.2 50.5 47.1 69.7 68.2 40.1 38.0 38.2 59.8 59.2 58.3 60.0 59.7
task2 56.5 54.9 39.8 38.5 40.0 47.0 46.6 46.4 47.0 46.9 65.2 62.6 46.8 44.7 46.9 54.6 55.5 55.1 55.5 55.9
task3 38.2 39.9 39.7 40.1 40.2 39.7 40.1 39.9 40.5 39.7 44.6 45.7 46.7 46.7 46.0 46.7 46.7 46.7 46.0 46.2

average 53.5 52.9 37.7 36.9 37.7 45.5 44.9 44.5 46.0 44.6 59.8 58.9 44.5 43.1 43.7 53.7 53.8 53.4 53.8 54.0
total 52.4 49.8 33.0 32.1 33.0 37.1 36.2 35.6 37.4 36.0 58.5 56.3 40.4 38.7 39.7 48.3 48.0 47.3 48.2 48.4

Architecture: sharing
task1 65.3 63.9 32.9 31.9 34.1 48.4 47.7 47.7 47.8 45.1 70.2 67.7 38.2 37.4 39.8 58.6 56.3 58.4 57.1 57.5
task2 55.7 55.3 40.6 39.9 40.4 46.3 46.0 45.2 44.0 44.4 64.7 63.1 46.0 45.7 46.3 54.6 54.2 55.6 54.6 54.9
task3 37.6 40.1 39.6 39.7 39.3 39.6 39.7 39.9 40.0 39.7 44.8 46.5 46.2 45.8 45.7 46.2 45.8 45.7 46.7 46.1

average 52.9 53.1 37.7 37.2 37.9 44.8 44.5 44.3 43.9 43.1 59.9 59.1 43.5 43.0 43.9 53.1 52.1 53.2 52.8 52.8
total 51.8 50.1 33.2 32.5 33.5 36.1 35.9 35.4 35.5 35.3 58.7 56.4 39.3 38.9 39.9 47.7 46.8 48.1 47.1 47.5

Table 6.2 – Results in SeCOCO after learning all tasks (Recall@10 in %). average
measures performance with known task, while total with unknown task. Best joint
learning result in green, best continual learning result in red.

for task 3, with 22475, 13903 and 13919 training images respectively, in addition to
1000/1000 images for validation/test for each task. Note that many other objects
and concepts remain unannotated, so there is still semantic overlap across tasks
that we cannot control.

Cross-modal retrieval. Table 6.2 shows the recall@10 for different methods on
SeCOCO. In this case joint training also performs better than continual learning
methods. The drop due to not training with CTNPs is relatively lower than in SeViSe.
This can be explained by a higher semantic overlap between tasks that makes CTNPs
less critical. The relative importance of sharing layers is also less important in this
case, with very little difference in the results.

Regarding continual learning methods, no reindexing is again the most helpful
tool to prevent forgetting. Comparing with the ft baselines it gives important boosts
of roughly 7-9%/3-8% in known/unknown tasks, for both sharing and not sharing
layers. As in joint training, sharing layers does not have significant impact in this
dataset. Similarly, weight regularization only brings marginal gains. In total, the best
result for txt2im retrieval improves 9.5%/8% over the baseline for known/unknown
tasks. For im2txt retrieval the improvement is 8.3%/4.4%. The results are still far
from joint training, so there is space for improvement in future works.

6.7 Conclusion

In this chapter we propose, to our knowledge, the first study on how forgetting af-
fects multimodal embedding spaces, focusing on cross-modal retrieval. We propose
a continual cross-modal retrieval model that emphasizes the important role of the
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indexing stage. Cross-modal drifts are also key factors in forgetting in cross-modal
tasks. We evaluated several specific tools to alleviate forgetting.
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7 Conclusions and Future Work

7.1 Conclusions

In this thesis, we have aimed to improve the performance of deep learning models
in various applications, including meta-learning, hierarchical classification, zero-
shot learning, cross-model retrieval and so on. For the continual learning of these
various applications, we proposed corresponding solutions in this thesis:

• Chapter 2: Episodic Replay Distillation for Incremental Meta Learning. Pre-
vious attempts with exemplar replay failed to improve performance of in-
cremental meta-learning. This is counter intuitive since exemplar replay is
one of the most successful methods for incremental learning of classification
problems. In this chapter, we showed how exemplar replay can be adapted for
incremental meta-learning. We exploited the exemplars to perform cross-task
meta-learning which improves the discriminative power of the learned rep-
resentations. In addition, we also used exemplars to perform our proposed
episodic replay distillation. Both contributions have been shown to consid-
erably improve performance. Experiments on multiple few-shot learning
datasets demonstrated the effectiveness of episodic replay distillation. Our
method is especially effective on long task sequences, where we significantly
close the gap between incremental few-shot learning and the joint training
upper bound.

• Chapter 3: Incremental implicit-refined classification. In this chapter, we
proposed a hierarchy-consistency verification module for the Incremental
Implicit-Refined Classification (IIRC) problem. We showed how the hierar-
chical information can be learned in an incremental manner, and how this
information can be beneficial at both training and testing time. With our
module, we outperformed the existing incremental learning methods by a
large margin. In our experiments on three different setups, we evaluated and
confirmed the effectiveness of our proposed module during both training
and inference. And from the visualization of confusion matrices, we found
that our HCV module works as a denoising method to the confusion matrices.

• Chapter 4: ACAE-REMIND for online continual learning. In this chapter,
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we proposed an extension to the REMIND method, called ACAE-REMIND.
We proposed a stronger compression module based on an auxiliary classifier
auto-encoder that allows to move the feature replay to lower layers. The
method is memory efficient and obtains better performance. In evaluation,
we perform a comparison over multiple metrics among competitive methods.
The strength of our model lies in the fact that with a high compression ratio,
we could save more feature exemplars than image exemplars. Especially,
when the first task is relatively small (the 10-task scenario in ImageNet-Subset
and 5-task in CIFAR10) we outperformed REMIND with a large margin. As
future work, we are interested in extending this framework to other continual
learning problems.

• Chapter 5: Bookworm continual learning. Intelligent systems should be
designed and evaluated in controllable but realistic scenarios. Following that,
in this chapter, we proposed bookworm continual learning as a novel setting
to evaluate visual recognition where continual learning is augmented with
an explicit semantic model. In this setting, we unify and generalize zero-shot
learning and continual learning. We go beyond zero-shot learning, which
cannot adapt to new knowledge, and beyond continual learning, which is
limited by not using semantics; in contrast, bookworm continual learning
provides a more general setting, closer to human-like continual knowledge
acquisition.

• Chapter 6: Continual learning in cross-model retrieval. In this chapter we
proposed the first study on how forgetting affects multimodal embedding
spaces, focusing on cross-modal retrieval. We proposed a continual cross-
modal retrieval model that emphasizes the important role of the indexing
stage. Cross-modal drifts are also key factors in forgetting in cross-modal
tasks. We evaluated several specific tools to alleviate forgetting.

7.2 Future work

For future work we are interested in exploring continual learning problems in
more computer vision tasks. In recent years, most research on continual learning
is focusing on image classifications. However, image recognition is only one of
the many computer vision problems. There are still quite lots of applications not
explored in continual learning scenarios. For example, continual learning in semi-
supervised [160] or unsupervised [56, 74] manner, continual learning in multi-label
classification [96], continual domain adaptation [164] and so on. Besides that, we
also want to achieve a system which could be more generalizable to various tasks.
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7.2. Future work

The current methods are mostly developed for a specific problem and hard to be
applied to other tasks. Thus, a unified framework would be a desirable outcome.
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