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Abstract

In this thesis we calculate, using first principles and solving the Phonon Boltzmann

Transport Equation, the lattice thermal conductivity (κ) for binary semiconduc-

tor polytypes. First, we present results for the nanoscale-metastable hexagonal

diamond (lonsdaleite) Si, showing a reduction of 40% in comparison with the

common cubic diamond polytype of Si, finding a similar reduction in nanowires.

Building onto this, we extend those results to binary semiconductors, calculat-

ing the κ for cubic (zinc-blende) and hexagonal (wurtzite) phases for 8 binary

semiconductors, explaining the different behavior of the ratio κhex/κcub between

the two phases. Contrary, to silicon we found that this cannot be explained by

classical conditions for a high κ; indeed, we show that this behavior depends on

the relative importance of two antagonistic factors: anharmonicity, which we find

to be always higher in the cubic phase; and the accessible phase space, which

is higher for the less symmetric hexagonal phase. Based on that, we develop a

method that predicts the most conducting phase—cubic or hexagonal—where

other more heuristic approaches fail. We also present results for nanowires made

of the same materials, showing the possibility to tune κhex/κcub over a wide range

by modifying their diameter, thus making them attractive materials for complex

phononic and thermoelectric applications/systems. We also briefly comment on
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Abstract

the differences between binary alloys cubic and hexagonal phases, as well as the

phase and twin boundary resistance for some of the semiconductors.

Moreover, we present BTE-Barna (Boltzmann Transport Equation - Beyond

the Rta for NAnosystems), a software package that extends the Monte Carlo (MC)

module of the almaBTE solver of the Peierls-Boltzmann transport equation for

phonons (PBTE) to work with nanosystems based on 2D materials with complex

geometries. To properly capture how the phonon occupations evolve in momen-

tum space as a result of scattering, we have supplemented the relaxation-time

approximation with an implementation of the propagator for the full linearized

version of the PBTE. The code can now find solutions for finite and extended

devices under the effect of a thermal gradient, with isothermal reservoirs or with

an arbitrary initial temperature distribution in space and time, writing out the

temperature and heat flux distributions as well as their spectral decompositions.

Besides the full deviational MC solver, an iterative solver of the linearized PBTE

for highly symmetric systems confined along some direction, namely nanoribbons

and nanowires, is also included. Finally, we use these new tools to investigate the

features arising from hydrodynamic effects in graphene and phosphorene devices

with finite heat sources. We explain the mechanisms that create these hydrody-

namic features, showing that boundary scattering and geometry are determinant

factors, and that the length scales at which they can appear depend solely on the

ability of intrinsic scattering to randomize the heat flux. We relate this last point

to the non-local lengths and mean free paths, additionally providing an insight

into how the scattering operator must be treated to obtain a proper description of

the hydrodynamic behavior.
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Introduction

Over the last decades, the continuous development of micro- and nanofabrica-

tion techniques has allowed for ever-increasing integration levels in electronic

devices [1, 2]. A deep understanding of the thermal transport in those systems is

fundamental to optimize their operation since, if not carefully managed, heat can

severely hinder their efficiency and/or durability [3–6].

Indeed, heat management has already introduced limitations to processor de-

sign. In particular, the ever-higher integration levels, following Moore’s law trend

(see the exponential evolution in time of the number of transistors in processors at

Fig. I.1), mean ever-shrinking devices, which has increased the sub-threshold (off

state) and gate leakage currents of the transistors. These increments have trans-

lated to rather high-density powers; for instance, a large soccer field, ∼8000 m2,

full of typical 2006’s chip with power densities in the order of 100 W cm−2 [3, 4]

dissipates approximately the equivalent of the combined generation power of

all the 7 active Spanish nuclear reactors, 7.4 GW [7]. Consequently, the clock

rate—the rate at which the processor’s transistors switch—has stagnated during

the last 15 years (see clock-rate and thermal power design in Fig. I.1) to prevent

processors from melting by their self-generated heat. This forced the industry

to move to multi-core processors to maintain the performance increase (see the
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number of logical cores in Fig. I.1), so that each core is able to run at a lower

frequency resulting in lower dissipation but still allowing an increment in the

performance [6]. Notwithstanding this paradigm change, heat management still

remains as one of the key problems for electronics. Furthermore, this continuous

shrinking not only causes heat issues but pushes the materials of those devices

to their fundamental limits, i.e. atomic size. In that context two-dimensional

materials (2DMs), thanks to their excellent physical properties [8], together with

the possibility of creating stackings with the desired electrical and/or chemical

properties, as well as their compatibility with current fabrication technology, are

quite promising candidates to replace traditional materials in transistors [9, 10].

Moreover, those advances in semiconductor synthesis and fabrication tech-

niques at the micro- and nanoscale have lead to a development of more effi-

cient thermoelectric systems (i.e. systems that can convert thermal to electric

energy) [15, 16], which are interesting for energy-harvesting applications. To

detail, they allow not only to give a practical use to thermal waste of all our

devices and/or buildings—something quite interesting in the current situation of

climate crisis—but to generate energy for wearable devices, thus removing the

necessity of external batteries [17]. However, traditionally those systems offered

quite a low efficiency, therefore creating a need to enhance their energy conver-

sion ratio [18]. This last has brought into the spotlight the importance of phonon

engineering or phononics for such a purpose, namely the use of nanostructuration

to manipulate the vibrational properties of materials. Nanostructuration provides

an effective way of reducing the lattice thermal conductivity without deteriorating

electrical properties (i.e. obtaining a phonon-glass while keeping an electron-

crystal) [16, 17, 19], thereby obtaining conversion ratios unachievable using more

classical approaches, such as alloying [19]. Here, it is interesting to evaluate

the new metastable phases found in group-IV, III-V, and II-VI semiconductor

nanowires [20–30] for thermoelectric applications, as they normally show a lower

2
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Figure I.1.: Number of thousands of transistors, clock rate, single-thread performance,
thermal power design (i.e. the average power the processor dissipates when
operating at the base frequency with all cores active), and the number of
logical cores of several processors as a function of their release date. Data
has been collected by Rupp [11] from the original work of Danowitz et
al. [12] up to 2010, and from AMD, Intel and IBM data-sheets henceforth to
2022. We note that the original data from Ref. [12] provides performance
in terms of SPECint 2006 [13], which is approximately 9 times larger than
SPECint 2017 [14] (i.e. such factor is obtained by comparing results for
Xeon Platinum 8180 for both standards). The dashed gray line provides
Moore’s law [1] trend.

thermal conductivity than their more stable counterparts while maintaining similar

electronic properties. Moreover, it is worth mentioning that such reduction and

control over thermal properties are also interesting for energy-saving applications,

for instance, they can offer more effective and eco-friendly thermal insulators for

buildings than classical alternatives [31].
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Classically, heat has been modeled with Fourier’s law [32]; however, this

mesoscopic equation is known to fail in times and sizes that are not rare in nan-

odevices [33–38], and thus it becomes necessary to resort to microscopic-based

models. In the case of semiconductors, where the main heat carriers are collective

bundles of phonons (i.e. vibrational quanta of a crystalline lattice), incoherent heat

transport, including non-Fourier features, can be described using the semiclassi-

cal Peierls-Boltzmann transport equation (PBTE) with the appropriate boundary

conditions [39, 40].

Originally, the microscopic properties required to solve the former equation

were computed using simplified models, like Debye, and/or parameterizations

for the atomic interactions, i.e. force fields [41, 42]. However, such models

and/or parameterizations lacked the transferability to investigate novel materials.

Moreover, in most cases, they cannot properly describe the thermal properties

of the materials they are parameterized for; an illustrative case of the last is

the failure of the Tersoff force field to reproduce Si thermal conductivity [43].

Consequently, it was not until the inclusion of phonon properties calculated from

first-principles that those methods gained popularity, as it allowed to predict

the thermal properties of materials where those simpler models are lacking or

directly erroneous [44, 45]. Indeed, the advent of several open-source packages

solving the PBTE for the community such as ShengBTE [46], almaBTE [47]

or Phono3py [48], has increased even more the popularity of the first-principles-

based PBTE for the description of the thermal properties.

In this thesis, we discuss the thermal conductivity (κ) for nanoscale emerging

crystal phases for group-IV, III-V, and II-VI semiconductors using first-principles-

based PBTE, explaining the microscopic origin of κ difference between these

nanoscale-metastable and the bulk-stable phases. Moreover, we have developed

efficient computational tools for the solution of the PBTE in nanodevices based

on 2D materials and used those new tools to discuss the hydrodynamic features in

4
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such devices from an ab initio perspective.

This thesis is structured as follows: Chapters 14 describe in detail the theo-

retical framework and methodologies used in this thesis. First, in Chapter 1 we

introduce the quantum description of crystals, focusing on its practical solution

using density functional theory. In Chapter 2 we introduce phonons, their in-

teractions, and practical ways to calculate them using first principles. Then in

Chapter 3 we discuss the different heat transport models ranging from mesoscopic

to microscopic models, focusing on the Peierls-Boltzmann transport equation,

its solution for several boundary conditions, and the different approaches to the

scattering operator. To finish with the theoretical introduction, in Chapter 4, we

review the Monte Carlo methods for the solution of the PBTE equation for com-

plex geometries and/or boundary conditions. Afterwards in Chapter 5 we discuss

the use of such methodologies to compute the thermal properties in nanoscale-

emerging crystal phases unstable in bulk under normal conditions. In Chapter 6,

we present BTE-Barna a package, including iterative and Monte Carlo solvers

of the PBTE, for nanodevices based on 2D materials. Finally, in Chapter 7 we

present a practical example in which BTE-Barna has been used to investigate

hydrodynamic signature in 2D-based nanodevices from first principles. A general

summary, conclusions and future perspective are given in Conclusions. The

Appendix provides a detailed documentation of BTE-Barna executables, inputs,

and outputs.
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CHAPTER 1

Solids from first-principles: the electronic

problem in a crystalline lattice

In this Chapter we discuss the quantum description of a material focusing on

crystals, as they offer a parameter-free way of accurately computing the properties

of the different materials, thus allowing to model novel materials for which

other simpler descriptions are lacking. First, we present the general problem in

Section 1.1, focusing on the common approaches on how to simplify the problem

in Subsection 1.1.1. We follow, with an explanation on one of the most widespread

methodologies to solve this problem, the density functional theory, in Section 1.2,

centering on the case of crystals. Finally, we present ways of computing, using

perturbation theory, the static and dynamic response of materials to several kinds

of perturbations like a homogeneous electric field, in Sections 1.3-1.5.
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1. Solids from first-principles: the electronic problem in a crystalline lattice

1.1. Quantum description of a material

Materials are composed of nuclei and electrons, so that given a set of N atoms,

with l electrons, the Hamiltonian describing this system will be [49]

HMB = TN + Te + Vee + VeN + VNN =

−
N∑
I

h̄2

2MI
∇2

RI
−

l∑
i

h̄2

2me
∇2

ri
+

1

2

N∑
I 6=J

ZIZJ
4πε0

1

|RI −RJ|
+

1

2

l∑
i 6=j

e2

4πε0

1

|ri − rj|
−

N∑
I

l∑
i

eZI
4πε0

1

|ri −RI|
, (1.1)

where TN and Te are the kinetic energy operator for nuclei and electrons, Vee, VNN

and VeN are the electron-electron, nucleus-nucleus and electron-nucleus potential

energy operator, I, J, ... refer to nuclei, i, j, ... refer to electrons, h̄ is the reduced

Planck constant, MI is the mass of the I-th nucleus,∇2
RI

and∇2
rI

are the Laplace

operator for the nuclei and electrons, respectively, me is the mass of an electron,

RI and rj are nuclear and electronic coordinates, e is the elementary charge

(without sign), ZI is the I-th nucleus charge, ε0 is the vacuum permittivity. We

note that for simplicity Eq. 1.1 is the non-relativistic version of the Hamiltonian,

so that effects like spin-orbit coupling are neglected. Moreover, it treats nuclei as

charged point particles disregarding its constituents.

Therefore, the many-body time-independent Schrödinger equation is

HMBΨMB = EtotalΨMB, (1.2)

where Etotal is the system energy, and ΨMB is the many-body wave function,

which depends on both nuclear and electronic coordinates. In general Eq. 1.2 is

rather too complex to be solved except for extremely simple systems like small

atoms or tiny molecules.
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1. Solids from first-principles: the electronic problem in a crystalline lattice

1.1.1. The Born-Oppenheimer approximation and the
electronic problem

A simplification of the many-body problem can be achieved by assuming the

following ansatz for the many-body wave function

ΨMB(r,R) = Ξ(R)ΨR(r), (1.3)

i.e. the total wave function is a product of the nuclear wave function, Ξ(R), which

only depends on nuclei coordinates, and the electronic wave function for a given

nuclear coordinates, i.e. supposing that the nuclear coordinates are fixed at R,

so its dependence on them is parametric. Effectively, this latter means that any

change in the nuclear coordinates is instantly followed by the electrons. Such a

crude assumption is justified by the fact that the nuclear mass is much larger than

the electronic one so that the nuclear dynamics is much slower than the electronic

one, effectively decoupling their dynamics. Moreover, this great difference in

mass also implies that the nuclear wave function is very well localized around the

classical positions when compared to the electronic counterpart.

This approach was developed by Born and Oppenheimer, and thus is known

as the Born-Oppenheimer approximation (BOA). In their original work [50],

they used perturbation theory to obtain the energy in a molecule including the

atomic vibrations. To do so, they have considered the electronic movement for an

arbitrary but fixed nuclear configuration, so TN is introduced perturbatively; thus

obtaining Eq. 1.3 as the 0th order correction wave function.

Hence, in BOA the electronic Schrödinger equation is

HelΨR(r) = [Te + Vee + VeN + VNN]ΨR(r) = EelΨR(r), (1.4)
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1. Solids from first-principles: the electronic problem in a crystalline lattice

where VeN is usually referred as an external potential, Vext(r; R), influencing

the electrons. Moreover, we note that VNN only introduces a rigid shift as it

depends parametrically on R. Hereafter, we use Ψ to refer to the BOA many-

body electronic wave function.

Consequently, within BOA, the solution of Eq. 1.4 for several R gives the

energy surface in which the nuclei are moving. Furthermore, it allows to separate

the electronic and nuclear degrees of freedom highly reducing the complexity of

Eq. 1.2.

1.2. Density functional theory

Despite BOA, a formal solution to the quantum problem is still a Herculean

task. Although there exist a variety of methods to solve Eq. 1.4 like Hartree-

Fock based methods [51] (e.g. Hartree-Fock with Møller-Plesset to account

for the electronic correlation), or multi-configurational self-consistent field the-

ory [52], those methods require the calculation of the rather complex electron-

electron interactions—including Coulomb, exchange (i.e. Pauli repulsion) and

correlation—which highly complicates its solution. Moreover, those methods

rely on the wave function, which despite containing all the information is a

quite unintuitive object that provides no clear picture except when asked by an

operator [52].

Alternatively, Hohenberg and Kohn (HK) demonstrated via reductio ad ab-

surdum that the ground-state density, ρ0(r), uniquely determines the external

potential (i.e. nuclei positions and characteristics), Vext, acting on the elec-

trons [51–53]. Consequently, as Vext determines the Hamiltonian, it follows that

the many-body wave function—for all states, i.e. excited (Ψ′) and ground (Ψ0)

states—is determined from it, from which the ground-state wave function and

9



1. Solids from first-principles: the electronic problem in a crystalline lattice

density (ρ0 → Vext → Ψ → Ψ0 → ρ0) can be computed. This last relation

means that the ground state density also determines all excited states. Moreover,

since the energy (Eel) is a function of the Hamiltonian, which is determined by

ρ0, it must exist a functional that maps ρ0 into Eel. Indeed, that functional must

be minimized by the ground-state density as it is the state of minimal energy for a

given atomic configuration [49, 51, 52].

Although the HK theorems state that must exist an energy functional of the

density, it gives no hint of how to obtain it, and thus it provides no benefit with

respect to Eq. 1.4. Indeed the real utility of the HK theorems is after Kohn and

Sham (KS) [54], who proposed an ansatz to practically exploit those theorems.

KS proposed to build an auxiliary system of non-interacting electrons acted upon

by an effective potential (Veff ), thereby coupling the electrons through a mean-

field. These single-particle wave functions, or KS orbitals, are defined in such a

way that the resulting density is equal to the ground state one, and thus the HK

theorems hold for the auxiliary system [51].

Hence, the total density for this fictitious system ofN non-interacting electrons

is

ρ0(r) = 2
N∑
i

fi|φi(r)|2, (1.5)

where the 2 is due to spin degeneracy, fi is the Fermi-Dirac distribution—

henceforth we suppose a temperature of 0 K, which reduces fi to a step-function,

leaving only empty and doubly occupied states, so that the summations can be re-

stricted to those occupied states—and φi is a KS orbital, and its energy functional

is

Eel[ρ] = T0[ρ] +

∫ (
1

2
VH(r) + Vext(r)

)
ρ(r)dr + EXC[ρ] + ENN, (1.6)

where T0, VH(r), EXC and ENN are the single-particle kinetic energy operator,

10



1. Solids from first-principles: the electronic problem in a crystalline lattice

the Hartree potential (i.e. classic electrostatic repulsion, VH(r) = e2
∫ ρ(r′)
|r−r′|dr

′),

the exchange-correlation functional which contains all the many-body corrections

to the independent-particle ansatz, namely the exchange and correlation effects

plus the kinetic energy correction accounting for the difference between its value

in the independent-particle and many-body pictures, and the energy due to the

electrostatic interaction between the different nuclei, respectively.

Therefore, there are only two unknown terms in Eq. 1.6, T0[ρ] and EXC[ρ].

The former is usually calculated in terms of the KS orbitals,

T0[ρ]→ T0[φ] =
N∑
i

〈φi|
−h̄2

2me
∇2|φi〉 , (1.7)

as the exact relation with density is unknown, and any functional should be of

high quality because of the importance of this contribution. Before discussing

in detail the latter term, we found it important to discuss the consequences of

treating the kinetic term in this way.

Albeit within the DFT and HK spirit it should be possible to obtain Eel

by direct minimization of a trial density, i.e. without the need of the explicit

computation of φi, the practical way of computing T0 presented in Eq. 1.7 requires

of them. To do so, one needs to note that the KS orbitals must obey the single-

electron Schrödinger equation,(
−h̄2

2me
∇2 + Veff(r)

)
φi(r) = εiφi(r), (1.8)

and its solution,
N∑
i

εi = T0[ρ] +

∫
Veff(r)ρ(r)dr. (1.9)

Introducing Eq. 1.9 into Eq. 1.6 and minimizing with respect to ρ, leads
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1. Solids from first-principles: the electronic problem in a crystalline lattice

to [55, 56]

Veff(r) = VKS(r) = VH(r) + Vext(r) + VXC(r) (1.10)

where VKS is the Kohn-Sham potential, and VXC(r) = δEXC[ρ]
δρ(r) . Consequently,

Eqs. 1.8-1.10 together with Eq. 1.5 present a set of equations, known as the

Kohn-Sham equations, that can be solved self-consistently. It is also worth

mentioning that the KS eigenvalues, εi, are mathematical objects void of physical

meaning, which surprisingly tend to provide a good/acceptable first approximation

to the many-body spectra [57].

Finally, for the latter of the unknown functionals (i.e. EXC) there is, unfortu-

nately, no knowledge of its exact form, at least for the correlation part, and thus

all DFT error lies in the approximation to this term, which includes not only the

exchange and correlation effects but the kinetic energy correction because of the

use of the KS orbitals in its computation; indeed quoting Kohn [58]

“The practical usefulness of ground-state DFT depends entirely on

whether approximations for the functional EXC[ρ] could be found,

which are at the same time sufficiently simple and sufficiently accu-

rate.”

1.2.1. Approaches to the exchange-correlation functional

As we have noted, DFT is in principle an exact theory, however, the ignorance

of the exact exchange-correlation term for general complex systems forces us to

rely on approximations to this term, thus making its practical implementation

approximate.

The most common and simple approaches to EXC[ρ] are the local density

approximation (LDA) and the generalized gradient approximation (GGA). Within

the LDA the exchange-correlation term is approximated at each point by the

12



1. Solids from first-principles: the electronic problem in a crystalline lattice

energy of a homogeneous electron gas (HEG, jellium) of the same density,

ELDA
XC [ρ] =

∫
ρ(r)εHEG

XC [ρ(r)]dr, (1.11)

where εHEG
XC is the exchange-correlation energy per particle of a HEG of density

ρ(r). This εHEG
XC is commonly parametrized to quantum Monte Carlo solutions of

the HEG problem, for instance, the parametrization of Perdew and Zunger [59] to

Ceperley and Alder [60] quantum Monte Carlo data; other common parametriza-

tions to the Ceperley and Alder data are those of Perdew and Wang [61], and

Vosko, Wilk, and Nusiar [62].

On the other hand the GGA generalizes LDA by introducing an enhancement

factor FXC[ρ(r),∇ρ(r)] as [63]

EGGA
XC [ρ] =

∫
ρ(r)εHEG

XC [ρ(r)]FXC[ρ(r),∇ρ(r)]dr. (1.12)

Commonly used GGA functionals are the Perdew-Wang-95 (PW95) [63] or the

Perdew-Burke-Ernzerhof (PBE) [64].

1.2.2. Periodic boundary conditions: lattices and
reciprocal space

Although the application of the BOA together with the DFT highly reduces

the complexity of solving the quantum mechanics problem for a given set of

atoms, this problem is still of high complexity. Eq. 1.4 and the Kohn-Sham

equations are valid for all kinds of materials, ranging from gases to ordered solids

(i.e. crystals). However, its complexity still makes its solution unpractical out of

relatively small systems (i.e. few thousands of atoms), and thus bulk materials

would a priori be out of its scope.
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1. Solids from first-principles: the electronic problem in a crystalline lattice

Nevertheless, for ordered bulk materials, i.e. crystals, one can exploit the

symmetry of the system to fully reduce the problem to a repetitive unit, known

as the unit cell, defined by three lattice vectors, L = (a1,a2,a3), with a volume

Vuc = det(L). Therefore, the Hamiltonian for the independent electrons has the

crystal symmetry, VKS(r + R) = VKS(r), where R is a translation vector (R =∑
α nα · aα, where α runs over lattice vectors and nα ∈ Z) [65]. Following this,

it is obvious that translation operators, TR, must commute with the Hamiltonian,

be additive and form an Abelian group. These last properties restrict the KS

eigenfunctions to functions satisfying φj(r + R) = eikRφj(r), such as Bloch’s

waves [65, 66],

φnk(r) = eik·runk(r) (1.13)

where k is a wave vector of the reciprocal lattice (B) and unk(r) is a function

with the periodicity of the lattice

k = Bkβ = (b1,b2,b3)kβ, (1.14)

B = 2π(L−1)T . (1.15)

Here, kβ is a vector in the B basis. These k are restricted to a cell in the

reciprocal lattice, being the most common choice the Brillouin zone (BZ), by

means of system’s periodicity (i.e. φn(k+G) = φnk, where G is a reciprocal

lattice vector) [65, 66]. Moreover, crystal symmetry also relates the different

k points through point-group operations, and thus allows further restricting the

calculation to a quotient group of k points—usually named as the irreducible

BZ—; so the properties in a general k point can be recovered through rotations

and inversions from this irreducible set of points [67].
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1. Solids from first-principles: the electronic problem in a crystalline lattice

1.2.3. Basis set

The solution of the KS equations can be achieved by discretizing the unit cell

using a real space mesh, so that Eq. 1.8 can be solved through finite differences

or discontinuous Garlekin method [49, 51]; however, in most cases the mesh size

required for an accurate description renders those methods unpractical for an

efficient solution of the KS equations.

Alternatively, it is possible to expand the KS orbitals in terms of a linear

combination of basis functions. Maybe the most natural choice for those basis

functions are the atomic orbitals ϕµ (i.e. modified or solutions of hidrogen-like

atoms),

φnk =
∑
Aµ

cnkµϕµ(r−RA), (1.16)

whereA runs over all the unit cells. We note that in general the Hamiltonian terms

will contain
〈
ϕµ(r−RA)

∣∣H∣∣ϕµ′(r−RA′)
〉

terms, which vanish for separated

orbitals. In contrast, as unk(r) has the periodicity of the system, it is possible to

expand it as Fourier series,

unk(r) =
∑
G

cnk(G)eiG·r. (1.17)

In principle, this expansion requires an infinite number of plane waves. However,

in practice, one needs to introduce a cutoff. In general, only smaller G are required

to properly reproduce the wave function. Therefore, cnk(G) will become small

for larger Gs, so that one can define the so-called plane wave kinetic energy

cutoff, Ecut,

|k + G|≤
√

2me

h̄2 Ecut (1.18)

as the variable controlling the upper limit of the expansion. Overall, when

compared to the orbital-based expansion, the plane-wave expansion offers several
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advantages, as it allows for a systematic improvement of the basis by merely

increasing the cutoff and allows for an easier evaluation of atomic forces (see

Subsection 1.3.1.1). On the other hand, within the plane-wave framework vacuum

regions and atomic vicinity have the same computational cost, contrary to the

orbital-based expansions in which vacuum regions are almost free.

1.2.4. Pseudopotential method

The complexity of the KS equations can be highly reduced by noting that the inner

KS states are tightly-bound states highly located around the nucleus, and thus

they remain almost unaffected by changes in the chemical environment. Hence,

it becomes possible to separate the electronic density between valence states,

which take part in the chemical bonding and are therefore affected by atoms in the

vicinity, and core states, which remain frozen and unaltered by this vicinity [49].

The practical way to do it is to remove the core states, and to modify the

resulting wave functions of the valence states, so near the nucleus they present

a smooth node-less behavior while providing the same electronic charge as the

full, i.e. all-electron, wave function in that region. Moreover, the Vext is modified

to provide the pseudo-wave function near the nucleus, while outside the nuclear

region it becomes a screened ionic potential (i.e. ZI is replaced by the number of

valence electrons) [49, 51].

1.2.5. London’s dispersion forces in DFT

London’s dispersion forces, which in the condensed-matter community are usu-

ally a synonym of van der Waals forces (vdW), arise from quantum fluctuations

caused by long-range electronic correlations, generating instantaneous dipoles.
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The local or semi-local character of LDA and GGA disregards these long-range

and non-local correlations generating the vdW interaction [68–70].

Such a shortcoming of these common XC functionals hinders the accuracy

of DFT calculations for systems in which these interactions are important, like

it would be the case of graphite or other layered materials. To overcome this

limitation, the most common approach is to add the missing interaction as a

first-principles-based pair-wise interatomic potential [68], for instance, Grimme’s

D2 [71] and D3 [72] parameterizations. Alternatively, it is possible to properly

treat vdW interactions by using a non-local XC functional [73–76].

1.3. Time independent perturbation theory

Several quantities of interest for physics, engineering, or chemistry, like optical

and electrical responses, depend on the response of the system to some kind of

perturbation [51]. Given a small enough perturbations, it is possible to expand

any quantity (X) around its reference unperturbed value, X(0), using a Taylor

series [51, 77]:

X(λ) = X(0) + λX(1) + λ2X(2) + ... (1.19)

being λ a small parameter and X(n) is the n-th order correction to X
(

i.e.:

X(n) = 1
n!
dnX(0)

dλn

∣∣∣
λ=0

)
. Consequently, by inserting that expansion into the

Schrödinger equation one obtains:

H
(0)
i

∣∣∣Ψ(0)
i

〉
= ε

(0)
i

∣∣∣Ψ(0)
i

〉
(1.20)

(H
(0)
i − ε

(0)
i )

∣∣∣Ψ(1)
i

〉
= −(H

(1)
i − ε

(1)
i )

∣∣∣Ψ(0)
i

〉
, (1.21)

(H
(0)
i − ε

(0)
i )

∣∣∣Ψ(2)
i

〉
= −(H

(1)
i − ε

(1)
i )

∣∣∣Ψ(1)
i

〉
− (H

(2)
i − ε

(2)
i )

∣∣∣Ψ(0)
i

〉
, (1.22)
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(H
(0)
i − ε

(0)
i )

∣∣∣Ψ(3)
i

〉
=

− (H
(1)
i − ε

(1)
i )

∣∣∣Ψ(2)
i

〉
− (H

(2)
i − ε

(2)
i )

∣∣∣Ψ(1)
i

〉
− (H

(3)
i − ε

(3)
i )

∣∣∣Ψ(0)
i

〉
(1.23)

and so on for higher orders. It is important to notice that wave functions appearing

in Eqs. 1.20-1.23 must comply with the normalization constraint (i.e. 〈Ψi|Ψi〉 =

1), and thus 〈
Ψ

(0)
i

∣∣∣Ψ(0)
i

〉
= 1 (1.24)〈

Ψ
(0)
i

∣∣∣Ψ(1)
i

〉
+
〈

Ψ
(1)
i

∣∣∣Ψ(0)
i

〉
= 0 (1.25)〈

Ψ
(0)
i

∣∣∣Ψ(2)
i

〉
+
〈

Ψ
(1)
i

∣∣∣Ψ(1)
i

〉
+
〈

Ψ
(2)
i

∣∣∣Ψ(0)
i

〉
= 0 (1.26)〈

Ψ
(0)
i

∣∣∣Ψ(3)
i

〉
+
〈

Ψ
(1)
i

∣∣∣Ψ(2)
i

〉
+
〈

Ψ
(2)
i

∣∣∣Ψ(1)
i

〉
+
〈

Ψ
(3)
i

∣∣∣Ψ(0)
i

〉
= 0 (1.27)

1.3.1. First-order corrections

The first order correction to energy (ε) due to λ, can be obtained by multiplying

Eq. 1.21 by
〈

Ψ
(0)
i

∣∣∣, so that

ε
(1)
i =

〈
Ψ

(0)
i

∣∣∣H(1)
∣∣∣Ψ(0)

i

〉
. (1.28)

This result is the well-known Hellman-Feynman theorem [77, 78], which is

usually used to compute the atomic forces.
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1.3.1.1. Hellman-Feynman theorem: atomic forces

Within the DFT framework, the force acting on the I-th atom is [78]

FI = − ∂E

∂RI
= −

〈
Ψ(0)

∣∣∣∂Hel

∂RI

∣∣∣Ψ(0)
〉

=

−
∫
n(r)

∂Vext(r; R)

∂RI
dr− ∂ENN

∂RI
. (1.29)

It is important to notice, that the last term in Eq. 1.29 is only valid for a

complete basis set. However, this constraint can indeed be relaxed, so that the

Hellman-Feynman theorem also holds for basis functions without dependence on

nuclear positions, like plane-waves [56, 79]; otherwise it becomes necessary to

add the so-called Pulay corrections [51, 56]. Although Eq. 1.29 is based on the

exact eigenfunctions of the Hamiltonian, it can be demonstrated that Hellman-

Feynman holds for any stationary wave function satisfying the Schrödinger equa-

tion (i.e. Kohn-Sham eigenstates). Consequently, the theorem also holds for the

KS eigenstates of a pseudopotential Hamiltonian [56, 80].

1.3.1.2. 1st-order correction to the wave functions: the Sternheimer
equation

The first-order correction to the wave functions, Ψ(1)i for a set of non-degenerate

states is [51] ∣∣∣Ψ(1)
i

〉
=
∑
j 6=i

〈
Ψ

(0)
j

∣∣∣H(1)
∣∣∣Ψ(0)

i

〉
εi − εj

∣∣∣Ψ(0)
j

〉
. (1.30)

Alternatively, it can be obtained as a linear solution of Eq. 1.21, which is

usually known as the Sternheimer equation. A more detailed description of

how this calculation is performed within the DFT framework can be found in

Subsection 1.4.
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1.3.2. Higher order corrections: the 2n+1 theorem

Analogously to the first-order correction, the second-order correction to energy is

ε
(2)
i =

〈
Ψ

(0)
i

∣∣∣H(2)
i

∣∣∣Ψ(0)
i

〉
+
〈

Ψ
(0)
i

∣∣∣H(1)
i − ε

(1)
i

∣∣∣Ψ(1)
i

〉
=〈

Ψ
(0)
i

∣∣∣H(2)
i

∣∣∣Ψ(0)
i

〉
+

1

2

[ 〈
Ψ

(0)
i

∣∣∣H(1)
i

∣∣∣Ψ(1)
i

〉
+
〈

Ψ
(0)
i

∣∣∣H(1)
i

∣∣∣Ψ(1)
i

〉 ]
, (1.31)

where we used the normalization condition of Eq. 1.25 and combined it with its

Hermitian conjugate. In a similar way, the third-order correction to energy is

given by

ε
(3)
i =

〈
Ψ

(0)
i

∣∣∣H(3)
i

∣∣∣Ψ(0)
i

〉
+
〈

Ψ
(1)
i

∣∣∣H(2)
i − ε

(2)
i

∣∣∣Ψ(1)
i

〉
+〈

Ψ
(2)
i

∣∣∣H(1)
i − ε

(1)
i

∣∣∣Ψ(2)
i

〉
, (1.32)

requiring the second order correction to wave function to obtain ε(3)
i . Nevertheless,

it is possible to obtain an expression that does only require wave function correc-

tions up to first order. Expanding 〈Ψi|Hi − εi|Ψi〉 to third order and making use

of Eqs. 1.20-1.27 one gets:

ε
(3)
i =

〈
Ψ

(0)
i

∣∣∣H(3)
i

∣∣∣Ψ(0)
i

〉
+
〈

Ψ
(1)
i

∣∣∣H(1)
i − ε

(1)
i

∣∣∣Ψ(1)
i

〉
+〈

Ψ
(0)
i

∣∣∣H(2)
i

∣∣∣Ψ(1)
i

〉
+
〈

Ψ
(1)
i

∣∣∣H(2)
i

∣∣∣Ψ(0)
i

〉
. (1.33)

Therefore, it becomes possible to calculate the second and third-order corrections

to energy with only the knowledge of Ψ
(1)
i . This last is nothing but a practical

consequence of the well-known 2n+ 1 theorem, which states that the correction

to energy up to the 2n + 1 order can be determined by the knowledge of the

n-th order correction to the wave function, or in the DFT case the Kohn-Sham

orbitals [51, 77, 78].
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1. Solids from first-principles: the electronic problem in a crystalline lattice

1.3.3. Multiple perturbations

Up until now, we have only addressed single perturbations; nonetheless, it is

possible to perform a similar derivation for multiple perturbations. For instance,

the second-order correction to total energy can be easily derived by deriving

Eq. 1.28 with respect to a second perturbation, so [78]

∂2E

∂λj∂λl
=

occ∑
i

〈
Ψ

(0)
i

∣∣∣ ∂2H

∂λj∂λl

∣∣∣Ψ(0)
i

〉
+

〈
∂Ψ

(0)
i

∂λj

∣∣∣∣∣∂H∂λl
∣∣∣∣∣Ψ(0)

i

〉

+

〈
Ψ

(0)
i

∣∣∣∣∣∂H∂λl
∣∣∣∣∣∂Ψ

(0)
i

∂λj

〉
. (1.34)

Examples of the third-order correction to energy for multiple perturbations can be

found in Ref. [81].

1.4. Density functional perturbation theory

As indicated in Section 1.3, several quantities of interest as it could be the response

of the system to an electric field or atomic vibrations can be defined in terms of

perturbation theory. Although in principle it is possible to calculate the responses

to a perturbation by building a supercell with the applied perturbation and getting

the desired quantities through numerical derivatives, this method is tedious and

in the case of periodic perturbations, it would require unpractical enormous

cells for small wave vectors, as the perturbation must be commensurate with the

supercell [77, 78, 82]. A more affordable alternative, named density functional

perturbation theory (DFPT), is to make use of perturbation theory within the DFT

framework to obtain those properties.
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1. Solids from first-principles: the electronic problem in a crystalline lattice

Within the DFT, H(1) can be defined as

H(1)(r) = V
(1)

ext (r) + e2

∫
ρ(1)(r)

|r− r′|
dr′ +

∫
δVXC
δρ(r′)

ρ(1)(r′)dr′ (1.35)

where we have supposed that the perturbation does not affect the kinetic energy,

and ρ(1) is the first-correction to density defined as

ρ(1)(r) =

occ∑
i

[
Ψ

(1)∗
i (r)Ψ

(0)
i (r) + Ψ

(0)∗
i (r)Ψ

(1)
i (r)

]
. (1.36)

Therefore, the Sternheimer equation (see Eq. 1.21) can be solved self-consistently

in combination with Eqs. 1.28 ,1.35, and 1.36 [77].

Alternatively, it is also possible to set up a variational problem in terms of

the perturbed quantities, so that its minimization results in the perturbed wave

functions [83].

1.4.1. The case of homogeneous electric field

Given a solid with an applied homogeneous constant electric field, the perturbation

Hamiltonian is V (r) = eE · r, which for a periodic solid is an ill-defined operator.

However, in the perturbation theory one is only interested in non-diagonal terms

(i.e. 〈Ψm|r|Ψj〉 with i 6= j) which are well defined through the Hamiltonian

commutator [78]

〈Ψm|r|Ψj〉 =
〈Ψm|[H, r]|Ψj〉

εm − εj
= − h̄

2

me

〈Ψm|∇|Ψj〉
εm − εj

. (1.37)

Following Eq. 1.37 it is possible to define several quantities that provide informa-

tion about the system’s response to a homogeneous electric field; for instance, the

electronic contribution to the dielectric constant (ε∞) or the Born charges (i.e. the

22



1. Solids from first-principles: the electronic problem in a crystalline lattice

change in the polarization due to an atomic displacement), Z∗, are [84, 85]

ε∞αβ = δαβ − 2π2

∫
BZ

occ∑
j

〈
u

(1),Eα
jk0

∣∣∣iu(1),kβ
jk0

〉
dk, (1.38)

Z∗Iαβ = ZIδαβ +
Vuc

2π3

∫
BZ

occ∑
j

〈
u

(1),RIα

jk0

∣∣∣iu(1),kβ
jk

〉
dk (1.39)

where α and β refer to the Cartesian axis, I refers to atomic indices, j refers to

electronic bands, ZI is the ionic charge of the I-th atom, and

u
(1),λ
jkq (r) =

√
NVuce

−i(k+q)·rΨ
(1),λ
jk (r). (1.40)

In the last expression, N is the number of cells in the crystal, λ is the perturbation

and q is the periodic perturbation wave vector.

1.5. Time dependent perturbation theory: Fermi’s
golden rule

In some cases, it becomes of interest the time evolution of the states due to a

perturbation. For instance, the semiclassical transport theory is fully based on the

transition rates due to several interactions of the carriers (i.e. interactions with

those perturbations). Given a small time-dependent perturbation, the Hamiltonian

can be split into [86]

H(t) = H0 +HI(t) (1.41)

where H0 is the unperturbed time-independent Hamiltonian—with eigenstates

ψk, and eigenvalues εk, i.e. H0ψk = εkψk—and HI(t) is the time-dependent

perturbation. We make now use of the interaction picture, so that the wave
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1. Solids from first-principles: the electronic problem in a crystalline lattice

function,Ψ̄, and the operators, Ā, are defined as:

∣∣Ψ̄(t)
〉

= exp

(
iH0t

h̄

)
|Ψ(t)〉 , (1.42)

Ā(t) = exp

(
iH0t

h̄

)
A(t) exp

(
−iH0t

h̄

)
. (1.43)

Therefore, by taking the time derivative of Ψ̄ we arrive to the Schrödinger equation

in the interaction picture

ih̄
∂Ψ̄(t)

∂t
= H̄I(t)Ψ̄(t) (1.44)

and

ih̄
∂Ū(t, t0)

∂t
= H̄I(t)Ū(t, t0) (1.45)

where Ū(t, t0) is the Dyson or time evolution operator that evolves the eigenstate

from t0 to t, i.e.
∣∣Ψ̄(t)

〉
= Ū(t, t0)

∣∣Ψ̄(t0)
〉
. The solution of Eq. 1.45, Ū(t, t0) =

Ū(t0, t0)− i
h̄

∫ t
t0
H̄I(t

′)Ū(t′, t0)dt′, leads to the Dyson series [86]

Ū(t, t0) = 1− i

h̄

∫ t

t0

dt′H̄I(t
′) +

(
− i
h̄

)2 ∫ t

t0

∫ t′

t0

dt′dt′′H̄I(t
′)H̄I(t

′′) + . . .

(1.46)

Now if we expand the wave function in terms of the unperturbed time-independent

eigenstates,
∣∣Ψ̄(t)

〉
=
∑

k ck(t) |ψk〉, we arrive to

ck(t) =
〈
ψk
∣∣Ū(t, t0)

∣∣Ψ̄(t0)
〉
. (1.47)

This last equation can be further simplified by assuming that Ψ̄(t0) = ψl, so

ck(t) = 〈ψk|Ū(t, t0)|ψl〉. Following, Eq. 1.46 and restricting ourselves to the

first-order and assuming a harmonic perturbation, namely HI(t) = VI exp(iωt)
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1. Solids from first-principles: the electronic problem in a crystalline lattice

and t0 = 0, we arrive to [87]

ck(t) = δkl −
i

h̄
〈k|VI |l〉

∫ t

0
exp

(
i

h̄
(εk − εl + h̄ω)t′

)
dt′ =

δkl −
i

h̄
〈k|VI |l〉 exp

(
i

2h̄
[εk − εl + h̄ω]t

)sin
(
εk−εl+h̄ω

2h̄ t
)

εk−εl+h̄ω
2h̄ t

t, (1.48)

so if l 6= k, the scattering rate, Γlk = lim
t→+∞

|ck(t)|2
t , is

Γlk =
2π

h̄
| 〈k|VI |l〉|2 δ(εk − εl + h̄ω). (1.49)

This expression is the celebrated Fermi’s Golden Rule (FGR), which is also valid

for a constant perturbation, although the energy conservation delta is only between

the initial and final state, as well as for other particles and their combinations, as

it would be the case of phonons (see Subsection 2.1.2.2).
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CHAPTER 2

Lattice dynamics, phonons, and their

interactions

In the previous Chapter, we have discussed static crystalline lattice, in which

each atom lies in its equilibrium position so that the lattice is in its ground

state. However, even at 0 K, the lattice does not remain static but its atoms

oscillate around those equilibrium positions. Concerning heat transport, the

atomic vibrations—including but not limited to the zero-point oscillation—are

of key importance as they affect one of the main heat carriers for metals, the

electrons. Namely, those vibrations modify the potential affecting those electrons

in a way that can alter their quantum state. Moreover, those atomic vibrations

carry energy by themselves, and thus they can also carry heat [39].

In this chapter, we discuss vibrations in solids. First, we present the harmonic

approximation (Section 2.1), staying within classical mechanics to solve the lattice

dynamics problem (Subsection 2.1.1), presenting the normal modes of vibration.

We continue by translating the problem to quantum mechanics, introducing the

concept of phonon (Subsection 2.1.2), following a discussion of their several

interactions (Sections 2.2, 2.3 and 2.5). Additionally, several methods to compute

26



2. Lattice dynamics, phonons, and their interactions

phonons and their interactions and other aspects of those calculations are also

discussed in this Chapter.

2.1. Lattice dynamics: the harmonic
approximation

In principle, an exact description of atomic vibrations would require describing

the movement of the nuclei together with that of their electrons. Certainly, this

task is insurmountable even for the most simple crystals. However, one can again

use the Born-Oppenheimer approximation (see 1.1.1), so that the problem is

simplified to describe the motion of the nuclei. For further simplification, and

owing to the high localization of nuclei wave functions, one can suppose that they

are fully localized around single points, and thus can be represented by classical

particles.

Therefore, the equation of movement for nuclei around their equilibrium

positions can be obtained through the unconstrained Lagrange’s equation of

motion:
d

dt

∂L

∂u̇
=
∂L

∂u
(2.1)

where u is the generalized coordinate corresponding to the atomic displacements

with respect to the equilibrium positions and L is the Lagrangian, which for this

system is defined as:

L =
1

2

∑
Aiα

miu̇
2
α(A, i)− Φ(u), (2.2)

where A represents the unit cell index, i is the atom index inside the given cell, α

refers to the Cartesian axis, mi is the atomic mass of ith atom, and Φ(u) is the

potential energy for given deviations from equilibrium.
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2. Lattice dynamics, phonons, and their interactions

Given a static array of atoms located at their equilibrium positions (r0) – i.e.

the positions that minimize the total energy of the system for a given conditions –

one can make the Taylor expansion of the potential energy (Φ(u)) around those

equilibrium position as [56, 67]:

Φ(u) = Φ0 +
1

2

∑
AB

∑
ij

∑
αβ

Φαβ(A, i,B, j)uα(A, i)uβ(B, j)+

1

6

∑
ABC

∑
ijk

∑
αβγ

Φαβγ(A, i,B, j, C, k)uα(A, i)uβ(B, j)uγ(C, k) + ... (2.3)

where A,B,C, ... are the unit cell indices, i, j, k, ... are atom indices inside the

given unit cell and α, β, γ, ... refer to the Cartesian axes, and Φ0 is the potential

energy with atoms at their r0s. Φαβ(A, i,B, j) terms are usually known as

harmonic force constants and are defined as

Φαβ(A, i,B, j) =
∂2Φ

∂uα(A, i)∂uβ(B, j)

∣∣∣∣
r0

, (2.4)

namely, they are second derivatives of the potential energy with respect to displace-

ment of two atoms around equilibrium. In a similar manner, the Φαβγ(A, i,B, j, C, k)

terms are third derivatives of the potential energy with respect to displacement of

three atoms around equilibrium

Φαβγ(A, i,B, j, C, k) =
∂3Φ

∂uα(A, i)∂uβ(B, j)∂uγ(C, k)

∣∣∣∣
r0

, (2.5)

and are commonly known as third order forces constants or anharmonic force

constants. The term corresponding to the first derivative has been not included in

Eq. 2.3 as it is null by construction due to fact that we are in a minimum of energy.

Higher-order terms are defined analogously to second and third order terms.
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2. Lattice dynamics, phonons, and their interactions

2.1.1. Harmonic approximation and normal modes of
vibration

Within the Born-Oppenheimer approximation, our equations are until now exact.

However, it is unpractical to solve Eq. 2.1 without cutting off the Taylor expan-

sion of the potential. Usually, the displacements are small enough that one can

make use of harmonic approximation [56, 67], which consists in considering only

quadratic terms of Eq. 2.3 and adding the additional terms through perturbation

theory [67].

Thus, combining Eq. 2.3 up to second-order with Eq. 2.2, and introducing it

into Eq. 2.1 leads to:

miüα(A, i) = −
∑
Bjβ

Φαβ(A, i,B, j)uβ(B, j) (2.6)

which is the equation of motion for the ion ith at cell A. Harmonic oscillation are

proposed as ansatz for last equation.

u(A, i, q, t) =
1
√
mi
ξie

iq·RA−iωt (2.7)

where ξi is the polarization vector that provides information about the vibration

direction, q is the wave vector of the oscillating wave, RA is the A-th cell

origin, ω is the oscillation frequency and t is time. u(A, i) is related to atomic

displacement through its real part. Then, introducing Eq. 2.7 into Eq. 2.6 one

arrives to:

ω2ξiα =
∑
Bjβ

Φαβ(A, i,B, j)
√
mimj

eiq(RB−RA)ξjβ (2.8)
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2. Lattice dynamics, phonons, and their interactions

defining now the dynamical matrix as:

Dαβ
ij (q) =

∑
B′

Φαβ(0, i, B′, j)
√
mimj

eiq·R
′
B , (2.9)

where we have made use of translational symmetry to bring all the problem to the

unit cell located at the origin (i.e. RA′ = 0 and RB′ = RB −RA). Introducing

Eq. 2.9 into Eq. 2.8 we arrive to an eigenvalue problem.

[ω(q, ν)]2ξiα(q, ν) =
∑
Bj

Dαβ
ij (q)ξjβ(q, ν) (2.10)

where ν is the index identifying one of the 3Natoms (being Natoms the number

of atoms in the unit cell) solutions for a given q-point. Those solutions, called

normal modes of vibrations, are usually divided into two types: acoustic and

optical bands; strictly, speaking in a solid there can only exist three acoustic

brands (those that for the Γ-point—i.e. q = (0, 0, 0)—have a null frequency and

correspond to rigid translations along the three axes) being the rest optical (not

null at Γ (ω 6= 0) and with phase shift movements) [56]. Hence, those vibrational

modes or normal modes, are well characterized by the wave vector q and the

band index ν. Furthermore, normal modes spectra, namely ω(q, ν), comply with

both crystal symmetry, because of Φ0 respecting crystal’s symmetry, and time

reversal symmetry [i.e. ω(q, ν) = ω(−q, ν)], because of D(−q) = D∗(q). To

summarize, atoms of a crystalline lattice are not static but oscillate around their

equilibrium positions with frequencies and directions given by the solution of

Eq. 2.10.

In addition to a normal mode’s frequency and eigenvector, it is also possible

to define a group velocity for a given mode
[
vα(q, ν) = ∂ω(q,ν)

∂qα

]
as:

∂

∂qα
[ω(q, ν)]2 =

∂

∂qα
〈ξ(q, ν)|D(q)|ξ(q, ν)〉 (2.11)
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vα(q, ν) =
1

2ω(q, ν)
〈ξ(q, ν)|∂D(q)

∂qα
|ξ(q, ν)〉 (2.12)

where
∂D(q)

∂qα
= i
∑
B′

RB′
Φαβ(0, i, B, j)
√
mimj

eiq·RB . (2.13)

Finally, it is illustrative to make a small remark on the limits of harmonic theory

to describe atomic vibrations. Since this approach is based on the assumption of

small displacements, and thus it breaks down for systems with large displacements,

as it is the case of systems with light atoms, like H, or at high temperature [67].

2.1.1.1. Polar materials

In polar materials, the atomic vibrations give rise to a non-negligible electric

field, which gives rise to additional force terms; so that the equation of motion

becomes [82, 88]:

miüα(A, i, q) = −
∑
Bjβ

Φαβ(A, i,B, j)uβ(B, j, q)+e[Z∗i ·E(A, i, q)]α, (2.14)

where Z∗i is the Born-charge tensor of the i-th atom (i.e. Z∗i,αβ = − ∂2EBOA
∂Eβ∂Riα

),

e is the elementary charge, and E(A, i,q) is the electric field generated by the

atomic displacement. This last term can be defined in terms of the polarization—

P(A, i,q) = e
V Ziu(A, i, q), where V is the volume in which P(A, i,q) is

computed—induced by lattice vibration u(A, i,q), using the Poisson equation as

−∇ · [ε∞ ·E(A, i,q)] = ∇ ·P(A, i,q), (2.15)

where ε∞ is the high-frequency static dielectric function (i.e. the electronic

contribution to the static dielectric tensor). We note that the high-frequency

(∞) in ε∞ refers to the fact that for high enough frequencies the nuclei cannot
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2. Lattice dynamics, phonons, and their interactions

follow the perturbation, and thus remain clamped at r0 without contributing to the

dielectric function. Therefore∞ does only mean the electronic contribution not

an actual frequency, indeed in our case we are calculating it for an static electric

field.

This equation is then solved under periodic boundary conditions for all direc-

tions, giving

E(A, i,q) = −4πe

V

∑
Bj

[q · Z∗j ]

q · ε∞ · q
u(B, j,q)q. (2.16)

Thus, the force that the (A, i) atom experience due to the electric field generated

by the atomic displacements, F(A, i,q), is

F(A, i,q) = eE(A, i,q) ·Z∗i = −4πe2

V

∑
Bj

[q · Z∗j ][q · Z∗i ]

q · ε∞ · q
u(B, j,q). (2.17)

Therefore, in analogy with Φαβ(0, i, B, j) one can define the second order non-

analytic interatomic force constants [Φαβ(0, i, B, j)] as [48]

ΦNA
αβ (0, i, B, j,q) = −∂Fα(A, i,q)

∂uβ(B, j,q)
=

4πe2

V

[q · Z∗j ]β[q · Z∗i ]α

q · ε∞ · q
. (2.18)

Consequently, dynamical matrix becomes a summation of two contributions; a

short-range one defined in Eq. 2.9 and a non-analytic one DNAαβ
ij (q) coming

from the electric field arising from atomic vibrations. This term is defined as

DNAαβ
ij (q) =

∑
B

ΦNA
αβ (0, i, B, j,q)
√
mimj

eiq·RB , (2.19)

Equivalently, to short-range we can define the contribution of non-analytic term

32



2. Lattice dynamics, phonons, and their interactions

to velocity via Eq. 2.12, where
∂DNAαβ

ij (q)

∂q is defined as

∂DNAαβ
ij (q)

∂qγ
= i
∑
B

RBγ

ΦNA
αβ (0, i, B, j,q)
√
mimj

eiq·RB+

∑
B

1
√
mimj

eiq·RB
∂ΦNA

αβ (0, i, B, j,q)

∂qγ
, (2.20)

where

∂ΦNA
αβ (0, i, B, j,q)

∂qγ
=

4πe2

V

(Z∗i )αγ(q · Z∗j )β + (q · Z∗i )α(·Z∗j )βγ

q · ε∞ · q
−

8πe2

V

(q · Z∗i )α(q · Z∗j )β(q · ε∞γ )

(q · ε∞ · q)2
(2.21)

In terms of the solution—i.e.: frequencies—the introduction of the non-

analytic term becomes much more relevant for small q, being for instance the

origin of the LO-TO splitting in polar materials; moreover, it causes discontinuity

in Γ for non-cubic systems.

On the other hand, regarding the validity of derived corrections, it should

be noticed that they are only valid for 3D systems as when solving the Poisson

equation we have supposed periodic conditions in all directions, which is not valid

for 2D-polar materials like boron nitride. In Ref. [88], Sohier et al. discussed and

derived the non-analytic correction for 2D polar systems; showing that, contrary

to bulk-materials, for such kind of systems there is no LO-TO splitting at Γ, being

this point being experimentally demonstrated by De Luca et al using Raman

spectroscopy on few-layer WSe2 [89].
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2. Lattice dynamics, phonons, and their interactions

2.1.2. Quantum theory and phonons

Hitherto we have supposed a classical lattice. Before starting with the quan-

tum description of lattice dynamics, it is useful to express classical dynamics in

terms of the eigenvalues and eigenvectors of Eq. 2.9, as it would rather facilitate

such a transition from the classical to the quantum picture.

Therefore, we express a general atomic displacement, u(A, i, t), and its time

derivative, u̇(A, i), using the eigensolutions of Eq. 2.9 [67, 90, 91]:

u(A, i, t) =
1√
Nmi

∑
q,ν

π(q, ν)ξi(q, ν)eiq·RA−iω(q,ν)t (2.22)

and

u̇(A, i, t) =
iω(q, ν)√
Nmi

∑
q,ν

π̇(q, ν)ξi(q, ν)eiq·RA−iω(q,ν)t, (2.23)

where π(q, ν) is an expansion coefficient related to a generalized coordinate

Π(q, ν, t) and N is the number of cells in the crystal. The generalized coordinate,

Π(q, ν, t), is defined as

Π(q, ν, t) = π(q, ν)eiω(q,ν)t. (2.24)
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2. Lattice dynamics, phonons, and their interactions

Using Eqs. 2.23 and 2.24 the kinetic energy (T ) can be rewritten as:

T =
1

2

∑
Aiα

∑
qq′,νν′

Π̇(q, ν, t)Π̇(q′, ν ′, t)ξiα(q, ν)ξiα(q′, ν ′)eiq·RAeiq
′·RA =

1

2

∑
iα

∑
qq′,νν′

Π̇(q, ν, t)Π̇(q′, ν ′, t)ξiα(q, ν)ξiα(q′, ν ′)δq+q′,0 =

1

2

∑
iα

∑
q,νν′

Π̇(q, ν, t)Π̇(−q, ν ′, t)ξiα(q, ν)ξiα(−q, ν ′) =

1

2

∑
q,ν

Π̇(q, ν, t)Π̇(−q, ν, t) (2.25)

where we have used the plane wave and the eigenvector orthonormality. On the

other hand, inserting Eqs. 2.23 and 2.24 into the harmonic crystalline potential

(ΦHarm) gives:

ΦHarm =
1

2

∑
ABijαβ

Φαβ(A, i,B, j)uβ(B, j, t) =

1

2

∑
qq′,νν′

Π(q, ν, t)Π(q′, ν ′, t)
∑

ABijαβ

Φαβ(A, i,B, j)
√
mimj

×

[ξiα(q, ν)ξjβ(q′, ν ′)ei(q·RA+q′·RB)] =

1

2

∑
qq′,νν′

Π(q, ν, t)Π(q′, ν ′, t)
∑

A′B′ijαβ

Φαβ(0, i, B′, j)
√
mimj

ξiα(q, ν)ξjβ(q′, ν ′)×

[
ei(q+q′)·(RA+RC)eiq

′·(RB−RC)
]

=

1

2

∑
q,νν′

Π(q, ν, t)Π(−q, ν ′, t)
∑
ijαβ

Dαβ
ij (q)ξiα(q, ν)ξjβ(−q, ν ′) =

1

2

∑
q,ν

[ω(q, ν)]2Π(q, ν, t)Π(−q, ν, t) (2.26)

Using Eqs. 2.25 and 2.26, the conjugate momentum, Λ(q, ν, t), can be defined
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2. Lattice dynamics, phonons, and their interactions

as:

Λ(q, ν, t) =
∂L

∂Π̇(q, ν, t)
= Π̇(−q, ν, t). (2.27)

Then, the harmonic Hamiltonian (H Harm = T + ΦHarm) can be written in

terms of Π(q, ν, t) and Λ(q, ν) as

H Harm =
1

2

∑
qν

{Λ(q, ν, t)Λ(−q, ν, t)+

[ω(q, ν)]2Π(q, ν, t)Π(−q, ν, t)
}
, (2.28)

which is the Hamiltonian for a set of uncoupled harmonic oscillators each of

which corresponds to a normal mode of vibration [67, 90]. The equation of

motion, namely Λ(q, ν, t) = − ∂H Harm

∂Π(q,ν,t)
, of each vibrational mode is then

Π̈(q, ν, t) = −[ω(q, ν)]2Π(q, ν, t), (2.29)

which is in fact that of a harmonic oscillator.

2.1.2.1. Quantum theory of lattice dynamics and lattice vibrational
energy

Now, the transition to quantum mechanics can be easily done by simply let-

ting Π(q, ν, t) and Λ(q, ν, t) become operators Π̂(q, ν) and Λ̂(q, ν). These

operators do not commute, because as their classical counterparts they derive

from the non-commuting position and momentum operators, and are subject to

the commutator relationships [56, 67, 90][
Π̂(q, ν), Λ̂(q′, ν ′)

]
= ih̄δqq′δνν′ , (2.30)[

Π̂(q, ν), Π̂(q′, ν ′)
]

=
[
Λ̂(q, ν), Λ̂(q′, ν ′)

]
= 0. (2.31)
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As in the quantum harmonic oscillator case, it is useful to define the creation

and annihilation operators, which rise or decrease the excited state in which the

harmonic oscillator is located. These operators, which are denoted by Â†(q, ν)

for the creation operator and Â(q, ν) for annihilation one, are

Â†(q, ν) =
1

2h̄ω(q, ν)

[
ω(q, ν)Π̂(−q, ν)− iΛ̂(q, ν)

]
(2.32)

Â(q, ν) =
1

2h̄ω(q, ν)

[
ω(q, ν)Π̂(q, ν) + iΛ̂(q, ν)

]
. (2.33)

If we now define the harmonic oscillator eigenstate |n(q, ν)〉, which is a normal

mode with wave vector q and branch ν in its n-th excited state, the action of these

operators on these states is:

Â† |n(q, ν)〉 =
√
n(q, ν) + 1 |n(q, ν) + 1〉 (2.34)

Â(q, ν) |n(q, ν)〉 =
√
n(q, ν) |n(q, ν)− 1〉 (2.35)

Â†(q, ν)Â(q, ν) |n(q, ν)〉 = n(q, ν) |n(q, ν)〉 (2.36)

where n(q, ν) is the excitation state of |n(q, ν)〉 and |n(q, ν) + 1〉 (|n(q, ν)− 1〉)
is the state |n(q, ν)〉 in the nearest-higher (nearest-lower) excitation state to

|n(q, ν)〉.

Using Eqs. 2.32 and 2.33, it is possible to obtain Π̂(q, ν) and Λ̂(q, ν) in terms

of the creation and annihilation operators

Π̂(q, ν) =

√
h̄

2ω(q, ν)

[
Â†(−q, ν) + Â(q, ν)

]
, (2.37)

Λ̂(q, ν) = i

√
h̄ω(q, ν)

2

[
Â†(q, ν)− Â(−q, ν)

]
(2.38)
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Finally, putting Eq. 2.37 and Eq. 2.38 into the Hamiltonian one arrives to [56]:

Ĥ Harm =
∑
qν

{
h̄ω(q, ν)

[
Â†(q, ν)Â(q, ν) +

1

2

]}
, (2.39)

which applied over |n(q, ν)〉 gives the following expression for lattice energy due

to vibrations

EHarm =
∑
q,ν

h̄ω(q, ν)

[
n(q, ν) +

1

2

]
. (2.40)

2.1.2.2. Phonons and normal modes

In our derivation of quantum mechanical theory for lattice vibrations we have

used the wave picture (normal modes), namely we stated that given state (normal

mode) is in its n(q, ν)-th excited state. However, one can make use of corpuscular

picture, and say that a given state is populated with n(q, ν) quanta of vibration

with energy h̄ωq,ν and quasi-momentum h̄q [92, 93]. Those quanta are called

phonons in analogy with photons. Opposite to those, their (quasi)momentum

is not a real momentum as it complies with crystal symmetry, i.e. shifting it

by G, where G is a reciprocal lattice vector, retrieves the same phonon mode

[ω(q, ν) = ω(q + G, ν), vα(q, ν) = vα(q + G, ν), etc.]. Since each normal

mode satisfies the equations of a quantum harmonic oscillator, their corpuscular

counterparts, phonons, are bosons [91]. Thus, the expected value of n(q, ν) in

equilibrium at given temperature, n0(q, ν, T ), is determined by the Bose-Einstein

statistics [90]:

n0(q, ν, T ) =
1

e
h̄ω(q,ν)
kBT − 1

(2.41)

where T is the lattice temperature and kB is the Boltzmann constant. It is

worth noting that in Eq. 2.41 the chemical potential (µ) is zero, as phonons in

equilibrium do not have a fixed number but are constantly created and destroyed by

38



2. Lattice dynamics, phonons, and their interactions

their interactions, thus their number (n) takes in average the value that minimizes

the free energy (F ) for fixed temperature and volume, i.e.
(
∂F
∂n

)
V,T

= µ = 0.

2.1.3. Phonon specific heat and density of states for
general lattice

Since we have determined the dynamics and properties of the lattice vibrations as

well as other important quantities like phonon occupation number, we can define

some important properties based on the harmonic approximation.

Maybe the most important harmonic properties, as it is one of most used

quantities to characterize the phonon spectra is the density of states, DOS(ω),

which indicates the number of available phonon states at given frequency per unit

of volume

DOS(ω) =
1

Vuc

∑
λ

δ(ω − ωλ), (2.42)

where Vuc is the volume of the unit cell, λ is the phonon mode, viz. (q, ν), and

ωλ is equivalent to ω(q, ν)

Another quite important harmonic quantity is the volumetric heat capacity

(Cv):

Cv =
1

Vuc

∂EHarm

∂T
=

1

NqVuc

∑
λ

Cλ(T ) =
1

NqVuc

∑
λ

h̄ωλ
∂n0

λ(T )

∂T
=

1

NqVuc

∑
λ

n0
λ(T )[n0

λ(T ) + 1]
h̄2ω2

λ

kBT 2
(2.43)

where Cλ is the heat capacity of the λ-th phonon mode.
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2.1.4. Phonon calculations from first principles

Following Eq. 2.10, lattice dynamics—i.e. phonon properties—can be simply

determined through the knowledge of atomic types, positions, and harmonic force

constants. From the first principles point of view, the former quantities are readily

and quickly calculated from relaxation to ground-state. Indeed, all the complexity

is in the calculation of the latter, namely the harmonic force constants. Here we

shortly review some methodologies to obtain harmonic force constants: the finite

difference method, the linear response theory, and using molecular dynamics. It

should be noted, that in the case of polar materials an additional DFPT step is

required to obtain Born charges and dielectric constants (see Subsection 1.4.1)

necessary for the non-analytic term of the dynamical matrix.

2.1.4.1. Finite difference method

This approach is based on the approximation of Φαβ(A, i,B, j) through finite-

differences

Φαβ(A, i,B, j) = −
∂Fβ(B, j)

∂uα(A, i)

∣∣∣∣
r0

≈

− 1

2h
[Fβ(B, j)(uα(A, i) = h)− Fβ(B, j)(uα(A, i) = −h)] (2.44)

where Fβ(B, j) is the β component of the force acting on the j-th atom in

the B-th unit cell, h is a small displacement from the equilibrium position and

Fβ(B, j)(uα(A, i) = h) states for the the β component of the force acting on

the j-th atom in the B-th unit cell when the i-th atom in the A-th cell has a

displacement h in the α direction from its equilibrium position.

The calculation of the Eq. 2.44 is usually conducted within supercells, be-

ing those big enough for the perturbation effect to vanish, i.e. to prevent self-
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interaction between the displaced atoms in the periodic images of the cell.

Consequently, the number of harmonic force constants required to construct

the dynamical matrix is equal to 9n2
ucNsc, for a supercell made of Nsc unit cells

of nuc atoms. Naively, one would need to run 6nuc DFT ground-state calculation,

one for each displacement, as each DFT run computes the forces in the whole

system. To illustrate the sizes we are talking about; a supercell of 4 × 4 × 4

build form unit cell of 2 atoms, as it would be the case of cubic silicon, would

require 12 ground-state calculations in a cell of 128 atoms. These calculations are

demanding from a computational point of view, especially taking into account

that the involved displacements reduce crystal symmetry, which further increases

the cost of the ground-state calculations. However, it is possible to exploit crystal

symmetries, so that symmetry-related displacements are only done once, to reduce

the number of calculations to a more manageable number [94].

2.1.4.2. Linear response theory

Harmonic force constants are derivatives of energy with respect to atomic dis-

placements, thus we can make use of perturbation theory (see 1.3) to obtain

them. Within DFPT framework, the harmonic IFCs in the reciprocal space can be

computed to be [78]

Φαβ(i, j,q) = Φel
αβ(i, j,q) + Φion

αβ (i, j,q), (2.45)

where Φel
αβ(i, j,q) is the electronic contribution to the force constant and

Φion
αβ (i, j,q) is the contribution due to nuclei-nuclei interaction, which is easily

evaluated using Ewald’s summation (see B2 of Ref. [78]). On the other hand the
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electronic contribution is

Φel
αβ(i, j,q) =

∫ (
∂ρ(r)

∂uα(i,q)

)∗ ∂VKS(r)

∂uβ(j,q)
dr+∫
∂2VKS(r)

∂uα(i,q)∂uβ(j,q)
ρ(r)dr (2.46)

where ρ(r) is the electronic density and VKS is the Kohn-Sham potential, uα(i,q)

terms are the Fourier transforms of atomic displacements. The derivative of the

potential with respect to displacements is

∂VKS(r)

∂uβ(j,q)
=
∑
B

∂VKS(r)

∂rβ(j)
e−iq·RB (2.47)

and derivatives of ρ(r) can be obtained through the solution of the Sternheimer

equation (see 1.3.1.2).

2.1.4.3. Molecular dynamics method

An intuitive picture of the basic idea behind the method can be obtained through a

simple 1D classic harmonic oscillator [95]. The equipartition theorem states that

1

2
K
〈
u2
〉

=
1

2
kBT, (2.48)

whereK is the force constant,
〈
u2
〉

is the expected value of the squared deviations

from equilibrium position. From Eq. 2.48 it follows that we can describe force

constant as function of
〈
u2
〉

K =
kBT

〈u2〉
. (2.49)
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Despite our model simplicity, such relation can be proven for more complex

systems like lattice vibrations [96]. Indeed, Kong et al. demonstrated that

Φαβ(i, j,q) = kBT 〈u(i,q)u∗(j,q)〉−1 (2.50)

where Φαβ(i, j,q) is the Fourier transform of Φαβ(0, i, B, j), and u(i,q) is the

Fourier transform of the atomic displacements with respect to their equilibrium

positions. Thus, Eq. 2.50 offers a theoretical framework to obtain the harmonic

IFCs from molecular dynamics runs, either classical or quantum. Contrary to

other methods, this one naturally accounts for finite temperature effects into

the IFCs, namely finite-difference and linear response methods provide IFCs

calculated at 0 K, needing alternative methods to account for such effects [95].

2.2. Anharmonicity

We have discussed the lattice dynamics using the harmonic approximation, in

which we have obtained that crystal dynamics is that of an uncoupled set of

harmonic oscillators (see Eqs. 2.28 and 2.39). Although in general the harmonic

approximation gives an accurate description of several important crystal properties

like the phonon frequencies and velocities or the heat capacity, it fails to describe

a plethora of other properties, for instance: the thermal dependence of crystal

volume or phonon frequencies, or the finite thermal conductivity [97]. Such a

failure has its origin in the fact that atomic vibrations are not purely harmonic

but have some degree of anharmonicity, which couples the different vibrational

modes [56]. For a proper description of those properties, the anharmonicity can

be introduced as a perturbation to the harmonic approximation. To that end, it is

useful to express the atomic displacement operator (û) and its time derivative (v̂)
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in terms of the creation and annihilation operators [67, 98],

ûα(A, i) =

√
h̄

2Nmj

∑
λ

1
√
ωλ
ξiαλe

iqRA
(
Âλ + Â†−λ

)
, (2.51)

v̂α(A, i) = i

√
h̄

2Nmj

∑
λ

1
√
ωλ
ξiαλe

iqRA
(
Â†−λ − Âλ

)
, (2.52)

where N is the number of cells of the crystal, λ is the phonon mode, viz. (q, ν),

so ωλ and ξiαλ are equivalent to ω(q, ν) and ξiα(q, ν), respectively, and −λ is

equivalent to (−q, ν). Therefore, using Eq. 2.51, the third-order perturbation

term can be written using the creation and annihilation operators as

Ĥ Anh−3 =
1

6

(
h̄

2N

) 3
2 ∑
λλ′λ′′

1
√
ωλωλ′ωλ′′∑

ABC

∑
ijk

∑
αβγ

Φαβγ(A, i,B, j, C, k)
ξiαλξjβλ′ξkγλ′′√

mimjmk

(
eiq·RAeiq

′·RBeiq
′′·RC

)
[(
Âλ + Â†−λ

)(
Âλ′ + Â†−λ′

)(
Âλ′′ + Â†−λ′′

)]
, (2.53)

which can be reduced by using translational invariance and plane wave orthonor-

mality to

Ĥ Anh−3 =
1

6
√
N

(
h̄

2

) 3
2 ∑
λλ′λ′′

Vλλ′λ′′√
ωλωλ′ωλ′′

[(
Âλ + Â†−λ

)
(
Âλ′ + Â†−λ′

)(
Âλ′′ + Â†−λ′′

)]
δ(q + q′ + q′′ + G), (2.54)

where G is a reciprocal lattice vector and we have defined Vλλ′λ′′ =
∑

B′C′∑
ijk

∑
αβγ Φαβγ(0, i, B′, j, C ′, k)

ξiαλξjβλ′ξkγλ′′√
mimjmk

(
eiq
′·RB′eiq

′′·RC′
)

.
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2.2.1. Three-phonon processes

From the expansion of creation and annihilation term in Eq. 2.54,

ÂλÂλ′Âλ′′ + ÂλÂλ′Â
†
−λ′′ + ÂλÂ

†
−λ′Âλ′′+

ÂλÂ
†
−λ′Â

†
−λ′′ + Â†−λÂλ′Âλ′′ + Â†−λÂλ′Â

†
−λ′′+

Â†−λÂ
†
−λ′Âλ′′ + Â†−λÂ

†
−λ′Â

†
−λ′′ , (2.55)

is it possible to see what effect causes the anharmonic perturbation in the har-

monic system. Following Eq. 2.55, it is easy to see that the action of third-order

anharmonic potential over phonons causes them to interact in triplets (analo-

gously fourth-order would cause phonons to interact in quartets) [56]. We can

also discard some of these processes, namely those which create or annihilate

three-phonons as those processes cannot conserve energy, and thus are unimpor-

tant out of time scales related to the violation of the conservation of energy via

the uncertainty principle [97]. Therefore, we see that there are only two kinds of

allowed processes, those in which a phonon is annihilated and two are created—

henceforth called emission processes—and the ones annihilating two phonons and

creating a third-one—henceforth called absorption processes. Furthermore, such

interaction between phonons, which are now created and destroyed through it,

causes phonons to gain a finite lifetime. We note that here this lifetime needs to be

understood as the fact that a phonon does not remain in a given state indefinitely

but transition to other states through absorbing or emitting another phonon.

Moreover, δ(q + q′ + q′′ + G) implies that only those processes conserving

the quasi-momentum up to an arbitrary reciprocal lattice vector are allowed.

Therefore combining Eq. 2.55 with this condition one obtains that the three-
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phonon processes must satisfy

ωλ ± ωλ′ − ωλ′′ = 0, (2.56)

q± q′ − q′′ = G, (2.57)

where “ + (−)” refers to absorption (emission) process.

Finally, it is possible to obtain the rate at which a phonon transitions to other

states due to emission or absorption process by inserting Eq. 2.54 into the Fermi’s

golden rule (see Section 1.5). Thus the transition rate (Γ) for emission and

absorption are [39, 56]

Γλ→λ′λ′′ =
2π

h̄

∣∣∣〈nλ − 1, nλ′ + 1, nλ′′ + 1| Ĥ Anh−3 |nλ, nλ′ , nλ′′〉
∣∣∣2 =

P 3ph
λ→λ′λ′′ [nλ(nλ′ + 1)(nλ′′ + 1)] (2.58)

and

Γλλ′→λ′′ =
2π

h̄

∣∣∣〈nλ − 1, nλ′ − 1, nλ′′ + 1| Ĥ Anh−3 |nλ, nλ′ , nλ′′〉
∣∣∣2 =

P 3ph
λλ′→λ′′ [nλnλ′(nλ′′ + 1)], (2.59)

respectively; where the intrinsic transition rate areP 3ph
λ→λ′λ′′ = h̄π

4N
|Vλλ′λ′′ |2
ωλωλ′ωλ′′

δ(ωλ−

ωλ′ − ωλ′′) and P 3ph
λλ′→λ′′ = h̄π

4N
|Vλλ′λ′′ |2
ωλωλ′ωλ′′

δ(ωλ + ωλ′ − ωλ′′). Following micro-

scopic reversibility we have that P 3ph
λ→λ′λ′′ = P 3ph

λ′λ′′→λ, and because of detailed

balance we have that in equilibrium Γλλ′→λ′′ = Γλ′′→λλ′ [39].
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2.2.1.1. Umklapp and normal scattering

Usually, three-phonon processes are classified in function of whether the quasi-

momentum is fully conserved (i.e. G = 0 in Eq. 2.57) or not; namely, it is

conserved but within a reciprocal lattice vector G, so G 6= 0 in Eq. 2.57. The

former processes are referred to as normal processes or N processes [99], whilst

the latter are referred to as umklapp processes or U processes [99, 100]. There-

fore, this distinction between N and U processes is solely a G vector. However,

as G depends on the chosen cell, the distinction between N and U is somehow

artificial [101, 102]; indeed, this was already noted by Peierls [92]:

“Physically there is no important difference between processes in

which the sum q + q′ just remains within the basic cell, and those

in which it falls just outside and has to be brought back by adding a

suitable G, and indeed the distinction between the two depends on

our convention in choosing the basic cell.”

Consequently, the underlying theory and quantities derived from it, as it could be

thermal conductivity (see Section 3.2) cannot be dependent on this distinction.

We find it worth commenting on this last point, as it is a common approach in

the field of thermal transport to make such distinction because of approximations,

like the Callaway model [99]. Indeed, this last model is fully based on such

distinction so that umklapp processes relax the distribution to its equilibrium

value, while normal processes relax it to a displaced one. However, such a

strict classification is know to yield thermal conductivities with, at best, a 30%

error [103, 104] at room temperature in the case of graphene. Indeed, to obtain

more accurate results it has been proved that one needs to perform a more careful

analysis of umklapp scattering in thermal resistivity, in a way that not all umklapp

processes are resistive [103, 105]. For instance, this redefinition of the umklapp

role on thermal transport yields improved results for the thermal conductivity
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of graphene, reducing its error to 3%. However, such an improvement is not

guaranteed a priori. For example, in the case of black phosphorous the error in

the zigzag thermal conductivity, even with such a correction, is of 15% [103].

This necessity of redefining the role of umklapp processes, but also normal

ones, on thermal transport is rooted in a general misconception which relates N

with non-resistive processes, namely those in which the flux (J =
∑

i vih̄ωini)

is conserved (i.e. v′′ = v ± v′) and U with resistive ones. In line with the

Peierls statement, this is in general false, out of the simplistic single band Debye

model; so that to determine if a single process is resistive or not, one needs to

check whether v′′ = v ± v′ holds (i.e. non-resistive) or not(i.e. resistive) [102].

In fact, the distinction only makes sense beyond the individual processes, i.e.

from a statistical point of view, where Peierls demonstrated by a mathematical

analysis of solution of the homogeneous Boltzmann Transport Equation that, in

the absence of U processes for the chosen cell, thermal equilibrium cannot be

established [92, 102]. Indeed, a more rigorous mathematical treatment leads to

the exact solution for such a case, namely a displaced Bose-Einstein distribution

[102, 106], which is in general capable of supporting a collective phonon flux ad

infinitum:

n(q, ν, T ) =
1

e
h̄ω(q,ν)−q·vn

kBT − 1
, (2.60)

where vn is the velocity of the whole phonon distribution.

However, we note that this last result is a consequence of limiting the processes

within the arbitrarily chosen reciprocal cell, and thus holds for any unit cell, while

U -N classification depends on the chosen cell. Consequently, statistically

speaking a strict distinction between U and N cannot be made, but only in a

general sense for small temperatures [102], and for the natural/traditional choice

of the reciprocal cell, i.e. one centered in Γ [102]. In such a case, most of the

processes are normal, limited to low frequencies in the vicinity of Γ, leading to
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the collective behavior of the phonons (see Subsection 3.1.1.1).

2.2.2. Performing integrals containing three-phonon
processes

Within transport theory it is common to have integrals containing three-phonon

scattering rates [46, 107] (see Subsection 3.2.1). Such expressions can in principle

seem simple; however, recall that one usually works with regular reciprocal space

meshes, and thus the energy conservation would not be satisfied for almost any of

the possible combinations for the given mesh. To overcome this limitation there

are several strategies:

1. Gaussian quadrature: the integral is solved by finding, given an initial

mesh, the explicit points that fulfill the energy and momentum conservation

constraints [98, 108]. However, this method is computationally inefficient

as it requires a search and interpolation over all the search space [98].

2. Linear tetrahedron method: the BZ is divided into tetrahedra so that all

functions (frequencies, velocities,...) are calculated at each of the tetra-

hedron vertices. The interest quantities for the integral evaluation are

then linearly interpolated inside the corresponding tetrahedron [107, 109].

We note that linear interpolation might be inappropriate for materials with

quadratic bands without an appropriate correction [110]—notice that Blöchl

corrections are not valid for phonon frequencies and other response func-

tions [110, 111]—or by using quadratic, higher-order interpolants or hybrid

methods (i.e. combining quadratic polynomials for interpolation and linear

ones for the integrals) [112].

3. Gaussian smearing method: The delta function is replaced by a Gaussian
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function [40, 46],

δ(ωλ ± ωλ′ − ωλ′′) '
1√
2πσ

exp

(
− [ωλ ± (ωλ′ − ωλ′′)]2

2σ2

)
, (2.61)

where σ is the smearing factor, determining the degree in which a process

can deviate from the strict energy conservation.

From all the three methods, the smearing one is conceptually the most sim-

ple. Moreover, it is more suited than the other two especially for complex

systems and/or band structures; although it also requires denser q-meshes to

converge [107]. However, the principal drawback of this methodology, is the

introduction of σ, as it allows for tuning to fit the experimental results, breaking

with the parameter-free spirit of the first-principles calculations.

To solve this, it is possible to use an adaptive smearing scheme based on

the properties of the phonons taking part on the scattering process to calculate

the smearing of each process [40, 113]. Hence, the smearing factor for a given

three-phonon process, σλλ′λ′′ , is [46]

σλλ′λ′′ =
a√
12
‖
(
GTµαN

−1
µµ

)T · (vλ′ − vλ′′)α‖, (2.62)

where µ indicates a reciprocal-space lattice vector, Nµµ is a diagonal matrix with

the q-grid size, and a is the scalebroad factor, i.e. a scaling factor for the smearing

parameter. This last is ideally 1, but it is usually reduced to speed up calculations

as one usually only takes into account processes whose energy deviation is not

larger than n× σ [46, 47].

We note that Eq. 2.62 breaks the microscopic reversibility. This is that given a

transition λ→ λ′+λ′′ and its reverse process λ′+λ′′ → λ, σλλ′λ′′ 6= σλ′λ′′λ as in

general vλ′−vλ′′ 6= vλ′′−vλ; indeed for the absorption process we also have that

the same physical process to occur at different rate as σλ′λ′′λ 6= σλ′′λ′λ. Moreover,
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the way smearing is constructed, as products of velocities over reciprocal lattice

vectors, breaks crystal symmetry as it can cause symmetry equivalent triplets (i.e.

triplets of phonons related by symmetry operations) to give different smearing

values.

It is also important to notice that since we are not strictly imposing energy

conservation, the smearing method will also break the detailed balance principle.

Notwithstanding those conceptual flaws, the smearing methods, and in special

the ones with an adaptive smearing scheme have succeeded in predicting thermal

properties of different materials [46, 47].

2.2.3. Frequency shift, thermal expansion and Grüneisen
parameter

In addition to finite lifetimes, anharmonicity also gives rise to other interesting

phenomena such as thermal expansion or frequency shift. A common approach

to tackle that problem is the so-called quasi-harmonic approximation, in which

the harmonic properties—i.e. ω(V ) and electron energy Eel(V )—at different

volumes are used to build the Gibbs free energy, G(V, T ), at different V and

T [114], so that its minimum at fixed T gives Veq(T ), from which it becomes

possible to define the thermal expansion coefficient, α, as

α(T ) =
1

Veq

∂Veq

∂T
. (2.63)

Moreover, as ω(V ) and Veq(T ) we have a shift in frequencies due to the volumet-

ric change of the thermal expansion. Such a change, which is a direct indicative of

the crystal anharmonicity, is usually defined in terms of the Grüneisen parameter,

γi, as

γi = −
V 0

eq

ωi(V 0
eq)

∂ωi(V )

∂Veq

∣∣∣
Veq=V 0

eq

, (2.64)
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where V 0
eq = Veq(T = 0 K). This last can be computed by numerical differentia-

tion of frequencies at different equilibrium volumes [108]. Alternatively, it can

be computed directly from the third-order force constants at V 0
eq as [108]

γi = − 1

6ω2
i

∑
BC

∑
ijk

∑
αβγ

Φαβγ(0, i, B, j, C, k)
ξ∗iαλξjβλ′√
mimj

eiq·RBrCkγ , (2.65)

where rCkγ is γ-component of the position of the k-th atom inside the C cell.

We note that in addition to the shift because of this volume change, there

is an additional shift to phonon frequencies coming from the several phonon

interactions. Paradigmatically, in contrast with scattering terms, the shift caused

by third-order terms is lower than those caused by four-order terms in the potential

expansion [115].

2.2.4. Anharmonic calculations from first principles

Like in the case of the harmonic properties, anharmonic ones are fully deter-

mined by anharmonic force constants, usually calculated up to the third-order.

It is possible to calculate these anharmonic force constants either using finite

differences [46] or linear response theory [83, 116]. In the former, the anharmonic

third-order force constants can be computed as
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Φαβγ(A, i,B, j, C, k) =
∂3E

∂uα(A, i)∂uβ(B, j)∂uγ(C, k)
≈

− 1

2h

[
∂Fγ(C, k)

∂uβ(B, j)
(uα(A, i) = h)− ∂Fγ(C, k)

∂uβ(B, j)
(uα(A, i) = −h)

]
≈

1

4h
[−Fγ(B, j)(uα(A, i) = h,uβ(B, j) = h)+

Fγ(B, j)(uα(A, i) = h,uβ(B, j) = −h)−

Fγ(B, j)(uα(A, i) = −h,uβ(B, j) = h)+

Fγ(B, j)(uα(A, i) = −h,uβ(B, j) = −h)]. (2.66)

We note that because of the additional derivative the number of DFT runs increases

significantly from the harmonic calculation, namely 4× 9n2
ucNsc versus the 6nuc

of the harmonic ones. Therefore, in addition, to make use of crystal symmetry to

reduce the computational burden, a distance cut-off is usually defined so that if

the involved atoms are further away than it, they are considered non-interacting

(viz. Φαβγ(A, i,B, j, C, k) ≈ 0).

Alternatively, it is also possible to reconstruct the leading terms of the third-

order force constants from Grüneisen parameters, either calculated experimentally

or using the quasi-harmonic approximation [117].

In the case of polar materials, equivalently to the harmonic case, the electric

field caused by the atomic vibrations gives rise to non-analytic terms in the

third-order force constants [118, 119]. However, in contrast with its harmonic

counterparts, these non-analytic terms are usually assumed to be negligible [120],

and thus it is customary to ignore them. We note that such approximation is valid

for common semiconductors like GaAs, but can be inappropriate for highly polar

materials [118].
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2.3. Mass disorder effect over atomic vibrations:
isotopic scattering

We have supposed up until now that a given atom has an uniform mass in the

whole crystal, such assumption is false for most of atomic species, as naturally

one encounters all the different stable isotopes within a crystal. The problem

of how this affects phonons can be tackled using perturbation theory. First, all

masses appearing in the previous equations are supposed to be the mean weighted

mass of the atomic species (m̄i), i.e. the one in which the mass of each isotope is

weighted by its natural occurrence (m̄i =
∑

j wjmj , where j is an isotope of i

with atomic mass mj and natural occurrence of wj). Hence, one can introduce the

effect of mass variation (∆mi) as a perturbation term to the harmonic Hamiltonian

as [121]

Ĥ mass =
1

2

∑
iAα

∆mi(A)|v̂α(A, i, t)|2, (2.67)

where v̂α(A, i, t) is the atomic velocity operator (see Eq. 2.52). Introducing

Eq. 2.51 into Eq. 2.67 allows to express this last in terms of the creation and

annihilation operators [121]:

Ĥ mass = − h̄

4N

∑
λλ′

∑
iAα

∆mi

m̄i

√
ωλωλ′ξ

∗
iαλ′ξiαλe

i(q−q′)RA

[
Â−λ′Â

†
−λ − Â−λ′Âλ − Â

†
λ′Â
†
−λ + Â†λ′Âλ

]
. (2.68)

Following Eq. 2.68, we can observe that mass disorder causes phonons to change

their state. As for three-phonon, we can eliminate those processes that only

create or destroy phonons as they cannot conserve energy; hence we only keep

Â−λ′Â
†
−λ + Â†λ′Âλ. Thus, interaction with isotopes causes phonons to change its

state.
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The transition rate from λ to λ′ due to isotopes can be calculated using the

Fermi’s golden rule to be [46, 47, 121]

Γiso
λ→λ′ = P iso

λ→λ′nλ(nλ′ + 1) =

πωλωλ′

2
nλ(nλ′ + 1)

∑
i

σ2(mi)

m̄i
|ξiλ′ξiλ|2δ(ωλ − ωλ′) (2.69)

where we assumed that mass disorder is randomly distributed along the lattice and

P iso
λ→λ′ is the intrinsic transition probability due to a isotopic scattering process.

Following microscopic reversibility we have that P iso
λ→λ′ = P iso

λ′→λ, and because

of detailed balance we have that in equilibrium Γiso
λ→λ′ = Γiso

λ′→λ [39].

Concerning the first-principles calculation of the Eq. 2.69, as this only requires

harmonic properties, it can be done through techniques explained in Subsection

2.1.4 of this Chapter. Finally, regarding the allowed isotopic processes and the

integrals containing them; we note that Eq. 2.62 remains valid but with vλ′ instead

of vλ′′ − vλ′′ . Moreover, it is possible to build a smearing respectful with the

microscopic reversibility for isotopic processes. We observe that since momentum

is not conserved, the frequencies are uncorrelated random variables, and thus the

total smearing, which respects the reversibility, can be obtained as the quadratic

sum of direct and reverse processes.

2.4. Phonons in alloys: the virtual crystal
approximation

Alloys, which are mixtures of two or more crystals, are usually treated within

the virtual crystal approximation (VCA). This consists on treating the alloy as an

effective crystal whose properties (lattice constants, masses, Born Charges, dielec-

tric constants, IFCs,...) are calculated using Vegard’s law, i.e. a weighted linear
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combination of the pure compounds properties forming the alloy, for instance

for the harmonic force constants: ΦVCA
αβ (0, i, B, j) =

∑
mwmΦm

αβ(0, i, B, j),

where m is one of the alloy’s constituents with weight wm [47, 122, 123]. Con-

cerning the effect of alloying over the virtual crystal phonons, the compositional

disorder in alloys acts like isotopic disorder scattering, and thus it can be tackled

identically, treating the mass disorder with respect to Vegard’s masses. Despite

the VCA has proven its accuracy and improvement with respect more simple

modes such as the mass-defect model [124] in describing the thermal properties of

alloys [40, 47, 123], it has some inherent limitations as it cannot account for local

relaxations of the structure, changes to the electronic structure, local ordering

or localized vibrational states (i.e. without plane-wave character) [47, 123, 124].

In addition to quantitative deviations from the experimental results [122], these

failures can even cause a qualitative fail on the behavior of thermal conductivity

with temperature, which in some cases differ from the one of a pure material as

predicted by the VCA [125, 126].

2.5. Electron-phonon interaction

Besides interacting with other vibrations and isotopes, it is not difficult to see that

any change in the atomic coordinates (i.e. vibrations) will affect electron density

and vice versa. Within the BOA framework, such interaction between atomic

vibrations and the electronic system can be treated perturbatively. Therefore,

within DFT the KS potential can be expanded up to first-order in terms of phonon

displacements [127]:

VKS(uλ) = VKS(0) +
∑
iAα

∂VKS

∂RiAα

√
h̄

2NMiωλ
eiq·RAξλ(Âλ′ + Â†−λ) (2.70)
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where we have expanded atomic displacements due λ phonon using phonon

creation and annihilation operators. Thus the electron-phonon Hamiltonian is

Ĥep =
∑
ijλ

giλj(Âλ′ + Â†−λ)ĈiĈ
†
j =

∑
ijλ

〈φj |
∑
iAα

∂VKS

∂RiAα

√
h̄

2NMiωλ
eiq·RAξλ|φi〉 (Âλ′ĈiĈ

†
j + Â†−λĈiĈ

†
j ) (2.71)

where giλj is the electron-phonon matrix element coupling the i and j electronic

states due to λ phonon mode, Ĉi and Ĉ†i are the electronic annihilation and

creation operators, respectively. Following Eq. 2.71 we can see that electron-

phonon interaction can cause either transition between electronic states due to a

phonon emission or absorption, the scattering rates of which can be computed

through the FGR [127].

The calculation of such matrix elements can be done using first principles

within the DFPT framework. However, owing to the high computational cost

associated with these calculations, they are usually restricted to small k and q-

meshes. Therefore, interpolation schemes such as Fourier or Wannier interpolation

are usually required to obtain those quantities on larger meshes necessary for the

computation of related quantities [127, 128]. We note that for polar materials,

one needs to take into account the coupling with the electric field caused by the

atomic vibrations [127–130].
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CHAPTER 3

Thermal transport modeling

The continuous development of micro- and nanofabrication techniques has al-

lowed for higher integration levels in electronic devices and more efficient ther-

moelectric systems, or better thermal insulators for improved energy saving in

buildings [1, 2, 15, 16, 31]. Indeed, the reduction in size [1] and the required in-

crement in operating speeds of devices in electronics, or the necessity to enhance

the energy conversion ratio for thermoelectrics have increased the importance

of phonon engineering or phononics[131]. Therefore, a proper understanding

of the thermal transport in those systems becomes essential to optimize their

operation, as if not managed carefully, heat can severely hinder their efficiency

and/or durability [3–6].

In this chapter we discuss thermal transport modeling ranging from the more

simple mesoscopic models to more complex models, focusing on the solution of

the semiclassical linearized Peierls-Boltzmann transport equation (PBTE) as well

as making a brief description of some software packages solving it. Finally, we

briefly comment on other methodologies for the modeling and thermal properties

calculation.

58



3. Thermal transport modeling

3.1. Mesoscopic Modeling and Fourier’s law

Thermal modeling has its roots back into the 19th century Fourier’s original

work [32]. Therein, Fourier concluded that thermal flux was proportional to

minus the thermal gradient:

J = −κ∇T (3.1)

where J is the heat flux, κ is the thermal conductivity rank-2 tensor and T is the

local equilibrium temperature. When Eq. 3.1 is combined with the energy-balance

equation one gets the time-dependent heat equation [33]:

∂T

∂t
= −α∇2T (3.2)

where α is the thermal diffusivity, which is defined as the ratio between the thermal

conductivity and the volumetric heat capacity (κ/Cv). Therefore, using Eqs. 3.1

and 3.2 together with the appropriate boundary conditions, it becomes possible

to determine the full heat mechanics in mesoscopic systems using only a small

set of materials properties (i.e. κ and Cv). This last makes these kinds of models

attractive when compared to more complex ways of modeling thermal transport,

as they are fast, efficient, and offer a clear physical picture of the phenomena [132,

133]. However, these models per se do not provide any information on how to

compute those thermal properties other than experimental fitting or as solutions

of more complex microscopic models.

3.1.1. Fourier’s law failure and beyond-Fourier
mesoscopic models

Eq. 3.2 is a parabolic partial differential equation the solution of which leads to

the evolution of the temperature in space and time. Nevertheless, its solution has
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the particularity, that any kind of thermal perturbation is instantaneously felt by

the whole system. This “paradox” in which a thermal disturbance propagates

at infinite speed is a very well-known flaw of Fourier’s theory, thus forbidding

memory effects or the proper description of the heat pulse dynamics, e.g. the

second-sound [33, 134]. One of the first attempts to overcome such limitation

was by Cattaneo [135], who based on the kinetic theory introduced a lag term

accounting for the thermal inertia [132]. Thus,

τJ
∂J

∂t
+ J = −κ∇T , (3.3)

which is known as the Maxwell-Cattaneo-Vernotte equation, where τJ is the

relaxation time of heat flux. Notwithstanding the great improvement to Fourier’s

law, the Eq. 3.3 is still unable to properly reproduce the other important Fourier

deviation found in the nanoscale, non-local effects. A prototypical non-local effect

is the Poiseuille heat flux profile found in nanowires and nanoribbons [136, 137].

Although such a feature can be described through the Fourier’s law by imposing a

position-dependent κ—with lower values nearby to the edges due to the boundary

scattering—, it can be more easily described using a single effective κ (lower than

bulk one due to the boundary scattering) and a non-local term. Other examples

of the Fourier failure due to the presence of memory and/or non-local effects

can be found in the literature; for instance, it has been observed that Fourier’s

law fails to correctly reproduce several thermoreflectance [34–36] and thermal

grating [37, 38] experiments. Indeed, for most of those cases, not even a modified

Fourier can accurately reproduce the experimental results [35].

In such systems and situations, the heat dynamics is better modeled as a

viscous fluid by means of the hydrodynamic equation (named in that way because

of its similarity with the Navier-Stokes equation describing the dynamics in
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viscous liquids):

τJ
∂J

∂t
+ J = −κ∇T + `2(∇2J + 2∇∇ · J) , (3.4)

where ` is the non-local length rank-2 tensor and is related to the distance that

heat can conserve its inertia [33, 136, 137]. The earliest derivation of this hydro-

dynamic equation for heat transport was by Guyer and Krumhansl (GK) [138].

In their work, they derived an equivalent expression by expanding the phonon

distribution on the eigenvectors of the PBTE normal collision operator—i.e. the

operator accounting for the change in the populations of the microscopic heat

carriers because of the interaction between each other, impurities, boundaries,...—

under the condition that normal (N ) scattering is dominant over umklapp (U )

and extrinsic (E ) scattering. Indeed, within the GK framework, hydrodynamic

features are only possible when N processes dominate over all other kinds of

scattering [132, 139, 140]. Similarly, Simoncelli et al. [141] have derived an

alternative set of coupled mesoscopic equations describing both the Fourier and

hydrodynamic regime using the PBTE and relaxons—i.e. the eigenvectors of

the full collision operator— [142]. Nonetheless, they have still relied on the

separation of scattering operator between the N , the U and the E contributions.

3.1.1.1. Generalized hydrodynamics

It is worth noting that the role of U and N processes in phonon hydrody-

namics is more nuanced than the widespread belief, rooted in the GK derivation,

that N processes must dominate [139, 140]. That is a sufficient but not necessary

condition, since the hydrodynamic regime is possible even in the case where N

and U scattering are comparable or when E dominates over the intrinsic scatter-

ing [132, 143]. Moreover, as discussed in Subsection 2.2.1.1 such classification

might be inappropriate, as it is subject to the specific choice of the primitive
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cell [101, 102], and even if one takes the primitive cell centered around the Γ

point, N process are not ensured to conserve the heat flux out of the single band

Debye’s model [102].

A more general hydrodynamic theory, not relaying on N dominance or on

the classification of three-phonon processes into N and U , has been recently

proposed by Sendra et al. [143]. In their work, they derived Eq. 3.4 by projecting

the PBTE over energy and quasimomenta, and by expanding phonon distribution

on macroscopic variables like flux. This generalizes the hydrodynamic regime to

materials where both resistive and non-resistive processes are comparable—i.e.

out of the range of applicability of the RTA (see Subsection 3.2.1)—, as in the case

of diamond or 2D materials [132], but also to materials like room-temperature

silicon in which intrinsic resistive scattering is the dominant mechanism [143].

3.2. Semiclassical modeling: the Peierls-Boltzmann
transport equation

Despite their utility, mesoscopic models do not provide any information about

the elements carrying the heat. From a microscopic point of view in solids,

heat is carried by electrons and atomic vibrations, i.e. phonons. Indeed, for

materials with small free-electron densities, like the insulators, semiconductors,

and semimetals which are generally used in the electronic devices, heat is mainly

carried by phonons; so the electronic contribution to heat transport for those

materials is usually deemed negligible and thus discarded [39, 144]. Therefore,

any microscopic heat modeling for semiconductors requires somehow describing

the evolution of the phonon populations both in time and space. One of the earliest

attempts to do so is after Peierls [100]. Analogously to Boltzmann’s kinetic

theory of gases, Peierls’s proposed that phonons diffuse and scatter, and that all

the information is contained within a continuous phonon distribution function,
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both in real and phase space [92]. Thus, the phonon distribution function evolves

accordingly to

∂ni(r, t)

∂t
+ vi · ∇ni(r, t) =

∂ni(r, t)

∂t

∣∣∣
collision

, (3.5)

where ni(r, t) is the phonon distribution function for the i phonon mode, r is the

position, t is the time, vi is the velocity of a phonon in the imode, ∂ni(r,t)∂t

∣∣∣
collision

represents the change in the distribution due to phonon interactions. For thermal

transport problems is customary to expand diffusion term—i.e. vi∇ni(r, t)—in

terms of the thermal gradient
[
∂ni(r,t)
∂T vi · ∇T (r, t)

]
.

As noted, the thermal properties of the system are fully determined by ni(r, t),

namely energy density, ρ(r, t), temperature, T (r, t), and heat flux, J(r, t), can

defined in terms of the distribution function as:

ρ(r, t) =
1

NqVuc

∑
i

h̄ωini(r, t), (3.6)

T (r, t) =
ρ(r, t)

Cv
, (3.7)

J(r, t) =
1

NqVuc

∑
i

vih̄ωini(r, t), (3.8)

where Nq is the number of q-points in the summation, Vuc is the volume of the

unit cell, h̄ is reduced Planck constant, Cv is the volumetric heat capacity (see

Eq. 2.43), and ωi is the frequency of the i-th phonon mode. It is worth mentioning

that in Eq. 3.8 only out-of-equilibrium contributions can lead to a non-zero flux.

Finally, before starting a depth discussion about the PBTE and its solutions,

we find it worth commenting that although it has been widely used to model

lots of materials, PBTE is known to break down for some systems, specifically

when branch spacing is lower than the phonon linewidths. For instance, this

happens for large energy broadenings caused by strong phonon interactions (i.e.
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high anharmonicity), or in large unit cells [145]. In those cases (e.g. lanthanum

zirconate [146]) one needs to rely on alternatives like, the Wigner-Boltzmann

framework derived by Simoncelli et al. [145, 146].

3.2.1. Approaches to collision term

Considering only the three-phonon and the isotopic scattering, the collision term

of Eq. 3.5 can be defined as:

∂ni(r, t)

∂t

∣∣∣
collision

= −
∑
jk

P 3ph
i+j→k[ninj(nk + 1)−

(ni + 1)(nj + 1)nk]−
1

2

∑
jk

P 3ph
i→j+k[ni(nj + 1)(nk + 1)− (ni + 1)njnk]−∑

j

P iso
i→j [ni(nj + 1)− (ni + 1)nj ], (3.9)

where Pmechanism
init→final indicates the intrinsic scattering rate (i.e. the one without

occupation factors) from a set of initial states to a set of final states due to a

given mechanism, indicating “iso” isotopic, “3ph” three-phonon processes (see

Subsections 2.2.1 and 2.3), and i, j, k, ... state for phonon modes. Moreover, we

recall that within semiclassical theory scattering is strictly local. From Eq. 3.9 it

follows that collision is indeed a complex nonlinear operator, complicating the

solution of the PBTE.

The easiest approach to simplify Eq. 3.9 into a more tractable form is to

linearize it. To do so, the phonon distribution is split between a reference equilib-

rium distribution (i.e. a Bose-Einstein one), n0
i , and a deviation from it, ndi , so

ni = n0
i + ndi . If one considers only small deviations from the equilibrium part

of the distribution (ndi � n0
i ), one can disregard any non-linear term with respect
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to the deviations. Therefore, Eq. 3.9 reduces to

∂ndi
∂t

∣∣∣
collision

= Aijn
d
j (3.10)

where

Aij =
∑
sml

P 3ph
s+m→l

[
(n0
l − n0

s)δisδjm +

(n0
s + n0

m + 1)δisδjl + (n0
l − n0

m)δisδji
]

+
1

2

∑
sml

P 3ph
s→n+l

[
(n0
l − n0

s)δisδjm + (n0
m − n0

s)δisδjl

−(n0
l + n0

m + 1)δisδji
]

+∑
sm

P iso
s→m [δisδjm − δisδji] . (3.11)

where we have used detailed balance [i.e. ∂n
0
i

∂t

∣∣∣
collision

= 0, so for each individual

process like three-phonon absorption we have that n0
i (n

0
j +1)(n0

k+1) = n0
i (n

0
j +

1)(n0
k + 1)].

This last equation is still quite complex, thus it is customarily simplified

into a more friendly form, using the the so-called (single mode) relaxation time

approximation (SMRTA or RTA), where it is assumed that each phonon mode

relaxes to equilibrium independently. This translates to supposing that only the

involved mode (i) is slightly out of equilibrium while the other modes remain in

equilibrium (i.e. nj = n0
j ∀ j 6= i). Hence, Eq. 3.10 reduces to

∂ni(r, t)

∂t

∣∣∣
collision

= −
∑
jk

P 3ph
i+j→k(n

0
j − n0

k)n
d
i−

1

2

∑
jk

P 3ph
i→j+k(n

0
k + n0

j + 1)ndi −
∑
j

P iso
i→jn

d
i = −n

d
i

τi
, (3.12)
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where we have defined the mode RTA lifetime, τi, as

τi =
[∑
jk

P 3ph
i+j→k(n

0
j − n0

k) +
1

2

∑
jk

P 3ph
i→j+k(n

0
k + n0

j + 1)+

∑
j

P iso
i→j

]−1
. (3.13)

The simplicity of this approach, which fully decouples the phonon modes

(i.e. the linear operator is diagonal, indeed it is defined in terms of the full

linearized operator as Aijδij), has taken the RTA to a prominent place in the

resolution of the PBTE, describing prototypical semiconductors like silicon with

high accuracy [46]. However, it is easy to see that such a collision operator does

not conserve heat flux to any degree, deeming all the three-phonon processes as

resistive. Such a flaw causes the RTA to fail for cases in which the processes that

are not directly resistive but indirectly so through population redistribution, are

dominant or of similar importance as resistive ones. This is the case of all materials

for low enough temperatures or materials like diamond and 2D materials, for

which the RTA has been observed to provide quite a poor description of thermal

properties [44, 139, 147]. Furthermore, we can see that the RTA scattering

operator violates energy conservation. For instance, let us imagine an isolated

homogeneous system well described by an equilibrium distribution at 300.1 K; if

one sets the reference distribution at 300 K and applies the RTA-scattering operator

to these “deviations” it would incorrectly lead to its disappearance, effectively

cooling down the isolated system. Therefore, an RTA-operator-based solution

of the PBTE requires additional conditions to satisfy the energy conservation

constraint.

Therefore, for a proper description of the scattering working even in materials

dominated by the non-resistive processes, we need to go beyond the RTA (i.e.

return to Eq. 3.10). Contrary to its RTA counterpart,Aij conserves energy without
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any addition to the formalism, as long as the constitutive processes conserve it.

Additionally, because it allows for the redistribution of the phonon population,

scattering does not necessarily fully destroy heat flux but allows for some degree

of inertia even under the effect of a significant scattering.

Finally, we find it worth mentioning differences regarding hydrodynamic

effects for both approaches. Despite deeming all processes resistive, i.e. flux

randomizing, this does not mean that the RTA does not permit any degree of

inertia, namely hydrodynamics, but that it heavily underestimates it. Indeed, in

materials/situations for which the RTA yields poor results, the hydrodynamic

features are expected to be strong, as due to a large number of non-resistive

processes the phonon distribution can keep its inertia over large distances [139,

140]. Therefore, the beyond-RTA operator is necessary to obtain an accurate

description of those hydrodynamic features, in those materials and/or situations.

3.2.1.1. Four and higher-order phonon processes

Experimentally, for most materials, thermal conductivity temperature depen-

dence is very well captured by (aT + bT 2)−1. Such a linear term is due to

three-phonon processes, while the quadratic behavior is due to the higher-order

processes. For common materials is observed that a� b up to higher tempera-

tures, to the point that κ(T ) is very well described by only 1
aT . Certainly, this

indicates from an experimental point of view that in most materials at intermedi-

ate or low temperatures, three-phonon processes are enough to obtain accurate

thermal properties [148, 149].

Although this is the most common behavior, there are cases in which three-

phonon processes are highly restricted because of large gaps in the spectrum

and/or bunched bands [150]. However, those features do not restrict the allowed

four-phonon processes, increasing in those cases their contribution to the thermal
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properties to a significant level, even at room temperature.

Therefore, it is safe to suppose that for most materials, in which the commented

features are not important, especially the large gap, the four-phonon processes

can be safely ignored.

3.2.2. Solution for the homogeneous system with an
applied thermal gradient

Maybe, the most simple system that can be described through the PBTE is a

homogeneous system under an applied thermal gradient. Definitely, the solu-

tion of the PBTE in this system is of great interest as it allows obtaining the

thermal conductivity and non-local lengths from a microscopic perspective. The

RTA-PBTE for those systems reduces to

∂n0
i

∂T
vi · ∇T = −n

d
i

τi
, (3.14)

so that ndi = −τi
∂n0

i
∂T vi · ∇T and the heat flux is therefore

J = − 1

NqVuc

∑
i

vih̄ωi

(
τi
∂n0

i

∂T
vi · ∇T

)
. (3.15)

Thus, through Fourier’s law κRTA is defined as

κRTA =
1

NqVuc

∑
i

vi ⊗ vih̄ωiτi
∂n0

i

∂T
(3.16)

Moreover, by projecting the isotropic RTA-PBTE over energy and quasimomenta,

and by expanding phonon distribution on macroscopic variables like the flux, it is
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possible to obtain a microscopic description of the non-local length [143]

`RTA
iso =

1

5

∫
BZ h̄qiv

2
i τ

2
i
∂n0

i
∂T di∫

BZ h̄qivi
∂n0

i
∂T di

, (3.17)

where qi is the wave vector of the i mode in the first Brillouin Zone.

On the other hand, for the full linearized operator PBTE we have

∂n0
i

∂T
vi · ∇T =

∑
j

Aijn
d
j ; , (3.18)

the solution of which is

ndi = −τi
∂n0

i

∂T
vi · ∇T +

∑
j 6=i

τiAijn
d
j , (3.19)

where we have used thatAii = −τ−1
i . Therefore, the solution of Eq. 3.19 depends

on itself making its direct solution unpractical. The usual approach, originally

developed by Omini and Sparavigna[41], is to iteratively solve it starting from

the RTA solution. Omini’s approach slightly differs from ours, as they have

expanded the phonon distribution as linear function of the applied field (∇T ),

ni = n0
i +

∂n0
i

∂(h̄ωi)
Fi · ∇T where Fi is a deviation function. Therefore, the PBTE

can be recast in terms of the αth-component of the deviation function [98] as

viα
∂n0

i

∂T
=
∑
jk

P 3ph
i+j→k[n

0
in

0
j (n

0
k + 1)](Fkα − Fjα − Fiα)+

1

2

∑
jk

P 3ph
i→j+k[n

0
i (n

0
j + 1)(n0

k + 1)](Fkα + Fjα − Fiα)+

∑
j

P iso
i→j [n

0
i (n

0
j + 1)](Fjα − Fiα), (3.20)
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so Fiα can be obtained through the solution of

Fiα =
h̄ωiviατi

T
+

τi
n0
i (n

0
i + 1)

[∑
jk

P 3ph
i+j→k[n

0
in

0
j (n

0
k + 1)](Fkα − Fjα)+

1

2

∑
jk

P 3ph
i→j+k[n

0
i (n

0
j + 1)(n0

k + 1)](Fkα + Fjα)+

∑
j

P iso
i→j [n

0
i (n

0
j + 1)]Fjα

]
. (3.21)

From the computational point of view there are two ways to solve Eq. 3.21,

the first is to use iterative procedure developed by Omini and Sparavigna [41] by

using the RTA solution (F0
iα = h̄ωiviατi

T ) as the 0th-iteration and iterating until

convergence. However, as discussed by Fugallo et al. [120] its convergence is not

ensured. An alternative solution is to notice that Eq. 3.21 is a linear system with

Fiα as its unknowns, thus it can be iteratively solved with variational solvers with

RTA as initial guess [120]. Moreover, this variational methodology has better

stability than Omini’s one, providing solutions even when the former fails to

converge.

Analogously to the RTA one can define the κ as a function of the deviation

functions:

καβ =
1

kBVucNqT 2

∑
λ

n0
i (n

0
i + 1)(h̄ωi)

2viαFiβ. (3.22)

where kB is the Boltzmann constant.

Consequently, it becomes possible to obtain thermal properties through those

equations either within or beyond the RTA.

Although the iterative solution of the PBTE is by far the most common way

to go beyond the RTA in the homogeneous case, there are alternative methods to

solve the PBTE and obtain the κ. Here, we shortly review some of them:
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• Kinetic Collective Model: This model, which generalizes the GK frame-

work, is based on two opposite limiting behaviors [151]. The kinetic regime

in which U processes are dominant so that modes are completely unmixed.

On the contrary, we find the collective regime in which N processes are im-

portant so that they mix modes making distribution relax globally. Finally,

the κ is calculated as a weighted mix of both regimes.

• Relaxons: The PBTE is solved by recasting it in terms of relaxons, i.e.

the eigenvectors of the scattering operator representing collective phonon

excitations. Each of these relaxons represents a deviational distribution of

several phonon modes so that the scattering operator eigenvalues describe

how the phonon distribution relaxes to equilibrium [152].

• Direct solution of the LBTE: The homogeneous PBTE is directly solved

by pseudo-inverting the scattering operator in the Fourier space [153]. In

addition to static κ this methodology also provides the frequency-dependent

κ. The main drawback of this method is the computational cost of the

pseudo-inversion of the scattering operator.

3.2.3. Size effects and solution for highly symmetric
systems

Until now we have only tackled the PBTE for infinite systems, nevertheless

the treatment of boundaries becomes essential to describe thermal transport in

real devices, especially at the nanoscale. The most basic approach to get a grasp

of boundary effects is to consider that phonons with large mean free paths (i.e.

|vi|τi) than the system’s characteristic length (L) do not contribute to thermal

properties as they are blocked by boundaries. Thus we define the cumulative

quantities as a function of the phonon mean free path, for instance, the cumulative
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thermal conductivity is

κcum(L) =
1

NqVuc

∑
{i : τi|vi|<L}

vi ⊗ vih̄ωiτi
∂n0

i

∂T
. (3.23)

Although Eq. 3.23 provides an approximate idea of the size effects over thermal

properties, the effect of boundaries over the phonons cannot be an abrupt cut-off

but some sort of partial suppression depending on their mean free paths. Moreover,

these cumulative curves do not take into account the system’s geometry which

might lead to an erroneous description for some modes; for example, given an

infinite nanowire of radius R, the cumulative function will predict all the phonon

modes with mean free paths larger than R to be fully suppressed, even those

with a velocity parallel to the unbound axis of the nanowire. A more refined

approach to the boundary scattering is to consider an extra term in the scattering

rate coming from the interaction with boundaries, and the use the Mathiessen’s

rule to obtain the total rate [99, 107]:

τ−1
i,total = τ−1

i +
|vi|
L(p)

(3.24)

whereL is the system’s effective characteristic length, depending on the diffusivity

of the boundaries [107]

L(p) =
1 + p

1− p
L, (3.25)

where p ranges from 0 for purely diffusive boundaries to 1 for fully reflective

ones. Although this model is an improvement to the cumulative one, as it does

not consider an abrupt cut-off but a smooth one, it is still incapable of considering

system’s geometry. Moreover, Wang et al. [154] demonstrated Mathiessen’s

rule breakdown for boundary scattering in 2D ribbons, thus making this solution

inadequate for those systems.

Indeed, the appropriate way to tackle boundaries is to go beyond the homoge-
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neous case, as the inclusion of physical boundaries breaks the crystal symmetry,

and hence the homogeneity. Consequently, it becomes necessary to resort to the

non-homogeneous PBTE,

∂n0
i

∂T
vi · ∇T (r) + vi · ∇ndi (r) =

∑
j

Aijn
d
j (r), (3.26)

with the appropriate boundary condition for phonons arriving to a boundary at

rB , ndj (rB) =
1

Nq

∑
{i :vi·êin⊥ >0}

PBi→jn
d
i (rB) : vj · êin⊥ < 0

 . (3.27)

Here, PBj→i is the probability of a phonon in mode i to be scattered to j mode

and êin⊥ is a the normal vector to boundary pointing into the material. This last

equation can be further simplified by noting that from all phonons arriving to the

boundary, only a fraction p is specularly reflected whilst the rest are diffusively

scattered, so that in the steady-state they will only contribute to the equilibrium

distribution [39]. In other words, a perfect diffuse boundary absorbs all phonons

arriving to it, which are then reemited from such a boundary at rate and distribution

depending on the temperature of that boundary [155]. This allows to simplify

boundary scattering to{
ndj (rB) = pndi (rB) : vj · êin⊥ < 0 and vi = vj − 2(vj · êin⊥ )êin⊥

}
. (3.28)

Thus, then we can solve Eq. 3.26 under the appropriate boundary conditions,

embodied in Eq. 3.28 arriving to [39, 40]

n0
i (r) = τi

−∂n0
i

∂T
vi · ∇T (r) +

∑
j 6=i

Aijn
d
j

(1− e−
|r−rB |
τivB

)
, (3.29)
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where vB is the magnitude of the component of the velocity normal to the

boundary, and we have further supposed fully diffusive boundaries (i.e. p = 0).

Despite in principle the solution of the Eq. 3.29 provides an accurate and correct

description of size effects, its solution would require a discretization in space. This

is from a computational point of view impractical, owing to the enormous required

memory resources and computational time for its solution. However, for highly

symmetric systems, like nanowires or nanoribbons, it is possible to obtain an

approximate solution by using averages [40]. In such a way, it becomes possible

to obtain an effective thermal conductivity (κnano) along the periodic direction

by simply introducing suppression factors in the lifetimes (τ nano
i = τiS

nano
i ) and

then iteratively solving the PBTE like in the bulk case. Those suppression factors

are calculated as the mean of the exponential factors in Eq. 3.29 over the cross

section [40]:

Snano
i =

1

Ac

∫
Ac

1− e−
|r−rB |
τivB dA (3.30)

where Ac is the area cross-section normal to system periodic direction. For

nanoribbons contained in the XY plane, the suppression factors (Snr
i ) are calcu-

lated to be:

Snr
i = 1 +

[
Mnr
i

L

(
e
− L

Mnr
i − 1

)]
(3.31)

Mnr
i =

∣∣∣∣∣∣
( uy ux

−ux uy

)−1

vi

 · e1

∣∣∣∣∣∣ τi, (3.32)

where u is a normalized vector pointing along the unbounded direction of the

system, L is the nanoribbon width and e1 is the first column of identity matrix. In

the case of cylindrical nanowires, the suppression factors (Snw
λ ) can be calculated,

analogously to the case nanoribbons, by evaluating the integral in modified
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cylindrical coordinates with the z-axis pointing to the periodic direction, yielding:

Snw
i = 1− 2Mnw

i

R2

[
Mnw
i

(
e
− R
Mnw
i − 1

)
+R

]
(3.33)

Mnw
i = ‖vi − (vi · u)u‖τi, (3.34)

where R is the nanowire radius.

As opposed to the previous methodologies this one allows for the correct

description of the boundary effect, depending on each phonon projected mean

free path over a vector normal to boundaries, while taking into account system

geometry. For instance, for nanoribbons we have the proper geometrical limits:

lim
L→+∞

Snr
i = 1, lim

Mnr
i →0

Snr
i = 1 and lim

Mnr
i →+∞

Snr
i = 0, which correspond to the

bulk, the mode propagating parallel to a periodic-direction, and the fully incident

mode with infinite mean free path limits, respectively.

3.2.4. General solution of the PBTE for arbitrary
geometries and boundary conditions

We now seek the general solution of the PBTE in both space and time, not

only valid for highly symmetric systems but for arbitrary geometries, as well as

all types of boundary conditions not only limited to diffusive borders or gradients

but isothermal reservoirs, initial temperature profiles, and so on. Solving such a

general problem is not an easy task, as the PBTE (see Eq. 3.5) is a six-dimensional

time-dependent problem, thus suffering from the so-called “curse of dimension-

ality”. Therefore, any attempt of directly/or iteratively solving it is rendered

impractical due to the excessive memory resources and computation time required

to solve it [40, 47, 87]. An alternative and easier approach is to generate phonons

accordingly to sources (isothermal boundaries, initial temperature profiles,...) and

simulate their trajectories in time and space inside the given system, whilst they
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interact with boundaries, interfaces, other phonons, or mass disorders; obtain-

ing through the summation of all the trajectories, the time and space evolution

of the distribution function. As phonon generation and scattering outcome are

fully based on random numbers, those methods of solving the PBTE are known

collectively as Monte Carlo methods [87]. For a more in-depth discussion on the

subject, we direct the reader to Chapter 4, where the use of Monte Carlo methods

for the resolution of PBTE is discussed in detail.

3.2.5. Electron-phonon coupling and thermoelectric
properties

Although we have ignored it until now, the effect of the electron-phonon scatter-

ing in the thermal properties might be essential for some materials, specially in

determining of the thermoelectric parameters [156–158]. Introducing the electron-

phonon scattering adds a new term into the PBTE collision term(
∂ni
∂t

∣∣∣
e−ph,collision

= −2
∑

ΠΛ P
e−ph
Π+i→Λ[fΠni(1 − fΛ) − (1 − fΛ)(ni + 1)fΛ],

where 2 is due to spin degeneracy, “e − ph” stands for the electron-phonon

interaction, P e−ph
Π+i→Λ is the intrinsic transition rate due to the electron-phonon

interaction, Λ,Π... indicate electronic states and f is the electron distribution

function
)

; which when linearized and inserted into Eq. 3.11 leads to:

∂ndi
∂t

∣∣∣
collision

= Aijn
d
j +Bijn

d
j + CiΩf

d
Ω (3.35)

where

Bij = 2
∑
ΠsΛ

P e−ph
Π+s→Λ(f0

Λ − f0
Π)δisδji (3.36)
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and

CiΩ = 2
∑
ΠsΛ

P e−ph
Π+s→Λ[(−f0

Λ − n0
s)δisδΩΠ + (−f0

Π + n0
Λ + 1)δisδΩΛ], (3.37)

where f0
Λ is the equilibrium part equal to a Fermi-Dirac distribution at system’s

reference temperature and chemical potential.

Thus, the operator mixes both electron and phonon distribution functions

through the so-called drag terms (CiΩ). Consequently, we need to couple the

PBTE to its electronic counterpart (BTE),

∂fΠ(r, t)

∂t
+ vΠ · ∇rfΠ(r, t)− eE · ∇qfΠ(r, t) =

∂fΠ(r, t)

∂t

∣∣∣
collision

, (3.38)

∂fΠ(r, t)

∂t

∣∣∣
collision

= −
∑
iΛ

P e−ph
Π+i→Λ[fΠni(1− fΛ)− (1− fΛ)(ni + 1)fΛ]−∑

iΛ

P e−ph
Π→Λ+i[fΠ(ni + 1)(1− fΛ)− (1− fΛ)nifΛ], (3.39)

by linearizing this last term we obtain:

∂fdΠ
∂t

∣∣∣
collision

= DΠΩf
d
Ω +MΠjn

d
j (3.40)

where

DΠΩ =
∑
ΥsΛ

P e−ph
Υ→Λ+s[(f

0
Λ − n0

s − 1)δΥΠδΩΠ + [(f0
Υ + n0

s)δΥΠδΩΛ]+∑
ΥsΛ

P e−ph
Υ+s→Λ[−(f0

Λ + n0
s)δΥΠδΩΠ + (−f0

Υ + n0
s + 1)δΥΠδΩΛ] (3.41)
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and

MΠj =
∑
ΩsΛ

P e−ph
Ω→Λ+s(f

0
Λ−f0

Ω)δΠΩδjs+
∑
ΩsΛ

P e−ph
Ω+s→Λ(f0

Λ−f0
Ω)δΠΩδjs. (3.42)

Consequently, in order to describe a material in which both electrons and phonons

contribute to the desired property, as it can be the case of Seebeck coefficient

affected by the phonon drag [156, 157], one needs to solve the coupled linearized

BTE-PBTE system, i.e.

(
∂ni(r,t)
∂t + vi · ∇rni(r, t)

∂fΠ(r,t)
∂t + vi · ∇rfΠ(r, t)− eE∇qfΠ(r, t)

)
=

(
Aij +Bij CiΩ

MΠj DΠΩ

)(
ndi

fdΩ

)
(3.43)

3.2.5.1. Solution of the homogeneous coupled phonon-electron BTE

If the solution of PBTE or BTE is already complex, the solution of Eq. 3.43

is an Herculean task of such complexity that the examples in the literature are

scarce, and are often limited to simple systems (e.g. bulk under applied homo-

geneous electric field and thermal gradient [158], or out-of-equilibrium isolated

systems [159]) or have the coupling simplified to gross quantities [160]. Despite

its limitations, the former solution is interesting as it provides a microscopic

description of all thermoelectric variables with the appropriate drag terms. In

their derivation, Protik et al. extended the iterative approach given in 3.2 to the

coupled electron-phonon system; starting from deviation expanded as a function
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of the applied electric field (E) and temperature gradient:

fΠ = f0
Π −

f0
Π(1− f0

Π)

kBT
(∇T ·HΠ + E · JΠ) (3.44)

ni = n0
i −

n0
i (n

0
i + 1)

kBT
(∇T · Fi + E ·Gi) (3.45)

where HΠ(Fi) and JΠ(Gi) are the electron (phonon) deviation functions due

to applied thermal gradient and electric fields, respectively. By inserting those

inside the homogeneous PBTE and BTE one arrives to a set of equation for all

α-components of each of the deviation functions:

Fiα =
h̄ωiviατi

T
+

τi
n0
i (n

0
i + 1)

[∑
jk

P 3ph
i+j→k[n

0
in

0
j (n

0
k + 1)](Fkα − Fjα)+

1

2

∑
jk

P 3ph
i→j+k[n

0
i (n

0
j + 1)(n0

k + 1)](Fkα + Fjα)+

∑
j

P iso
i→j [n

0
i (n

0
j + 1)]Fjα + 2

∑
ΠΛ

P e−ph
Π+i→Λ[f0

Πn
0
i (1− f0

Λ)](HΛ −HΠ)
]
,

(3.46)

Giα =
τi

n0
i (n

0
i + 1)

[∑
jk

P 3ph
i+j→k[n

0
in

0
j (n

0
k + 1)](Gkα −Gjα)+

1

2

∑
jk

P 3ph
i→j+k[n

0
i (n

0
j + 1)(n0

k + 1)](Gkα + Gjα)+

∑
j

P iso
i→j [n

0
i (n

0
j + 1)]Gjα + 2

∑
ΠΛ

P e−ph
Π+i→Λ[f0

Πn
0
i (1− f0

Λ)](JΛ − JΠ)
]
,

(3.47)
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HΠα =
τΠ(εΠ − µ)vΠα

T
+

τΠ

f0
Π(1− f0

Π)

[∑
iΛ

P e−ph
Π+i→Λ[f0

Πn
0
i (1− f0

Λ)]HΛα+∑
iΛ

P e−ph
Π→Λ+s[f

0
Π(n0

i +1)(1−f0
Λ)]HΛα+

∑
iΛ

P e−ph
Π→Λ+i[f

0
Π(n0

i +1)(1−f0
Λ)]Fiα−∑

iΛ

P e−ph
Π+i→Λ[f0

Πn
0
i (1− f0

Λ)]Fiα

]
, (3.48)

and

JΠα = eτΠ(εΠ − µ)vΠα +
τΠ

f0
Π(1− f0

Π)

[∑
iΛ

P e−ph
Π+i→Λ[f0

Πn
0
i (1− f0

Λ)]JΛα+∑
iΛ

P e−ph
Π→Λ+i[f

0
Π(n0

i +1)(1−f0
Λ)]JΛα+

∑
iΛ

P e−ph
Π→Λ+i[f

0
Π(n0

i +1)(1−f0
Λ)]Giα−∑

iΛ

P e−ph
Π+i→Λ[f0

Πn
0
i (1− f0

Λ)]Giα

]
; (3.49)

where εΠ is the energy of the Π electronic state, µ is the chemical potential and

τΠ = f0
Π(1−f0

Π)[
∑

iΛ P
e−ph
Π+i→Λf

0
Πn

0
i (1−f0

Λ)+
∑

iΛ P
e−ph
Π→ΛfΠ(ni+1)(1−fΛ)]−1

is the RTA lifetime of the Π electronic state.

This set of equations can be solved similarly to the homogeneous PBTE (see

Sec. 3.2.2). Then, the thermoelectric properties can be defined in terms of those
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deviations [158] as:

σ =
2e

NkVuckBT

∑
Π

f0
Π(1− f0

Π)vΠ ⊗ JΠ (3.50)

σS = − 2e

NkVuckBT

∑
Π

f0
Π(1− f0

Π)vΠ ⊗HΠ (3.51)

αel = − 2

NkVuckBT

∑
Π

(εΠ − µ)f0
Π(1− f0

Π)vΠ ⊗ JΠ (3.52)

κel,0 =
2

NkVuckBT

∑
Π

(εΠ − µ)f0
Π(1− f0

Π)vΠ ⊗HΠ (3.53)

αph = − 1

NqVuckBT

∑
i

h̄ωin
0
i (n

0
i + 1)vi ⊗Gi (3.54)

κph =
1

NqVuckBT

∑
i

h̄ωin
0
i (n

0
i + 1)vi ⊗ Fi (3.55)

where σ is the electric conductivity, S is the Seebeck coefficient, αel is the

electronic thermal response to an electric field, κel,0 is the electronic thermal

conductivity without applied electric field, αph is the phonon thermal response to

an electric field and κph is the phonon thermal conductivity. Therefore, the total

thermal conductivity at zero-current can be calculated as κ = κph + κel,0 − αelS.

3.2.6. Software packages solving the PBTE based on
first-principles

The first attempts to solve the PBTE were based on simplified models like Debye

for phonon-mode description together with parametric models for scattering rates.

This was later improved by the use of classical force fields to model phonons and

their interactions [41, 42], i.e. parameterizations of the atomic interactions.

However, it was not until the inclusion of phonon properties calculated from

first-principles (frequencies, scattering rates. . . ) that those methods gained popu-
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larity, as they removed the necessity of adjustable parameters thus granting access

to the thermal properties of novel materials where simpler models to describe

those properties are lacking [44, 45].

Here we shortly review some software packages offering first-principles-based

PBTE solvers:

• Phono3py [48]: It is the extension of Phonopy [161], which is a phonon

solver based on the finite-difference method interfaced with several first-

principles codes, to calculate phonon-phonon interaction using the supercell

approach. It can calculate the thermal conductivity using the direct solution

of the LBTE [153]. The integrals containing conservation deltas can be

solved using the linear tetrahedron method or Gaussian smearing with a

constant smearing parameter.

• ShengBTE [46]: This software package iteratively solves the PBTE using

Omini’s iterative approach for bulk. Additionally, it can provide effec-

tive thermal conductivity for nanowires using the approach of Sec. 3.2.3.

The integrals containing conservation deltas are solved using the adaptive

smearing method.

• FourPhonon [162]: This software extends ShengBTE to account four-

phonon processes. However, due to memory limitations, four-phonon

processes are introduced by supposing the RTA collision term for them.

• elphbolt [163]: This software extends ShengBTE to solve the coupled

electron-phonon BTE. Contrary to ShengBTE, integrals are performed

using the tetrahedron method.

• almaBTE [47]: The successor of ShengBTE, it includes all its capabili-

ties, except for the nanowire’s thermal conductivities. It has an improved

treatment of velocity in degenerate points and the iterative solution is done

through iterative linear solvers, offering improved convergence with respect
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to its predecessor. Additionally, it offers support for alloys and superlat-

tices. Finally, it also allows to obtain: the solutions of the single pulse

1D-response of the RTA-PBTE, the steady-state in 1D-multilayered struc-

tures with isothermal boundary conditions using RTA energy-based Monte

Carlo methods, and effective thermal conductivities of thin-films.

We find it worth commenting on the κ-values obtained through those codes,

namely Phonopy, ShengBTE and almaBTE, as they are calculating the same

problem. ShengBTE and almaBTE provide different thermal conductivities, be-

cause of the proper treatment of velocity degeneracies implemented in almaBTE,

as well as the latter uses variational solver for the linear problem instead of

Omini’s method. Therefore, we expect almaBTE results to be more reliable than

ShengBTE’s ones.

Regarding Phono3py-κ and almaBTE-κ they have been observed to provide

significantly different results [164]. The origin of such differences lies in the

methodologies used in both the solution of the PBTE and the calculation of

integrals with conservation deltas. The fact that Phono3py performs those

integrals using the linear tetrahedron method, which interpolates linearly the

function between given points, limits its accuracy out of non-linear bands, like

those found in 2D materials (see Subsection 2.2.2). On the other hand, almaBTE

approach to those integrals does not rely on any supposition, thus being more

appropriate for those cases. Here, we have not considered the other option that

Phono3py offers to perform those integrals, the Gaussian smearing with constant

smearing, as it makes results dependent on the chosen smearing, thus removing

the benefits of a parameter-free approach.
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3.3. Other methodologies

The other common approaches to transport modeling are based on molecular

dynamics (MD), either classical or ab initio, being the most common: the

equilibrium molecular dynamics (EMD), the non-equilibrium molecular dy-

namics (NEMD) [144], and the approach to equilibrium molecular dynamic

(AEMD) [165].

The first of those methods, EMD, allows to obtain the thermal transport

properties through the fluctuation-dissipation theorem embodied in the Green-

Kubo relations [144], which for thermal conductivity in 3D system reads as

κ(τ) =
V

3kBT 2

∫ τ

0
〈J(t) • J(0)〉 dt, (3.56)

where τ is the correlation time and V is the system’s volume. Then, for large

enough τ -values Eq. 3.56 converges to the system’s thermal conductivity. This

method was originally believed to be inapplicable to first-principles calculation

as J requires a unique decomposition the total energy into individual atomic

contributions [166]. Nonetheless, this assumption was latter proven false by

Marcolongo et al. [167], thus allowing for ab initio EMD calculations.

On the other hand, the NEMD method allows to study of the actual heat

transport processes; so that temperature profiles and heat fluxes for a given system

can be determined [144]. Indeed, the extraction of thermal properties is done, as

experimentally, by fitting to the mesoscopic equations [165].

Despite their widespread success, both the EMD and NEMD suffer from the

fact that large simulation times are needed for the convergence of Eq. 3.56 in

the former, and the establishment of the steady-state in the latter. To overcome

these limitations, Melis et al. [165] developed the faster AEMD method, which is

based on calculating transport properties from the relaxation of thermal periodic
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perturbations to equilibrium through its fitting to Fourier’s law [165].
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CHAPTER 4

Thermal simulation of devices: the Monte

Carlo method

We have already introduced the problems of solving the linearized PBTE (LPBTE)

for devices as those found in state-of-the-art electronic devices or systems for

thermoelectric applications, in the Subsection 3.2.4. For those systems, a direct

or iterative solution of the LPBTE becomes unfeasible. Thus, one needs to rely

on the so-called Monte Carlo (MC) methods to solve the PBTE.

In this chapter we review the MC methods to solve the PBTE, we start by

presenting some basic concepts of the phonon-based Monte Carlo methodology,

indicating its limitations. Deviational energy-based Monte Carlo techniques

are then presented as a way of overcoming the limitations of traditional Monte

Carlo methods; we discuss the different events a particle can suffer in those

energy-based Monte Carlo, being those events equivalent to the phonon-based

ones with minimal changes to the governing equations, namely an energy factor.

Furthermore, we discuss both approaches to scattering operator, the RTA and the

full linearized operator, as well how the energy-based MC deals with it.
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4. Thermal simulation of devices: the Monte Carlo method

4.1. The basics and limits of the phonon-based
Monte Carlo methods

The MC method aims in our case to produce a solution of the PBTE for general

system and boundary conditions. This is done by simulating the trajectory of

particles representing a single/bunch phonon in space, momentum, and time.

Those particles evolve in a semiclassical manner, moving freely inside the device

following Newton’s laws of motion, and changing from time to time their state,

thus velocity, because of the intrinsic (three-phonon and isotopic) and extrinsic

scattering (boundaries and interfaces). The methodology is stochastic in the sense

that particles’ initial state and scattering outcomes are chosen based on random

numbers [87].

The Monte Carlo methods splits the evolution of the ensemble of particles

from an initial time t0 to a final time tf = t0 + ∆t, where ∆t is a small time step,

into two steps, the advection which solves the left-side of the PBTE:

∂ni(r, t)

∂t
+ vi∇ni(r, t) = 0 (4.1)

where ni and vi are the i-th phonon mode distribution function and velocity,

respectively. Eq. 4.1 solves to a net diffusion from higher densities of phonons to

lower ones, so that phonon trajectories evolve ballistically,

r(t+ ∆t) = r(t) + vi∆t. (4.2)

If during such evolution the particle encounters a boundary or an interface, it

stops its evolution and changes its state accordingly to the kind of element

encountered, more details on those interactions are given in Subsections 4.2.2

and 4.2.3. Moreover, in case the particle arrives at an isothermal boundary, it is

thermalized, thus it is removed from the simulation.
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Finally, the advection step is finalized by simulating the effect of bound-

ary conditions, this is the insertion of new particles based on phonon sources,

like isothermal boundaries. Phonon/particles sources are further discussed in

Subsection 4.2.1.

The right-side of the PBTE is solved in the scattering substep, following the

advection step. Namely, one solves the right-side of the LPBTE (see Eq. 3.10)

∂ni(r, t)

∂t
= Aijnj(r, t). (4.3)

Here, we need to notice that most widely used scattering operator in MC methods

is the RTA one [168–171], i.e. Aij = − δij
τi

, or the RTA-Callaway methods

to account for the momentum conserving character of the N processes [172].

Consequently, the probability (P) that a particle in the i mode has scattered after

a time ∆t is given by

Pi(∆t) = 1− e−
∆t
τi , (4.4)

which is usually implemented by generating a random number R in the range

[0, 1), so that if R < Pi(∆t) the particle is scattered, and resampled due to

energy conservation constraints. Then the mechanism of scattering M is sampled

from distribution
∑

J

τ−1
i,J

τ−1
i

, where τi,J is the relaxation time due to J mechanism.

For isotopic scattering the energy is conserved, but the momentum is random-

ized [170]. On the other hand, if phonon-phonon scattering is selected, the phonon

is resampled from a postscattering distribution [169–171].

We note, that this resampling does not ensure energy conservation, thus addi-

tional algorithms are required to ensure the energy-conservation constraint [168–

172]. For instance, Mei et al. [170] kept the post-scattering energy conserved

within a tolerance range by randomly adding/deleting particles until the energy

was inside an accepted tolerated deviation from the strict energy conservation.

Of special interest, is the work of Chen et al. [172], in which they used a genetic
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algorithm to select the output state after the three-phonon scattering events, not

only imposing the energy conservation, but also moment one for the N processes.

Although it seems those algorithms solve the problem, this is far from the truth,

as they can bias the distribution in unknown ways [171].

Going beyond the RTA is conceptually easy but computationally expensive,

as it requires keeping the transition rate and the involved modes of each possible

process [173]. So that, if isotopic scattering is selected the transition is done

simply by flipping the initial state to the final one. In the case that a three-phonon

emission process is selected, the initial particle is deleted and two new particles

are generated with the corresponding states for such transition. Finally, the case of

the three-phonon absorption process is done by deleting the involved particle and

a random one with the absorbed phonon-state in the same spatial cell. Although

this algorithm solves some of the RTA issues, it raises other questions, like what to

do if after N scattering events a phonon-mode is empty but the chosen scattering

mechanism is an absorption of a phonon in such a state. Although one can suppose

that to happen so rarely that one can simply do nothing (i.e. ostrich algorithm),

such action will make scattering dependent on the phonon ordering, thus affecting

the distribution in unknown ways.

Additionally, the classical Monte Carlo methods, both the RTA and beyond

the RTA, suffer from a high noise-signal ratio to the point that when simulating

processes near the equilibrium, the thermal noise typically masks anything oc-

curring there [47, 168, 171, 174–176]. Indeed, any attempt to reduce it beyond

a level in which it does not mask any feature, would require such a big num-

ber of computational particles that it would be unpractical, as statistical noise

scales proportionally to 1√
Np

, where Np is the number of particles in the simu-

lation [168, 171, 174]. Moreover, these traditional methods waste most of the

computational effort in finding the solution for the very well-known equilibrium

part of the distribution, dampening in that way their scalability [47, 176].
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4.2. Energy-based deviational formulations

An alternative approach to overcome these limitations was developed by Péraud

and Hadjiconstantinou [175]. To reduce statistical variance they stated that distri-

bution function can be divided into two contributions, a known equilibrium one

(n0)—i.e. a Bose-Einstein distribution at a given reference temperature (Tref )—

and the deviation from it (nd). Therefore, the LPBTE within the deviational

formulation is

∂ndi
∂t

+ vi · ∇ndi +
∂n0

i

∂t
vi · ∇Tref = Aijn

d
j , (4.5)

where we ndi is position and time dependent, and the new source term(
∂n0

i
∂t vi · ∇Tref

)
is due to variation in reference temperature. So that by choosing

an appropriate n0, nd becomes small, both in value and in uncertainty. Further-

more, in such a formulation, all computational effort is used to describe those

variations from equilibrium.

Moreover, to get rid of problems coming from energy conservation in the

scattering part of the algorithm, they proposed that instead of using the usual

phonon distribution function, to use the deviational energy distribution (fi =

h̄ωini). Thus we obtain the deviational-energy linearized PBTE,

∂fdi
∂t

+ vi∇fdi +
∂f0

i

∂t
vi · ∇Tref = Bijf

d
j , (4.6)

where Bij = ωi
ωj
Aij . Therefore, in the deviational-energy MC the energy distribu-

tion is represented as

fdi (r) = εd
Np∑
J=0

σJδ[r− rJ ]δi,iJ , (4.7)
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where εd is the magnitude of deviational carried by each particle, Np is the

number of particles and σJ is the sign of the contribution, as fdi can be a negative

deviation. Consequently, the particles do not represent a bundle of a fixed number

of deviational phonons of the i mode, but bundles of a deviational constant

energy, so that the number of phonons forming that bundle is variable, and mode

dependent.

We proceed now to first explain the different events that a bundle of energy

can suffer during the MC simulation, except for intrinsic scattering, which is

extensively discussed in Section 4.3. Henceforward in the following sections, we

suppose that all phonon (particle) properties are calculated in a discrete regular

q-mesh and that real space is divided into computational boxes.

4.2.1. Deviational energy sources

In general, the computational particles are generated because of the boundary

and/or initial conditions: the initial temperature profiles, the applied thermal

gradients, and/or the isothermal boundaries. Here, it should be noted within the

deviational scheme when referring to an initial temperature profile or gradient,

these are relative to the reference temperature.

Moreover, we note that when calculating the number of particles (N ) generated

by a source, most of the time N /∈ Z. Hence owing to the impossibility of

generating fractional particles, this fraction term must be treated in an average

sense, so that the mean number of particles generated for an infinite number of

samples equals N . To do so, one generates bNc = max{m ∈ Z | m ≤ N}
particles, and then generates a random number R ∈ (0, 1], thus if R ≤ N − bNc
an additional particle is added.

In the cases of applied thermal gradients and isothermal boundaries, these

generated particles are randomly distributed along the given time step, so they
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can advect for the remaining time; whereas, in the case of the initial temperature

profile all particles are placed at t =0 ps.

4.2.1.1. Initial temperature profile

Given an initial temperature profile T (r, 0) different than the reference one, an

initial number of particles is generated to model the out-of-reference distributions

at t = 0 ps. The number of particles (N j) introduced due to an initial thermal

profile in the j-th box is calculated as [171, 175, 176]:

N j =
∑
i

|N j
i |=

∑
i

∣∣∣∣ Vj,box

NqVucεd
[f0
i (Tj)− f0

i (Tref)]

∣∣∣∣ (4.8)

where Vj,box is the volume of the j-th computational box. Then particles with

mode i are generated at j with a probability |N j
i |/N j and σ = sgn(Ni).

4.2.1.2. Isothermal boundaries

Isothermal boundaries represent a boundary between the computational domain

and thermal reservoirs, i.e. heat sources and sinks, which are usually assumed

to be at thermal equilibrium. Therefore, all particles leaving the reservoir, i.e.

entering the simulation domain, come from an equilibrium distribution, and any

incoming particle arriving at it is instantly thermalized, i.e. eliminated from the

simulation. Within the deviational energy formulation, the net flux crossing the

boundary can be expressed as [171, 176]:

Jiso =
∑

{i :vi·êin
⊥>0}

vi · êin
⊥{f0

i (Tiso, k))− f0(Tref , j)}+

∑
{i :vi·êin

⊥<0}

vi · êin
⊥f

0
i (Tref , j), (4.9)
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where êin⊥ is a unitary vector normal to the boundary pointing into the material,

and k and j refer to the reservoir and the computational box in contact with

it, respectively. The term containing the condition vi · êin
⊥ < 0 is captured by

the particles arriving to the boundary, which are thermalized and erased from

simulation upon contact. The other term of the flux is modeled by introducing

N iso =
∑
i

|N iso
i |=

∑
{i :vi·êin

⊥>0}

A∆t

NqVucεd
×

∣∣{f0
i (Tiso, k)− f0

i (Tref, j)}
∣∣ vi · êin

⊥ (4.10)

particles each time step, where A is the the area of the isothermal boundary.

The particles with mode i are generated at k − j-th boundary, with a probability

|N iso
i |/N iso and σ = sgn(N iso

i ).

4.2.1.3. Applied thermal gradients

The deviational energy distribution due to an applied gradient (∇Tref ) in the

j-th box for the i mode is [177]

fgrad
i = vi · ∇Tref

∂f0
i (Tref , j)

∂T
. (4.11)

Consequently, the number of deviational particles introduced due to the gradient

term into the system (Ngrad) is computed to be

Ngrad =
∑
i,j

|Ngrad
i,j |=

Vj,box∆t

NqVucεd

∑
i

|vi · ∇Tref |
∂f0

i (Tref , j)

∂T
, (4.12)

where j runs over the computational boxes. Then, the particles with mode i are

generated at j-th box, with a probability |Ngrad
i |/Ngrad and σ = sgn(vi · ∇Tref).
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4.2.2. Interaction with boundaries

Usually, interaction with physical boundaries is modeled as a combination of fully

specular and diffusive boundaries, so that the chosen type of boundary scattering

is controlled by a specularity parameter (p). Thus, when a particle arrives at a

physical boundary, a random number (R ∈ [0, 1)) is generated, and if R < (≥)p,

specular (diffusive) mechanism is chosen. This p parameter can be computed by

taking into account surface properties like roughness [39, 171].

4.2.2.1. Specular scattering

In specular scattering the parallel component quasi-momentum with respect

to the border is conserved, and thus the final state after the scattering can be

calculated as

q′ = q− 2(q · êin
⊥)êin

⊥ , (4.13)

ν ′ = ν (4.14)

where (q, ν) and (q′, ν ′) are the initial and final state, and êin
⊥ is a unitary vector

normal to the surface pointing into the material. Although its simplicity, Eq.4.13

can introduce important limitations to the allowed borders in a MC simulation, as

not all the êin⊥ map the incident states (q) to a valid state, i.e. a q′ contained in

the mesh, but only those boundaries compatible with crystal symmetry.
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4.2.2.2. Diffusive boundaries

On the other hand, the diffusive scattering, do not conserve the momentum, with

possible outcomes following Lambert’s cosine law [173] defined by transition

probabilities from a state i to f :

Pi→f =
vf · êin

⊥δ(ωf − ωi)∑
j vj · êin

⊥δ(ωj − ωi)
(4.15)

where δ(ωj − ωi) can be regularized using adaptive smearing [46] (see Subsec-

tion 2.2.2).

Alternatively, it is possible to properly reproduce the Casimir limit [155] by

noting that the energy incident into the boundary (Ein) must be equal to the

reemited energy of such surface (Eout) [177, 178]. Therefore,

Jout =
1

NqVuc

∑
{i :vi·êin⊥ >0}

(vi · êin⊥ ){f0
i (Twall)− f0

i (Tref)}, (4.16)

where Twall is the border temperature, is equal to Ein
A ∆t, where Ein = εd

∑N
j σj ,

N are the particles arriving at the boundary during a given time step (∆t), andA is

the border area. Therefore, particles arriving at the boundary are used to compute

Ein, and discarded. Then, Ein is used to calculate Twall through inversion or

interpolation of Ein
A ∆t = Jout. Afterwards, Twall is used to create the distribution

from which |Ein|
εd

particles are randomly drawn, during the given time step, with

sign equal to sgn(Ein).
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4.2.3. Interaction with interfaces: the diffusive mismatch
model

Whenever a particle arrives at a boundary between two dissimilar materials

it can be either transmitted or reflected, giving rise to a thermal resistance. Those

processes can be elastic, inelastic, specular, or diffusive; or more generally a

combination of all the previous kinds of scattering. This phenomenon is usually

captured through the use of transmission and reflection probabilities.

The most common approaches to obtain those transmission probabilities are

the acoustic mismatch model (AMM) and the diffusive mismatch model (DMM).

In the former, the interface is supposed to be perfectly specular (i.e. no scattering

occurs at the interface) and treated as a continuum. Therefore, the particle

(phonon) can only specularly reflect, reflect and mode convert, refract, or refract

and mode convert [179]. Thus, refraction angles and transmission probabilities

are given by Snell’s and Fresnel’s phonon equivalent laws [179], respectively.

It should be noted that the original model [179, 180] was limited to acoustic

modes; being later expanded to full-band by Larroque et al. [181]. From an

implementation point of view, the AMM suffers from the same drawbacks as

specular boundary scattering (see Subsection 4.2.2.1).

On the other hand, the DMM supposes an interface that is rough and/or with

many defects, hence all particles arriving at the interface scatter, losing their

memory. Considering only elastic processes in an interface between A and B

materials, the output state and side in a A−B interface for a particle with mode
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k in the A side as [182]:

Pk,A→k′,C =
8π3

Vuc,CNq,C
|vk · n|δ(ω′k − ωk)×

(Θ(vk · n)δBC + Θ(−vk · n)δAC)

/
[
A,B∑
D

8π3

Vuc,DNq,D

∑
j

|vj · n|×

δ(ωj − ωk) (Θ(vj · n)δBD + Θ(−vj · n)δAD)

]
(4.17)

where n is the vector normal to the interface, pointing out of A into B, C ∈
{A,B}, and Θ is the Heaviside function. Of interest here is the work of Hopkins

[183], which extended the DMM to inelastic processes, thus extending the validity

of DMM to higher temperatures where those processes gain importance.

Despite those crude approaches, the DMM and AMM have been proven to

qualitatively describe the interface thermal resistance (ITR) for several interfaces

of bulk 3D materials such as Si/Ge [47, 181]. However, both approaches rely on

the mismatch of the vibrational properties of the involved materials, and thus they

are expected to fail in cases in which those are similar, as would be the case of

twin boundaries in semiconductors [184]. Indeed in those cases, it is necessary

to rely on methodologies that take into account the full atomistic description of

the vibrational properties of the interface, as non-equilibrium Green function

methods [184]. Moreover, due to the assumption of elastic scattering, those

models fail to account for thermal rectification [185].
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4.2.4. Periodic boundary conditions

For systems with some kind of periodicity, it is possible to conduct an MC

simulation within a single periodic unit cell, so that when a particle enters into a

periodic image it is immediately translated, entering the simulation domain by

the opposite side along the given periodic direction.

4.2.5. Particle termination and canceling

Whenever a particle reaches a reservoir, it is absorbed by it, thus terminating it.

However, in some cases, like larger systems, this deletion due to absorption at

isothermal boundaries is not enough, and the number of particles can grow up to

unmanageable values. Alternatively, it is possible to implement a cancellation

scheme to keep the number of particles stable; in such a scheme, pairs of particles

with the same mode but opposite signs, and in the same spatial cell are randomly

selected and deleted. This scheme takes advantage of the fact that energy conser-

vation, as well as the value of physical quantities only requires the net amount

of particles. Notwithstanding, the speedup that the cancellation can introduce in

the simulation, it is noteworthy that the cancellation scheme introduces a non-

negligible error of second order with respect to the space mesh [171]. An example

of this error is, for instance, the fact that for larger cells particles generated within

that cell could be canceled before moving to another cell [177].
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4.3. Scattering within energy-based deviational
MC methods

During the scattering sub-step, the deviational energy distribution evolves accord-

ingly to

∂fdi (t)

∂t
= Bijf

d
j (t), (4.18)

fdi (t+ ∆t) = P (∆t)fdj (t) = eBij∆tfdj (t), (4.19)

where the propagator P (∆t) is a non-Markovian transition matrix, as it has

negative or higher than unity elements [177]. Moreover, we stress that P (∆t)

disregards any information about individual scattering mechanisms. Indeed, it

does not indicate that a particle in the i mode is undergoing a given scattering

mechanism to given state/s but how the distribution in the i mode is evolving,

transferring or receiving energy from other modes.

4.3.1. RTA scattering

In the case of the RTA, Bij reduces to a diagonal matrix Bij = − δij
τi

, hence

uncoupling the modes evolution, fdi (t+ ∆t) = e
−∆t
τi fdi (t). For each particle in

a given state k, this last is modeled by generating a random number R in range

[0, 1) and if R < 1 − eBkk∆t the particle is scattered and resampled from the

postscattering distribution
Ck′(j)/τk′(j)∑
iCi(j)/τk(j)

(4.20)

of the j-th computational box [171, 175, 176], where Ci is the volumetric heat

capacity of the i mode. This resampling embodies the energy conservation

constraints [169, 171], and is derived under the first-order expansion (i.e. we
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suppose small deviations of temperature with respect to reference one) of the

distribution in terms of the temperature

fi ≈ f0
i +

∂f0
i

∂T
(T − Tref), (4.21)

fdi ≈ Ci∆T, (4.22)

where we have used that ∂f
0
i

∂T = Ci and have defined the deviational temperature

as ∆T = T − Tref . Here, it is important to stress that the linearization with

respect to the temperature is not essential and in fact is possible to develop a

resampling that is independent of it and its associated error [171, 175]. However,

the benefits overcome the drawbacks, namely the necessity of calculating in

each step the temperature and other quantities required for the resampling, as its

associated cost and the coupling this introduces to different particles dynamics

is removed. Moreover, by setting a spatially variable reference temperature the

error associated to this linearization can be highly mitigated [171].

4.3.2. Beyond the RTA scattering

On the other hand using the full Bij matrix (i.e. going beyond the RTA),

is a tricky task, as the resulting propagator is, as already mentioned, a non-

Markovian transition matrix, which makes its direct implementation difficult.

A more implementation-friendly form can be obtained by using the power se-

ries [177, 178]:

fi(t+ ∆t) =
∑
j

Pij(∆t)

Pj

( ∞∑
n=0

(
2
P−
j

Pj

)n)
fdj (t) (4.23)

where Pj =
∑Nstates

k |Pkj | and P−
j =

∑Nstates
{k :Pkj<0}|Pkj |. The recursive Eq. (4.23)

can be implemented stochastically for a particle in state j with sign σ through the
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4. Thermal simulation of devices: the Monte Carlo method

following strategy [177, 178]:

1. Sample a random number R in [0, 1), and find the lower bound f of∑
k|Pkj(∆t)|/Pj for R.

2. Set the new sign to σ′ = sgn(Pfjσ).

3. If σ′ 6= σ, generate two particles with state j and time t.

It should be noticed that this algorithm generates additional particles, and thus it

needs to be followed by a cancellation algorithm as discussed in Subsection 4.2.5

to prevent particles to grow exponentially to unmanageable levels.

4.4. Properties sampling

Finally, after the scattering substep, the instantaneous values of the deviational

energy density ρd, the temperature T , and the heat flux J are obtained from the

distribution in the i-th computational box as:

ρd(i) =

∑Nparticles
{j : rj∈i-th box} ε

dσj

Vi,box
, (4.24)

T (i) =
ρd(i)

Cv(i, Tref)
+ Tref(i), (4.25)

J(i) =

∑Nparticles
{j : rj∈i-th box} vjε

dσj

Vi,box
, (4.26)

where Cv(i, Tref) is the volumetric heat capacity of the i-th cell at Tref . The

spectral decomposition of those quantities deviational temperature, ∆T (ω), and
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the α-component of the heat flux, Jα(ω) , are computed as

∆T (i, ω) =
1

Vi,box

Nparticles∑
{j : rj∈i-th box}

εdσjδ(ω − ωj)
Cv(i, Tref)

(4.27)

Jα(i, ω) =
1

Vi,box

Nparticles∑
{j : rj∈i-th box}

vjαε
dσjδ(ω − ωj). (4.28)

Finally, the deviational phonon distribution as function of the wave vector,

nd(q, i), is calculated as

nd(q, i) =
εdVi,ucNq

Vi,boxh̄

Nparticles∑
j

σj
ωj
δqjq, (4.29)

4.5. The ensemble energy-based deviational MC
algorithm

The algorithm of the ensemble energy-based deviational algorithm is for each

time step (∆t) as follows

1. Generate particles accordingly to the particle sources for the given initial

and boundary conditions (see Eqs. 4.8, 4.12 and 4.10). Place the particles

generated by gradients and isothermal boundaries randomly along the time

step and evolve them for the remaining time (see step 2).

2. Evolve particles ballistically from r0 (rf = r0 + vitflight) where tflight is

defined as min{∆t, tb}, where tb is the time the particle needs to encounter

a boundary or an isothermal wall.

3. If a particle encounters some physical boundary, thus finalizing its ballistic

trajectory prematurely, track it and have its energy added to that boundary.
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4. Use the energies of the different boundaries to calculate their boundaries

temperatures. Then, employ these temperature to generate the appropriate

number of particles following Eq. 4.16. As in step 1, place those new

particles along the time step and evolve them for the remaining time (see

step 2).

5. Absorb and terminate particles that encounter an isothermal boundary, thus

terminating their trajectory.

6. Intrinsically scatter (i.e. three-phonon, isotopic,...) all particles finishing

their ballistic trajectory, following the algorithms of Section 4.3.

7. Cancel the particles following the cancellation scheme as detailed in Sub-

section 4.2.5.

8. Sample the instantaneous properties at t0 + ∆t following Eqs. 4.24-4.26.

Here, we have assumed adiabatic diffuse walls for physical boundaries.

4.6. Steady-state and RTA efficient algorithms

Given a system under the effect of time-independent sources, after a time tss
it will reach a steady-state so that any initial condition (i.e. initial temperature

profiles) effect has vanished. In such cases the properties can be obtained by time-

averaging instead of the typical ensemble-average, so the steady-state property

Ass(r) is calculated as [171, 176]

Ass(r) =
1

τ

∫ tss+τ

tss

A(r, t′)dt′ =

εd

τ

Nparticles∑
j

σj

∫ tss+τ

max{temi
j ,tss}

gj(r, t
′)dt′ (4.30)
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where σjgj(r, t′) is the contribution of the j-th particle to A(r, t′), and temi
j is

the time at which the j-th particle is emitted. By letting τ →∞, and noting that

within the steady-state any initial condition contribution would have vanished,

one gets that the steady-state properties can be obtained by sampling the full

trajectory of the emitted deviational power by the time-independent sources as

A(r, t) = ε̇d
Nparticles∑

j

σj

∫ t

temi
j

gj(r, t
′)dt′. (4.31)

Therefore, the contribution of the j-th particle, which now represents deviational

power, to the steady-state can be obtained by simulating it from its emission up

to its termination [176] or a maximum time. This last is justified as trajectories

contributing to heat flux reach values in the order of the statistical deviation after

a relatively small number of scattering events [171, 176]. Moreover, Eq. 4.31

also allows obtaining the contribution of that particle to the establishment of

the steady-state by the time-independent sources, by sampling the trajectory at

intermediate times.

Consequently, it is possible to perform N single-particle simulations from

their emission to their termination to obtain the steady-state properties and its

establishment. Although in principle it can be conducted within the RTA and

beyond it, the fact that the scattering algorithm for the full linearized scattering

operator creates additional particles, makes that method unpractical for beyond

the RTA computations.

The simulation of the RTA-steady-state starts by calculating the total devia-

tional power introduced in the system can be calculated as
∣∣∣Ėtot

∣∣∣ =
∣∣∣Ėgrad

∣∣∣ +∣∣∣Ėiso
∣∣∣ where

∣∣∣Ėgrad
∣∣∣ and

∣∣∣Ėiso
∣∣∣ are the deviational power due to applied thermal
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gradients and isothermal walls, and are given by:∣∣∣Ėiso
∣∣∣ =

∑
i,j

|Ėiso
i,j |=

∑
i,j

εd|N iso
i,j |∆t, (4.32)

where j is the isothermal wall index, i runs over modes at the wall, N iso
i,j ∆t is

the number of particles per unit of time introduced in the system due to the j-th

isothermal wall (see Eq. 4.10),∣∣∣Ėgrad
∣∣∣ =

∑
i,j

|Ėgrad
i,j |=

∑
i,j

εd|Ngrad
i,j |∆t (4.33)

where j runs over the computational boxes, and Ngrad
i,j is the contribution of the i

mode to the number of deviational particles due to an applied thermal gradient

in the j-th box (see Eq. 4.12). Then the desired number of particles (Nparticles)

carrying ε̇d =
|Ėtot|

Nparticles
either negative or positive deviational power. These

Nparticles particles are generated with mode i at j from source s with a probability

|Ės
i,j |/|Ėtot| and sign σ = sgn(Ėsi,j).

Following the generation of deviational particles, the individual particle trajec-

tories are computed as following the next algorithm:

1. Evolve particles ballistically from r0 (rf = r0 + vitflight) where tflight is

defined as min{−τi ln(R), tb}, where tb is the time the particle needs to

encounter a boundary, interface or an isothermal wall and R is random

number in range (0, 1].

2. Sample the properties for the ballistic trajectory following Eq. 4.31. Further

details are given in Subsection 4.6.1.

3. Scatter the particles that have encountered physical boundaries or interfaces,

finalizing their ballistic trajectory prematurely, and select the output state

accordingly to Eqs. 4.15 and 4.17. Then, evolve those particles ballistically

105



4. Thermal simulation of devices: the Monte Carlo method

following the step 1.

4. Absorb and terminate particles that encounter an isothermal boundary,

thus terminating their trajectory. Alternatively, if t > tmax, also end the

trajectory.

5. Intrinsically scatter (i.e. three-phonon, isotopic,...) all particles finish-

ing their ballistic trajectory, and resample their properties from the post-

scattering distribution (see Eq. 4.20). Then, evolve those particles ballisti-

cally following the step 1.

Here, we have supposed fully elastic diffusive scattering for both physical bound-

aries and interfaces.

4.6.1. Trajectory sampling and steady-state properties

Within this formalism, the trajectories are sampled on a time grid on top of

an spatial grid (see Eq. 4.31), in such a way that the contribution from a trajectory

path inside a computational box to deviational energy (ed) and heat flux (j) grid

point is:

ed(k, i) =
1

Vk
σε̇d(tf − t0) [Θ(t− ti)−Θ(t− ti+1)] (4.34)

j(k, i) =
1

Vk
vσε̇d(tf − t0) [Θ(t− ti)−Θ(t− ti+1)] (4.35)

where k is the computational box id, Vk is the volume of the k-th box, and

(tf − t0) [Θ(t− ti)−Θ(t− ti+1)] represents the interval between t0 and tf that

belongs to the i-th point of the time grid, with Θ representing the Heaviside

function. Here, we have supposed that the contribution is computed each time a

particle changes its state or its spatial bin. Finally, by integrating Eqs. (4.34)-(4.35)
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one can obtain the evolution of temperature T (k, ti) and heat flux J(k, ti):

T (k, ti) = Tref +
1

Cv(Tref)

i∑
l=0

ed(k, l), (4.36)

J(k, ti) =
i∑
l=0

j(k, i). (4.37)

4.6.2. Extended systems with applied gradients

For extended systems where no isothermal boundaries are present, e.g. an in-

finitely long nanoribbon with an applied thermal gradient, particles cannot exit

the structure. It is, therefore, necessary to introduce an alternative way to collect

them. For this purpose, and taking into account that transient to steady-state is

normally not of interest for those cases, is it possible to use a modified version of

the algorithm originally proposed by Randrianalisoa et al. [186, 187] and adapted

to such cases by Péraud et al. [171].

We now list the modifications to the algorithm, to the previous one, for dealing

with extended systems under applied gradients:

1. Generate particles from a gradient (source) generator, evolve them until

they scatter (intrinsically or at borders or interfaces) and compute their

contribution to steady-state.

2. Calculate the net number of particles that intrinsically scatter,at each com-

putational box, Nj =
∑Nintrinsic

{i : r∈j} σi, where j refers to box indexes. Then,

delete those particles.

3. Generate |Nj | particles with sign σ = sgn(Nj) from the post-scattering

distribution (see Eq. 4.20).
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4. If the number of particles is 0, no new particles are introduced or the

properties have converged, end the simulation; otherwise repeat step 1.

It is noteworthy that as previously mentioned the cancellation scheme in step 2

introduces a non-negligible error of second order with respect to the space

mesh [171].
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CHAPTER 5

Thermal conductivity in nanoscale-emerging

crystal phases

This Chapter reproduces to a great extent the contents of [M. Raya-Moreno, H. Aramberri,

J. A. Seijas-Bellido, X. Cartoixà, and R. Rurali, “Thermal conductivity of hexagonal Si

and hexagonal Si nanowires from first-principle”, Appl. Phys. Lett., 111 032107 (2017)]

and [M. Raya-Moreno, R. Rurali, and X. Cartoixà, “Thermal conductivity for III-V and

II-VI semiconductor wurtzite and zinc-blende polytypes: The role of anharmonicity and

phase space”, Phys. Rev. Materials, 3 084607 (2019)]. We note a partial reproduction of

a few contents of the following collaborations [J. Carrete, M. López-Suárez, M. Raya-

Moreno, A. S. Bochkarev, M. Royo, G. K. H. Madsen, X. Cartoixà, N. Mingo, and R. Rurali,

“Phonon transport across crystal-phase interfaces and twin boundaries in semiconducting

nanowires”, Nanoscale, 11 16007–16016 (2019)] and [F. D. Santiago, M. Raya-Moreno,

Á. Miranda, M. Cruz-Irisson, X. Cartoixà, and R. Rurali, “Tunable thermal conductivity

of ternary alloy semiconductors from first-principles”, J. Phys. D: Appl. Phys., 54

335302 (2021)].

As already mentioned, heat management stands out as one of the key problems

for several technologies. The reduction in size [1] and the required increase in
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5. Thermal conductivity in nanoscale-emerging crystal phases

operating speeds of devices in electronics, or the necessity to enhance energy

conversion ratio for thermoelectrics have brought into the spotlight the impor-

tance of phonon engineering or phononics [131]. For instance, for thermoelectric

applications, a material with low thermal conductivity and high electrical con-

ductivity, the so-called “phonon-glass and electron-crystal”, is desired to have

a good efficiency, characterized by the ZT figure of merit. [18]. Historically,

one of the preferred approaches to thermoelectric materials was alloying, as it

introduces point-mass defects that strongly scatter phonons, significantly reducing

lattice thermal conductivity [19]. A more recent approach to solve this problem is

nanostructuration as an effective way of reducing the lattice thermal conductiv-

ity [16]—hereafter just referred to as thermal conductivity, κ—or a combination

of both, namely nanostructuration and alloying [19].

At the same time, recent advances in semiconductor synthesis at the nanoscale

have granted access to different phases that, in bulk, are only observed under

extreme conditions. Namely, the wurtzite phase has theoretically been proved to

be the most stable for several bulk-cubic [188] semiconductors when grown as

nanowires (NWs) [189] provided their diameter is smaller than a given critical

value, but it can also be obtained at larger sizes, though thermodynamically it

is only metastable. Indeed, the wurtzite phase in NWs has been reported for a

great range of bulk-cubic semiconductors: InP [20, 21], Si [22–24], InAs [25, 26],

GaAs [27, 28] or GaP [29, 30] to name but a few.

It is in that context, that these new semiconductor phases can become a cor-

nerstone for thermoelectricity and phononics in general, as they normally show a

lower thermal conductivity than their more stable counterparts while maintain-

ing similar electronic properties. For example, Togo et al. calculated thermal

conductivity of wurtzite and zinc-blende phases for 33 different materials [48],

Lindsay et al. [45] studied the zinc-blende/wurtzite thermal conductivity of GaN,

and Li et al. addressed the thermal conductivity of bulk and nanowire InAs, AlN,
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and BeO polymorphs [190]. However, none of these works explained in detail

the origin of the reduction in thermal conductivity.

Concerning the qualitative behavior of the thermal conductivity of materials,

Mukhopadhyay et al. [191], building on earlier work by Slack [192] and Lind-

say et al. [193], have provided seven criteria to interpret the relative magnitude of

the thermal conductivity between different materials.

In this Chapter, we study the thermal conductivity (κ) of several bulk and

nanowire semiconductors for their cubic and hexagonal phases from first-principles.

We begin presenting the two crystal phases, following with a discussion of the

differences between the thermal conductivity of those phases for silicon and

silicon nanowires. Then, we follow with a discussion of several III-V and II-VI

semiconductors. After seeing that the seven criteria provided in Ref. [191] are

unsuitable for rationalizing the bulk-κhex/κcub value for these materials, we de-

velop an approach that successfully addresses this issue, providing insight into

the factors determining the thermal conductivity of the materials we have studied.

Additionally, we present and discuss the thermal conductivity for nanowires and

alloy for both phases, focusing our discussion on nanowires. Finally, we also

discuss about the phase and twin interfaces that can be fabricated in experimental

samples of those materials, for the case of Si, GaP, and InP.

5.1. Cubic and hexagonal phases

We find it worth commenting on the structural differences between cubic and

hexagonal phases. As aforementioned, most of the used semiconductors for solid-

state devices are naturally grown in a cubic crystal system, namely diamond—

which belongs to the Fd3m (227) space group—-for unary crystals (i.e. those

made of a single atomic type) and zinc-blende (ZB) for binary ones, which belongs

to the F43m (216) space group. Nevertheless, the hexagonal phase is for most
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of them metastable or even more stable than its cubic counterpart in a few cases.

Although some of those materials can crystallize in different hexagonal lattices,

like BN with its layered structure, we will focus on lonsdaleite—which belongs to

the P63/mmc (194) space group, and that takes its name from the carbon allotrope

crystallizing in hexagonal diamond structure, named after the crystallographer

Kathleen Lonsdale and firstly identified in Canyon Diablo meteorite [194]—for

unary structures and wurtzite (WZ) for binary crystals; belonging this crystal

lattice to the P63mc (186) space group.

Interestingly, for a given set of atomic elements, the two crystal phases have

the same sp3 hybridization, which confers the characteristic tetrahedral bonding

structure; even the 1st-, 2nd-, and higher order-neighbors distances are quite

similar [43, 195, 196]. Indeed, the main difference is the atomic stacking along

[111] (cubic) and [0001] (hexagonal) crystal axis, going from the ABCABC... in

cubic crystal systems to the ABABAB... for the hexagonal ones (see Fig. 5.1).

5.2. Lonsdaleite silicon

Maybe the most paradigmatic example, owing to its importance for the semi-

conductor industry, of this new-old phase is the silicon one. In a recent ex-

ample, we have reported and discussed a reduction of 40% in the thermal con-

ductivity between the more stable 3C cubic-Si and 2H hexagonal-Si [43] (see

Fig. 5.2). Harmonic and anharmonic IFCs, needed to calculate these thermal

conductivities, were obtained using the supercell method, as implemented in

Phonopy [161] for the harmonic IFCs and thirdorder.py [46] for anhar-

monic IFCs. They were calculated in diamond polytype in a 5x5x5 supercell

for harmonic IFCs and 4x4x4 for the anharmonic IFCs. For the lonsdaleite, the

used supercell was 4x4x3 for both types of IFC. The unit cells used to span

the supercells were optimized until strict limits for stress (0.01 kbar) and forces
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Figure 5.1.: Side view of (a) ZB and (b) WZ lattice structure where the ABCABC
vs ABABAB stacking along the cubic [111] axis can be appreciated. (c)
Staggered and (d) eclipsed dihedral conformation of the ZB and WZ crystal
phases. Reprinted with permission from [G. Giorgi, M. Amato, S. Ossicini,
X. Cartoixà, E. Canadell, and R. Rurali, “Doping of III-V Arsenide and
Phosphide Wurtzite Semiconductors”, J. Phys. Chem. C 124, 27203–27212
(2020)]. Copyright 2020 American Chemical Society.
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( 5× 10−6 eV Å−1) were attained. These optimizations were conducted within

DFT, using the plane-wave VASP [197–200] code with projector augmented-

wave (PAW) potentials [201, 202] with a cutoff of 246 eV and a self-consistency

tolerance of 1× 10−9 eV for total energy and KS eigenvalues. LDA for the

exchange-correlation as parametrized by Perdew and Zunger [59] to Ceperley-

Alder [60] data was used. Then κ was obtained iteratively, for both Si bulk

and nanowires, as implemented in ShengBTE [46] code using a Γ-centered

24 × 24 × 24 q-mesh which has been shown to yield a value of κ converged

within 5% at room temperature [46].
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Figure 5.2.: Thermal conductivity of bulk cubic (circles) and hexagonal (diamonds) Si
as a function of temperature. Reproduced from [M. Raya-Moreno, H. Aram-
berri, J. A. Seijas-Bellido, X. Cartoixà, and R. Rurali, “Thermal conductivity
of hexagonal Si and hexagonal Si nanowires from first-principle”, Appl.
Phys. Lett., 111 032107 (2017)], with the permission of AIP Publishing.

This strong suppression of κ can be striking, owing to the similarities of both

structures (see Section 5.1). Nonetheless, the symmetry reduction gives rise to
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new low and medium-frequency optical phonons (see Fig. 5.3). Those optical

modes reduce the acoustic-optical (a-o) gap, increasing in principle the probability

of acoustic-acoustic-optical (a-a-o) scattering [192].
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Figure 5.3.: Phonon band-structure of (a) cubic and (b) hexagonal Si. The eigenvectors
of the low and mid-frequency optical modes at C, labeled (i)–(iv). The right
hand-side panels show the vibrational density of states (DOS). Reproduced
from [M. Raya-Moreno, H. Aramberri, J. A. Seijas-Bellido, X. Cartoixà,
and R. Rurali, “Thermal conductivity of hexagonal Si and hexagonal Si
nanowires from first-principle”, Appl. Phys. Lett., 111 032107 (2017)], with
the permission of AIP Publishing.
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Figure 5.4.: Contribution of anharmonic three-phonon processes to the total scattering
rate, for each q-point and each band for (a) cubic and (b) hexagonal Si. The
inset in (b) shows the eigendisplacements of the modes that originate the
two peaks at 8.7 and 10 THz; the red and green arrows indicate the real
and the imaginary part of the eigenvector, i.e., the frozen phonon atomic
displacement and atomic velocity, respectively. Reproduced from [M. Raya-
Moreno, H. Aramberri, J. A. Seijas-Bellido, X. Cartoixà, and R. Rurali,
“Thermal conductivity of hexagonal Si and hexagonal Si nanowires from
first-principle”, Appl. Phys. Lett., 111 032107 (2017)], with the permission
of AIP Publishing.
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To check to what extent these new modes result in the enormous reduction

of κ, we have calculated the total RTA three-phonon scattering rates of each

phonon mode as a function of the frequency (see Fig. 5.4). In cubic Si, a-a-o

scattering and acoustic-optical-optical (a-o-o) scattering involving only transverse

acoustic (TA) modes are largely suppressed because at most of the q-points the

a-o gap is larger than the acoustic bandwidth; thus, energy cannot be conserved in

a three phonon process. The longitudinal acoustic (LA) mode, on the other hand,

extends throughout a larger frequency range, and interaction with the optical

phonons becomes possible. As a result, it is the latter that carries—with a peak

at 10 THz, where the LA branch is closer to the optical bands—much of the

total scattering rate. The picture changes drastically in hexagonal Si, where low

and medium-frequency optical modes dominate the scattering rate, with up to

a fourfold enhancement in the 8-11 THz range. Also, high-frequency scattering

rates increase as a result of the additional optical phonons in the hexagonal lattice.

Consequently, the reduction in thermal conductivity between the cubic and the

hexagonal phase is very well understood using some of the classical conditions for

high thermal conductivity [192], namely the higher symmetry, and the larger a-o

gap at most q-points of the cubic phases, which results on a higher conductivity.

As previously mentioned, phases that are not thermodynamically stable at room

temperature and atmospheric pressure in bulk form, like lonsdaleite, can naturally

occur when the materials are grown as nanowires, and thus it is in nanowires

that the cubic and hexagonal phases can both be easily accessed. Therefore, it

is interesting to discuss the conductivity along the stacking direction, which is

also the common growth direction ([111] for cubic and [0001] for hexagonal) for

nanowires of different materials and diameters. Despite being one-dimensional

structures, nanowire phonon dispersions can be approximated to the bulk ones

for nanowires with diameters & 60-70 nm [40]. Hence, the PBTE can be solved

using the methodology of Subsection 3.2.3 as implemented in ShengBTE [46].

117



5. Thermal conductivity in nanoscale-emerging crystal phases

0 100 200 300 400 500
D (nm)

0

50

100

 κ
 (W

m
-1

K-1
)

cub SiNW,
cub SiNW,
cub SiNW,

0 250 500
D (nm)

0.46

0.48

0.5

κ he
x/κ

cu
bi

c

200 K
300 K
400 K

0 100 200 300 400 500
D (nm)

0

50

100

 κ
 (W

m
-1

K-1
)

hex SiNW @ 200 K
hex SiNW @ 300 K
hex SiNW @ 400 K

Figure 5.5.: Thermal conductivity of cubic (black lines) and hexagonal (red lines) Si
NWs as a function of their diameter at T = 200, 300, and 400 K. Inset: ratio
of the thermal conductivity, κhex/κcub, between hexagonal and cubic NWs.
Reproduced from [M. Raya-Moreno, H. Aramberri, J. A. Seijas-Bellido,
X. Cartoixà, and R. Rurali, “Thermal conductivity of hexagonal Si and
hexagonal Si nanowires from first-principle”, Appl. Phys. Lett., 111 032107
(2017)], with the permission of AIP Publishing.

Therefore, in Fig. 5.5 we plot the thermal conductivity as a function of the

nanowire diameter at three different temperatures for cubic and hexagonal Si

NWs. Like their bulk counterparts, hexagonal Si NWs are considerably less

conductive than cubic ones, with more pronounced reductions κhex/κcub for di-

ameters around 100-150 nm, depending on the temperature (inset of Fig. 5.5). For

instance, a hexagonal Si NW with a typical diameter of 200 nm has a remarkably

low thermal conductivity of 27 W m−1 K−1 at room temperature, making them an

interesting candidate for thermoelectric applications.
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5.3. III-V and II-VI semiconductors

Following the description of thermal conductivity in cubic and hexagonal phases

for Si, we extend now such a discussion to other widely used III-V and II-VI semi-

conductors, namely: BN, AlAs, GaN, GaAs, GaP, InP, InAs, and ZnSe. To do so,

the harmonic and anharmonic IFCs, needed to calculate the thermal conductivity,

were obtained using the supercell method, as implemented in Phonopy [161]

for the harmonic IFCs and thirdorder.py [46] for anharmonic IFCs. They were

calculated in cubic polytypes in a 5x5x5 supercell for harmonic IFCs and 4x4x4

for the anharmonic IFCs. For hexagonal polytypes, the used supercell was 4x4x3

for both types of IFC. To minimize the computational burden, anharmonic IFCs

were computed from interactions up to fourth nearest neighbors, while it has been

previously reported that including up to third nearest neighbors was sufficient to

give a satisfactorily converged value of κ [46]. The unit cells used to span the

supercells were optimized until strict limits for stress (3× 10−3 GPa) and forces

(5× 10−4 eV Å−1) were attained. These optimizations were conducted within

DFT, using the plane-wave VASP [197–200] code with projector augmented-wave

(PAW) potentials [201, 202]. LDA for the exchange-correlation as parametrized

by Perdew and Zunger [59] to Ceperley-Alder [60] data was used. For each sys-

tem, the k-point mesh size had been previously optimized, taking into account that

the supercell used to calculate 3rd-order IFCs should be commensurate with the

mesh in order not to introduce spurious forces. Therefore, the selected primitive

cell k-mesh for cubic materials was a 16×16×16 shifted mesh, and a 16×16×12

Γ-centered mesh for hexagonal polytypes, which are converged meshes for all

systems. After optimization, a DFPT run using VASP, with a doubled k-mesh

was performed to obtain the Born charges (Z∗) and dielectric constant at high

frequency (ε∞), needed to calculate the non-analytic term correction for the

dynamical matrix near Γ.
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After obtaining the IFCs, the full linearized PBTE was solved iteratively, as

implemented in the almaBTE [47] code for bulk and the ShengBTE code [46]

for nanowires.

Regarding convergence with q-mesh, we found (see Figs. 5.6-5.7 and 5.8-

5.9) that for all materials but GaN and BN a q-mesh of 30×30×30 (ZB) and

30×30×19 (WZ) is enough to obtain converged values—less than 5% change

with respect to a higher accuracy 34×34×34/21 (ZB/WZ) mesh—of κ and κpure

(i.e. without isotopes) for the 50–1000 K range. For GaN the converged q-mesh

is found to be 34×34×34 (ZB) and 34x34x21 (WZ) for κ and κpure, with respect

to a 38×38×38/24 (ZB/WZ) mesh. Finally, the harder phonon modes of BN

translate into a more demanding convergence behavior. On one hand, q-mesh

convergence was only achieved for a 38×38×38 and 38×38×24 mesh, but only

for the non-isotopically pure material, while the iterative calculation did not reach

convergence for the isotopically pure material at low temperatures. Note that all

these q-mesh values are significantly denser than the 24×24×24 mesh needed to

achieve convergence in Si [46].

5.3.1. Interatomic Force Constants test

Owing to the computational cost required to obtain the anharmonic IFCs (168

and 208 DFT runs for cubic and hexagonal polytypes, respectively), prior to their

calculation an accuracy test to the harmonic IFCs was done using Phonopy [48,

161, 203], by checking the optical phonon frequencies at the Γ point. These

results, comparing calculated and experimental values, are shown in the phonon

dispersion relations (see Figs. 5.10-5.13), exhibiting, despite small differences,

a good agreement between our calculations and the experimental values for the

TO modes. The non-analytical correction (NAC), needed in polar materials to

get the LO-TO splitting, is underestimated because of it being inversely propor-
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Figure 5.6.: Convergence of thermal conductivity with respect to the maximum q-mesh
value for BN, AlAs, GaN, and GaP, as function of temperature for the zinc-
blende phase. Dashed lines indicate the 5% threshold which we have taken
as our convergence criterion. © American Physical Society. Reproduced
with permission from Ref. [195].
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Figure 5.7.: Convergence of thermal conductivity with respect to the maximum q-mesh
value for GaAs, InP, InAs and ZnSe, as function of temperature for the zinc-
blende phase. Dashed lines indicate the 5% threshold which we have taken
as our convergence criterion. © American Physical Society. Reproduced
with permission from Ref. [195].
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Figure 5.8.: Like Fig. 5.6, but for the wurtzite phase. © American Physical Society.
Reproduced with permission from Ref. [195].
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Figure 5.9.: Like Fig. 5.7, but for the wurtzite phase. © American Physical Society.
Reproduced with permission from Ref. [195].
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tional to ε∞ (see Eq. 2.19 in Subsection 2.1.1.1), which is overestimated due to

LDA inability to take into account the polarization dependence on the exchange-

correlation functional under a field [204]. This leads to an underestimation of

the LO frequency with respect to the experiments; nonetheless, we expect this

discrepancy to have a nearly residual effect over thermal conductivity as it mostly

affects high-frequency phonons near Γ the contribution of which to κ is small.

It should be noted, nonetheless, that the effect of LDA and GGA shortcomings

have been proven to have a smaller effect in the anharmonic properties than in the

harmonic ones [205, 206].
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Figure 5.10.: Dispersion relation for BN (top) and AlAs (bottom) in the cubic (left)
and hexagonal (right) phases. Experimental results for BN are from
Ref. [207] (diamonds); and results for AlAs are from Ref. [208] (squares)
and Ref. [209] (diamonds). © American Physical Society. Reproduced
with permission from Ref. [195].
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Figure 5.11.: Dispersion relation for GaN (top) and GaP (bottom) in the cubic (left)
and hexagonal (right) phases. Experimental results for GaN are from
Ref. [210] (diamonds), and the results for GaP are from Ref. [30] (squares)
and Ref. [211] (diamonds). © American Physical Society. Reproduced
with permission from Ref. [195].
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Figure 5.12.: Dispersion relation for GaAs (top) and InP (bottom) in the cubic (left)
and hexagonal (right) phases. Experimental results for GaAs are from
Ref. [28] (squares) and Ref. [212] (diamonds), and the results for InP are
from Ref. [213] (squares) and Ref. [214] (diamonds). © American Physical
Society. Reproduced with permission from Ref. [195].
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Figure 5.13.: Dispersion relation for InAs (top) and ZnSe (bottom) in the cubic (left) and
hexagonal (right) phases. Experimental results for InAs are from Ref. [215]
(squares) and Ref. [216] (diamonds), and the results for ZnSe are from
Ref. [217] (squares) and Ref. [218] (diamonds). © American Physical
Society. Reproduced with permission from Ref. [195].
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5.3.2. Bulk

In this section, we study the thermal conductivities of cubic (ZB) and hexagonal

(WZ) phases for different compound semiconductors. We further substantiate our

results by comparing our calculated thermal conductivity to available experimen-

tal values (see Table 5.1). It is reasonable to expect that, for some materials, our

results overestimate the experimental values, because samples used in such ex-

periments might contain defects (impurities, vacancies, dislocations, etc), which

can strongly suppress thermal conductivity, and they have not been considered in

our simulations. Moreover, there might be a dependence of the measured value

on the experimental technique, and it is quite challenging to obtain experimental

thermal conductivity values with less than 5% error [219]. We note that our values

are in excellent agreement with experimental results for GaAs and AlAs, while

keeping a good agreement for InP, InAs, ZnSe, and GaP. In the nitrides, BN,

and GaN, we obtain values within the dispersion of the experimentally reported

magnitudes. Regarding comparison with other first-principles calculations, our

results are in reasonable agreement with those of Lindsay et al. [45], while there

is a stronger disagreement with the values of Togo et al. [48], which are obtained

by a different approach to the LBTE. These two approaches are known to provide

different values for the thermal conductivity in transition metal dichalcogenides

as well [164].

We found (see Table 5.1 and Figs. 5.14-5.21) that most of the materials under

study (GaAs, GaP, InP, InAs, ZnSe, and AlAs) follow the silicon behavior of

reducing their κ with symmetry [43]. However, we observe that is possible

for some materials (GaN) to have the opposite behavior, namely κ increases

when symmetry is reduced, i.e. going from ZB to WZ. Moreover, as previously

observed in other materials [190], BN can show these two opposite behaviors at

different temperatures.
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Table 5.1.: + Calculated κ and κhex/κcub ratios at 300 K. The experimental κ at room
temperature is also presented at normal conditions. The values for all κ’s
are given in W m−1 K−1. © American Physical Society. Reproduced with
permission from Ref. [195].

κcalc
cub

Ref. [48]
κcalc

hex †
Ref. [48]

κcalc
cub

Ref. [45]
κcalc

hex
†

Ref. [45]
κcalc

cub

This work
κcalc

hex
†

This work

κhex/κcub κexp‡

BN 726 592
(602/573)§

940†† – 1071 887.7
(906.6/849.9)§

0.845 760a (cub)
1200b (cub)

AlAs 86.8 72.9
(73.9/71.0)

105 – 100.0 65.84
(65.54/66.45)

0.655 98a (cub)
91c (cub)

GaN 181 171
(171/172)

215 241
(242/239)

290.7 304.3
(293.8/325.3)

1.047 253d (hex)
269e (hex)
294f (hex)
280g (hex)
300g (hex)
330g (hex)
380g (hex)

GaP 104 92.8
(96.5/85.4)

131 – 157.1 144.7
(148.8/136.4)

0.915 77h (cub)
100a (cub)
110i (cub)

GaAs 32.1 27.2
(27.8/25.9)

54 – 47.23 39.52
(38.97/40.61)

0.837 45a (cub)
45.5j (cub)
46k (cub)

InP 85.2 68.9
69.3/68.2

89 – 106.2 87.82
(85.46/92.55)

0.827 93a (cub)
67k (cub)
68h (cub)

InAs 25.2 18.3
(18.5/18.0)

36 – 36.63 33.29
(33.13/33.61)

0.909 30a (cub)
27.3j (cub)
26.5h (cub)

ZnSe 15.6 14.0
(13.8/14.5)

– – 26.06 22.35
(21.65/23.76)

0.858 19a,l (cub)
33m (cub)

† Mean of κ trace (in-plane κ / out-of-plane κ,
along c-crystallographic axis).
‡ The material phase of the experimental mea-

surement is indicated between brackets.
§ The hexagonal phase refers to WZ, as opposed

to the layered h-BN phase.
†† This value is from Ref. [193]
a Ref. [220]
b Refs. [221, 222]
c Ref. [223]
d Ref. [224]

e Ref. [225]
f Ref. [226]
g Ref. [227]. Measurements are done at

298.15 K.
h Ref. [228]
i Ref. [229]
j Ref. [230]
k Ref. [231]
l Ref. [232]
m Ref. [233]
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Figure 5.14.: Hexagonal(black) and cubic(red) BN thermal conductivity κ trace mean as
a function of temperature. Experimental results for cubic phase are from
Ref. [220] (circle) and Ref. [221, 222] (diamond). Inset: ratio between
hexagonal and cubic thermal conductivity as a function of the tempera-
ture. © American Physical Society. Reproduced with permission from
Ref. [195].

5.3.2.1. Standard analysis of κhex/κcub

Four conditions that a crystal must fulfill to have a high κ have been long estab-

lished [192]: (I) to be structurally simple, (II) to be composed of light elements,

(III) to have strong covalent bonds—represented normally by a high Debye tem-

perature/frequency (fD)—and (IV) to be harmonic, which is normally associated

to a low Grüneisen parameter (γ).

Recently, three additional conditions for a high κ have been introduced by

Lindsay et al. [193] and Mukhopadhyay et al. [191]. They demonstrated that, in

addition to the four previous conditions, a higher κ is obtained if the material also

has (V) a high “acoustic-optical” (a-o) gap, (VI) a high “acoustic bunching” and
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Figure 5.15.: Hexagonal(black) and cubic(red) AlAs thermal conductivity κ trace mean
as a function of temperature. Experimental results for cubic phase are
from Ref. [220](circle) and Ref. [223]. Since both constituting elements
are isotopically pure, AlAs presents no isotopic scattering. Inset: ratio
between hexagonal and cubic thermal conductivity as a function of the
temperature. © American Physical Society. Reproduced with permission
from Ref. [195].

(VII) low optical bandwidth.

We have collected those seven conditions for all materials under study, with

values from our first-principles calculations, in Table 5.2. Interestingly, by observ-

ing those conditions together with the κ values, we see that they do not clarify

which of the phases—cubic or hexagonal—is the most conductive: for instance

if one looks at GaN four out of seven criteria suggest that zinc-blende phase

should be the most conductive one, while one of them is neutral and only two of

them predict a larger κ for the wurtzite. Yet, the calculations predict the latter

to be more conductive. Additionally, those conditions cannot either explain the

reason for some materials, like BN, to change their κhex/κcub ratio behavior
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Figure 5.16.: Hexagonal(black) and cubic(red) GaN thermal conductivity κ (solid) and
κpure (dashed) trace mean as a function of temperature. Experimental
results for hexagonal phase are from: Ref. [224] (circle), Ref. [225] (dia-
mond), Ref. [226] (triangle) and Ref. [227] (square). Inset: ratio between
hexagonal and cubic thermal conductivity as a function of the temperature
with (solid) and without (dashed) isotopic scattering. We notice that some
numerical instabilities/noise were found in isotope free simulations at low
temperature for wurtzite phase. © American Physical Society. Reproduced
with permission from Ref. [195].

with temperature. Such a shortcoming is due to being based on arguments of a

qualitative character that do not quantify the relative importance of each condition,

thus the necessity of a more quantitative viewpoint to predict/understand which

phase is the most conductive at a given temperature.
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Figure 5.17.: Hexagonal(black) and cubic(red) GaP thermal conductivity κ (solid) and
κpure (dashed) trace mean as a function of temperature. Experimental
results for cubic phase are from Ref. [228] (triangle), Ref. [220](circle) and
Ref. [229](diamond). Inset: ratio between hexagonal and cubic thermal
conductivity as a function of the temperature with (solid) and without
(dashed) isotopic scattering. © American Physical Society. Reproduced
with permission from Ref. [195].

5.3.2.2. Effective anharmonicity and accessible phase space

To gain insight into the κhex/κcub ratio at different temperatures, we focus our

analysis on two quantities that together contain all conditions: the three-phonon

scattering matrix elements or anharmonicity (high-κ conditions I, II, III and IV)

and phase space, i.e. all the energy-conserving three-phonon combinations (high-

κ conditions I, II, V, VI, and VII). In particular, the condition I, i.e. to be structural

simple, leads to not only a lower number of bands, and thus available channels of

scattering—namely phase space—but a decrease in the magnitude of the matrix

elements, i.e. anharmonicity, due to the phase factors inside Eq. 2.54 [234]. Sim-

ilarly, the mass effect is contained in both anharmonicity, through anharmonic
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Figure 5.18.: Hexagonal(black) and cubic(red) GaAs thermal conductivity κ (solid) and
κpure (dashed) trace mean as a function of temperature. Experimental
results for cubic phase are from Ref. [220](circle) Ref. [230](triangle) and
Ref. [231](diamond). Inset: ratio between hexagonal and cubic thermal
conductivity as a function of the temperature with (solid) and without
(dashed) isotopic scattering. © American Physical Society. Reproduced
with permission from Ref. [195].

Hamiltonian dependence on mass (see Eq. 2.54), and the phase space, as the

phonon spectrum indirectly depends on mass, through the dynamical matrix (see

Eq. 2.9). Furthermore, condition III, i.e. strong bonding, is related to the potential,

and thus to the anharmonic force constants (anharmonicity), as well as to the

harmonic ones, so that the strong bonding leads to harder phonon modes, therefore

affecting the phase space. As for condition IV, i.e. being harmonic, this is directly

related to anharmonicity, keeping no relation to phase space. Finally, conditions

V, VI, and VII lead to an increase in the available channels of scattering, namely

they allow further acoustic-acoustic-optic (V), acoustic-acoustic-acoustic (VI),

and acoustic-optic-optic processes, and are thus contained in the phase space.
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Figure 5.19.: Hexagonal(black) and cubic(red) InP thermal conductivity κ (solid) and
κpure (dashed) trace mean as a function of temperature. Experimental
results for cubic phase are from Ref. [228] (triangle), Ref. [220] (circle) and
Ref. [231] (diamond). Inset: ratio between hexagonal and cubic thermal
conductivity as a function of the temperature with (solid) and without
(dashed) isotopic scattering. © American Physical Society. Reproduced
with permission from Ref. [195].

In fact, anharmonicity and phase space directly contribute to κ via the three-

phonon scattering rate [46] (see Eqs. 2.58, 2.59 and 3.12).

As it can be seen from Eqs. 2.58 and 2.59, an increment in anharmonicity

(V ±λλ′λ′′), where the superscript−(+) refers to emission (absorption) three-phonon

processes, produces an increment in the scattering rate, therefore a reduction in κ.

In the same way, an increment in phase space, represented in the Eqs. 2.58 and

2.59 by the energy conservation delta δ(ωλ ± ωλ′ − ωλ′′), also reduces κ.

Comparing the phonon dispersion of both phases for all materials (see Figs. 5.10-

5.13) it becomes obvious that similarly to the lonsdaleite the symmetry reduction,

which causes the appearance of new low/medium optical eigenmodes with non-
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Figure 5.20.: Hexagonal(black) and cubic(red) InAs thermal conductivity κ (solid) and
κpure (dashed) trace mean as a function of temperature. Experimental
results for cubic phase are from Ref. [228] (triangle), Ref. [220] (circle) and
Ref. [231] (diamond). Inset: ratio between hexagonal and cubic thermal
conductivity as a function of the temperature with (solid) and without
(dashed) isotopic scattering. © American Physical Society. Reproduced
with permission from Ref. [195].

vanishing scattering matrix elements, also increases the phase space for transitions

at a given temperature. In order to obtain an actual measurement of accessible

phase space while taking into account the effect of temperature, we calculate it

(δocc,T) defined as follows:

δocc,T =
2

3
(δ+

occ,T +
1

2
δ−occ,T) (5.1)
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Figure 5.21.: Hexagonal(black) and cubic(red) ZnSe thermal conductivity κ (solid) and
κpure (dashed) trace mean as a function of temperature. Experimental
results for cubic phase are from Ref. [220, 232] (circle) and Ref. [233]
(diamond). Inset: ratio between hexagonal and cubic thermal conductivity
as a function of the temperature with (solid) and without (dashed) isotopic
scattering. © American Physical Society. Reproduced with permission
from Ref. [195].

δ+
occ,T = 2π

[
VBZ

(2π)3

]3∑
ijk

∫∫∫
BZ

δ(ωλ + ωλ′ − ωλ′′)×

n0
q,in

0
q′,j(1 + n0

q′′,k) δq+q′,q′′+G dq′′dq′dq, (5.2)

δ−occ,T = 2π

[
VBZ

(2π)3

]3∑
ijk

∫∫∫
BZ

δ(ωλ − ωλ′ − ωλ′′)×

n0
q,i(1 + n0

q′,j)(1 + n0
q′′,k) δq−q′,q′′+G dq′′dq′dq, (5.3)

where δq±q′,q′′+G is the momentum conservation condition; δ+
occ,T and δ−occ,T
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Table 5.2.: Seven standard conditions of high κ for all materials in both phases. Boldface
indicates the characteristic more favorable to a higher κ. Mavg stands for the
average atomic mass of the unit cell, fD for the Debye frequency and γ300K

for the Grüneisen parameter at room temperature. © American Physical
Society. Reproduced with permission from Ref. [195].

material (I)
crystal

structure

(II)
Mavg

(amu)

(III)
fD

(THz)

(IV)
γ300K

(V)
“a-o” gap

(THz)

(VI)
“acoustic”
bunching
(THz)

(VII)
optical

bandwidth
(THz)

BN WZ
ZB

12.41
12.41

39.15
39.15

0.67
0.73

0.00
0.00

30.11
15.55

11.41
9.37

AlAs WZ
ZB

50.95
50.95

5.44
5.41

0.29
0.40

3.54
3.55

6.32
3.56

1.93
1.93

GaN WZ
ZB

41.86
41.86

9.75
9.71

0.64
0.70

6.18
6.50

10.27
6.43

5.87
5.36

GaP WZ
ZB

50.35
50.35

6.66
5.57

0.51
0.57

2.67
2.49

7.01
4.53

2.10
1.99

GaAs WZ
ZB

72.32
72.32

4.53
4.67

0.55
0.60

0.00
0.00

6.21
4.35

2.89
2.53

InP WZ
ZB

72.90
72.90

3.51
3.48

0.38
0.48

3.88
3.69

4.92
3.41

1.42
1.35

InAs WZ
ZB

94.87
94.87

2.92
3.07

0.36
0.38

0.82
0.51

4.56
3.62

1.55
1.39

ZnSe WZ
ZB

72.17
72.17

4.70
4.47

0.67
0.71

0.00
0.00

5.29
4.00

2.03
2.06
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are the contribution to the accessible phase space of absorption and emission

processes, i, j, ... refer to phonon bands, n0
i,q is the equilibrium Bose-Einstein

distribution function of the λ = (q, i) phonon mode, and the 2/3 and 1/2 weight-

ing factors ensure the normalization and non double counting of processes [235].

Therefore, δocc,T gives an idea for a given temperature of the accessible part of

the available phase space. Certainly, the attainable phase space for the different

materials (see Table 5.3) confirms that, as inferred from dispersion relations,

the hexagonal phase has a greater accessible phase space which contributes to

reducing the κhex/κcub ratio. This is a general feature of all the studied materials.

On the other hand, from the scattering matrix elements (|V ±λλ′λ′′ |
2) of energy-

conserving three-phonon processes, one obtains direct information on the material

anharmonicity. Notwithstanding that this bare anharmonicity is an interesting

quantity by itself, it is not useful for us because it gives the same importance to

processes in which the involved modes are occupied as those in which they are

not. Therefore, analogously to what we did with the accessible phase space, we

define the temperature-dependent mean effective anharmonicity as:

|Vλλ′λ′′ |2occ,T =
2

3
(|V +

λλ′λ′′ |2occ,T +
1

2
|V −λλ′λ′′ |2occ,T) (5.4)

where |V +
λλ′λ′′ |2occ,T and |V −λλ′λ′′ |2occ,T are the arithmetic means of the population

weighted three-phonon matrix elements squared modulus for absorption and

emission processes:

|V +
λλ′λ′′ |

2
occ,T = |V +

λλ′λ′′ |
2nq,inq′,j(1 + nq′′,k) (5.5)

|V −λλ′λ′′ |
2
occ,T = |V −λλ′λ′′ |

2nq,i(1 + nq′,j)(1 + nq′′,k). (5.6)

From the mean effective anharmonicity, it can be seen that, for all materials

under study, the cubic phase is more anharmonic than the hexagonal phase both
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at 77 K (a representative value of the low-temperature regime) and at 300 K (see

Table 5.3).

Therefore, we have two antagonistic processes occurring when reducing the

symmetry from cubic to hexagonal: an increment in the available phase space

for phonon-phonon scattering events and a lowering of the anharmonicity, which

makes the strength of those events weaker when compared to the cubic ones, with

no indication of their relative importance as regards to κ.

5.3.2.3. The ratio of effective anharmonicity and accessible phase
space product

As we already mentioned, despite being widely used to predict the relationship

between thermal conductivity for different materials [191], the criteria listed in

Subsection 5.3.2.1 lack the capacity to discern the relative importance of opposed

processes.

To overcome such a limitation and owing to the fact that scattering rates are

a product of the anharmonicity with phase space (see Eqs. 2.58 and 2.59), we

represent in Fig. 5.22 κhex/κcub versus the hexagonal-cubic ratio of the mean

effective anharmonicity, Eq. 5.4, and the accessible phase space product, Eq. 5.1

at 77 and 300 K. We call this ratio, which is a central magnitude in our discussion,

REAAPS, standing for Ratio of Effective Anharmonicity and Accessible Phase

Space product. Isotopic scattering, despite being the clear mechanism determining

the ratio at low temperature for some materials like GaP, is not accounted for in

such analysis. To avoid the influence of the isotope effect, the same procedure,

but with the ratios of isotopically pure materials, can be repeated (see Fig. 5.23).

By this analysis of the relative importance of the accessible phase space and

effective anharmonicity at a given temperature, it can be observed from Fig. 5.23

that the κpure
hex /κ

pure
cub ratio shows a strong correlation with the REAAPS, and that
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Figure 5.22.: κhex/κcub ratio (with isotopic scattering) as a function of the hexagonal-
cubic ratio of the mean effective anharmonicity and the accessible phase
space product at 77 K (left) and 300 K (right) for different materials. The
factor that controls the ratio κhex/κcub (anharmonicity or phase space)
for a given REAAPS is indicated together with which phase is the most
conducting for that value. The gray-filled region corresponds to the limiting
region. The dashed blue line corresponds to a linear regression of the data,
with the corresponding slope m and standard deviation, σ provided in the
figure. The cyan area corresponds to an interval ±σ. © American Physical
Society. Reproduced with permission from Ref. [195].

κpure
hex > κpure

cub when REAAPS is lower than ∼ 1.66, indicating that in these

cases the effective anharmonicity increment in the zinc-blende phase compensates

the wurtzite accessible phase space increment, thus giving a higher conductivity

in wurtzite phase. For higher values of REAAPS, the dominant factor is the

increment in the accessible phase space of the wurtzite phase, hence the higher

conductivity of the zinc-blende phase. Interestingly, the plots with (Fig. 5.22)
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Figure 5.23.: κpurehex /κ
pure
cub ratio (without isotopic scattering) as a function of the

hexagonal-cubic ratio of the mean effective anharmonicity and the ac-
cessible phase space product at 77 K (left) and 300 K (right) for different
materials. The factor that controls the ratio κpurehex /κ

pure
cub (anharmonicity

or phase space) for a given REAAPS is indicated together with which
phase is the most conducting for that value. The gray-filled region corre-
sponds to the limiting region. The dashed blue line corresponds to a linear
regression of the data, with the corresponding slope m and standard devi-
ation, σ provided in the figure. The cyan area corresponds to an interval
±σ. © American Physical Society. Reproduced with permission from
Ref. [195].

and without (Fig. 5.23) isotopic scattering are quite similar at both temperatures,

indicating that three-phonon processes are the ones dominating the ratio behavior

at the studied temperatures. We note that both the threshold of ∼1.66 and the

slopes of the linear regressions are independent, to a large extent, of temperature

(see Fig. 5.24 for a plot at a high temperature, 700 K).
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Figure 5.24.: κhex/κcub ratio as a function of the hexagonal-cubic ratio of the mean
effective anharmonicity and the accessible phase space product at 700 K
for different materials with isotopic scattering (left) and without it (right).
The factor that controls the ratio κhex/κcub (anharmonicity or phase space)
for a given REAAPS is indicated together with which phase is the most
conducting for that value. The gray-filled region corresponds to the limiting
region. The dashed blue line corresponds to a linear regression of the data,
with the corresponding slope m and standard deviation, σ provided in the
figure. The cyan area corresponds to an interval ±σ. © American Physical
Society. Reproduced with permission from Ref. [195].

Our analysis helps to explain some of the ratio behaviors such as in GaN,

which has κhex > κcub over all the temperature range considered. As observed in

Table 5.3, the anharmonicity of the hexagonal phase is particularly small when

compared to that of the cubic phase. Additionally, the ratio of the accessible phase

space is somewhat lower than in other materials. Both factors favor a higher κ for

the WZ phase, as it is indeed the case. This is in agreement with previous works
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by Lindsay et al. [45] but in opposition to the results by Togo et al. [48], which,

as mentioned before, are obtained by a different approach to the LBTE that yields

different values for the thermal conductivity in other materials as well [164] (see

Subsection 3.2.6 for a detailed discussion about the topic).

The case of BN is also interesting. Both Table 5.3 and Fig. 5.22 show that

there is nothing particular to BN at 300 K, having κ300 K
hex < κ300 K

cub . However,

when the temperature is lowered to 77 K, the accessible phase space decreases

much more than in the other materials (a consequence of the hard phonon modes)

and the ratio of accessible phase space takes a low value of 5.297, significantly

different from the rest of the materials. From this it can be concluded that the

change from κ300 K
hex < κ300 K

cub to κ77 K
hex > κ77 K

hex is due to the abnormally large

increase of κhex as temperature is decreased because of the quicker decrease of

the accessible phase space in the WZ phase.

Moreover, one can also see from Table 5.3 that for the vast majority of materials

the behavior of the ratio with temperature is the opposite to the behavior of

REAAPS with temperature. Therefore, when REAAPS decreases (increases) with

the temperature, the ratio increases (decreases) for almost all materials, explaining

the temperature dependence of κpure
hex /κ

pure
cub . However, this does not occur in the

case of GaAs, where contrarily to the rest of the materials, the evolution of the

REAAPS seems to indicate that the ratio should increase with temperature. This

disagreement may show a limitation of our analysis, where we have not taken

into account the correlations between anharmonicity and accessible phase space,

which can play an important role in borderline cases. When isotopic scattering is

added into consideration, it can significantly alter the monotonic dependence of

the ratio vs. the temperature at very low temperatures, see the case of GaP for an

example.
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5.3.2.4. Four-phonon scattering for GaN

Feng et al. [150] have conducted a rigorous study of four-phonon scattering

on three representative materials, showing that a significant reduction of κ is

caused at high temperatures. This effect was shown to be particularly strong

in BAs, a material with a large a-o gap, where the inclusion of four-phonon

processes opened up scattering channels that were forbidden in a three-phonon

event. GaN also presents a large a-o gap, and thus it is interesting to estimate how

four-phonon scattering can affect the predicted values for κ.

Although a full study is out of the scope of this thesis, Ref. [150] provides some

guidelines on how to estimate the effect of four-phonon scattering on thermal

conductivity. We have followed the procedure there reported for the estimation,

computing the anharmonicity ratio |Φ4/Φ3|2 /|Φ2|, where Φn is the n-th order

on-site force constant for Ga along the stacking direction ([111] or [0001]),

e.g. Φ3 = ΦWZ
0,Ga,z;0,Ga,z;0,Ga,z , and comparing the cubic and hexagonal phases.

These directions are chosen because (a) they correspond to the directions of the

cation-anion bond, (b) they are the directions maximum structural difference

between ZB and WZ, and (c) the IFCs do not take zero values. The results, shown

in Table 5.4, indicate that the inclusion of four-order processes maintains that

the anharmonicity of GaN-ZB is stronger than that of GaN-WZ. Also, those

anharmonicity ratios, although the IFCs were computed along different directions

than in Ref. [150] and we do not know up to what point they can be directly

compared, have a higher numerical value than those provided for diamond, BAs,

and Si [150]. Furthermore, given that GaN-ZB has a larger a-o gap than its WZ

counterpart, we expect that at high temperatures ZB will be more affected by

the inclusion of four-phonon processes than the hexagonal phase. From all these

considerations, we can predict that κhex/κcub will increase at high temperature

once four-phonon processes are included in the analysis.
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5.3.3. Nanowires

Like in the case of the hexagonal silicon, viz. lonsdaleite, the metastable phases

that are not thermodynamically favored at room temperature and atmospheric pres-

sure in bulk form can naturally occur when the materials are grown as nanowires,

allowing access to both phases, ZB and WZ.

Consequently, κ along [111] (cubic) and [0001] (hexagonal) is plotted as

function of the nanowire diameter for several temperatures in Figs. 5.25 and 5.26

together with κhex/κcub. In order to understand the ratio behavior in NWs, it

becomes essential to obtain an insight of the size effects (boundary scattering).

To do so, the cumulative thermal conductivity with the phonon mean free path

(MFP) was plotted together with the nanowire κ for both phases at different

temperatures (see Figs. 5.27 and 5.28). Thus, from Figs. 5.27 and 5.28 we can

confirm that the ratio in NWs is mostly controlled by size effects. Although

the cumulative thermal conductivity with MFP does not hold accurate predictive

power [236], they overall reproduce the behavior of the ratios as a function of

diameter (Figs. 5.29 and 5.30), especially at high temperatures 1. For instance,

InAs having a ratio larger than 1 at small diameters is due to the behavior of

the ratio of the cumulative functions. Notwithstanding its utility for determining

size effects (i.e: boundary scattering) trends, it is also clear that the MFP plot

cannot be used to perfectly predict the detailed ratio behavior as the cumulative

and NW function differ, due to the cumulative function not accounting for phonon

propagation axis or the expression of boundary scattering in NWs having an

exp(−d/λMFP) behavior—where d is the distance traveled by the phonon hitting

the NW surface and λMFP is its MFP—as opposed to an abrupt cutoff [40] (see

Subsection 3.2.3 for a detailed discussion on the topic).

1The lack of agreement at 77 K might be due to the larger number of phonons (lower temperatures
mean longer MFPs) affected by the different cutoff behaviors for a given MFP/diameter.
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Moreover, from the nanowire κs we can also observe that BN and GaN show

a higher κ at 300 K than at 77 K, thus indicating a displacement in the κ(T ) peak

to higher temperatures when compared to the bulk. Such results are coherent with

experimental observations for silicon NWs [236], and they are associated with

the domination of boundary scattering over three-phonon and isotopic resistive

scattering in the NW geometry when compared to the bulk one. Finally, it is

worth mentioning that the available tuning of κ ratios by modifying their diameter,

especially for AlAs with a range between 0.7 and 1.1, makes these NWs interesting

building blocks for complex thermoelectric and/or phononic systems.
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Figure 5.25.: Thermal lattice conductivity of BN, AlAs, GaN and GaP nanowires
along [111] for cubic (red) and [0001] for hexagonal (black) at 77 K
(triangles), 300 K (squares), 600 K (pentagons) and 1000 K (diamonds)
as function of the nanowire diameter. Inset: hexagonal-cubic ratios for
nanowires. © American Physical Society. Reproduced with permission
from Ref. [195].
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Table 5.3.: Mean of effective anharmonicity and accessible phase space for zinc-blende
and wurtzite phases at 77 and 300 K, together with κ ratios. Boldface in-
dicates the characteristic more favorable to a higher κ. Mean of effective
anharmonicities and accessible phase spaces are given in eV2/(amu3 · Å6

) and
ps, respectively. © American Physical Society. Reproduced with permission
from Ref. [195].

material |Vλλ′λ′′ |2occ,77 K δocc,77 K κ77 K
hex /κ

77 K
cub |Vλλ′λ′′ |2occ,300 K δocc,300 K κ300 K

hex /κ300 K
cub

BN
ZB
WZ

WZ/ZB

3.387× 10−10

7.904× 10−11

0.233

2.324× 10−6

1.231× 10−5

5.297

1.284
1.350× 10−4

3.422× 10−5

0.253

8.757× 10−3

7.284× 10−2

8.318

0.829

AlAs
ZB
WZ

WZ/ZB

1.538× 10−7

4.457× 10−8

0.290

1.100× 10−1

9.662× 10−1

8.784

0.617
4.378× 10−5

1.051× 10−5

0.240

1.186× 101

1.018× 102

8.583

0.658

GaN
ZB
WZ

WZ/ZB

7.227× 10−8

1.522× 10−8

0.210

5.877× 10−3

4.088× 10−2

6.956

1.359
1.157× 10−4

2.424× 10−5

0.210

1.217× 100

9.302× 100

7.643

1.047

GaP
ZB
WZ

WZ/ZB

1.631× 10−7

3.797× 10−8

0.233

6.190× 10−2

5.566× 10−1

8.992

0.882
7.073× 10−5

1.471× 10−5

0.208

8.147× 100

7.103× 101

8.719

0.921

GaAs
ZB
WZ

WZ/ZB

1.914× 10−7

4.817× 10−8

0.252

2.587× 10−1

2.230× 100

8.620

0.916
3.777× 10−5

9.459× 10−6

0.250

3.019× 101

2.559× 102

8.476

0.837

InP
ZB
WZ

WZ/ZB

1.029× 10−7

2.501× 10−8

0.243

3.581× 10−1

3.030× 100

8.461

0.741
2.115× 10−5

4.692× 10−6

0.222

3.114× 101

2.610× 102

8.382

0.827

InAs
ZB
WZ

WZ/ZB

2.226× 10−7

5.220× 10−8

0.235

8.224× 10−1

6.651× 100

8.087

0.832
2.966× 10−5

6.776× 10−6

0.228

6.909× 101

5.548× 102

8.030

0.909

ZnSe
ZB
WZ

WZ/ZB

3.025× 10−7

7.207× 10−8

0.238

4.817× 10−1

3.548× 100

7.366

0.971
4.648× 10−5

1.105× 10−5

0.238

4.902× 101

3.689× 102

7.25

0.857
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Table 5.4.: Anharmonicity ratio |Φ4/Φ3|2 /|Φ2| to get an insight of the relative impor-
tance of four-phonon processes in GaN-ZB and GaN-WZ. IFCs have been
calculated along the stacking direction ([111] or [0001]) using a 4× 4× 4
(4× 4× 3) supercell for ZB (WZ) and central finite differences, and they are
given in eV/Ån. © American Physical Society. Reproduced with permission
from Ref. [195].

phase Φ2 Φ3 Φ4 |Φ4/Φ3|2 /|Φ2|

GaN-ZB 20.1 70.0 244 0.604

GaN-WZ 19.7 69.3 184 0.358

152



5. Thermal conductivity in nanoscale-emerging crystal phases

100 250 400 550 700 850 1000
D (nm)

0

50

100

150

(
W m
K

)

GaAs
Hexagonal
Cubic
77 K
300 K
600 K
1000 K

100 500 1000

D (nm)

0.8

0.9

1.0

1.1

h
ex
/

cu
b

100 250 400 550 700 850 1000
D (nm)

0

50

100

150

200

(
W m
K

)

InP
Hexagonal
Cubic
77 K
300 K
600 K
1000 K

100 500 1000

D (nm)

0.8

0.9

1.0

1.1

1.2

h
ex
/

cu
b

100 250 400 550 700 850 1000
D (nm)

0

20

40

60

80

100

120

(
W m
K

)

InAs
Hexagonal
Cubic
77 K
300 K
600 K
1000 K

100 500 1000

D (nm)

0.9

1.0

1.1

1.2

1.3

h
ex
/

cu
b

100 250 400 550 700 850 1000
D (nm)

0

20

40

60

80

100

(
W m
K

)

ZnSe
Hexagonal
Cubic
77 K
300 K
600 K
1000 K

100 500 1000

D (nm)

0.8

0.9

1.0

1.1

1.2

h
ex
/

cu
b

Figure 5.26.: Thermal lattice conductivity of GaAs, InP, InAs and ZnSe nanowires
along [111] for cubic (red) and [0001] for hexagonal (black) at 77 K
(triangles), 300 K (squares), 600 K (pentagons) and 1000 K (diamonds)
as function of the nanowire diameter. Inset: hexagonal-cubic ratios for
nanowires. © American Physical Society. Reproduced with permission
from Ref. [195].
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Figure 5.27.: Dashed lines: Bulk-cumulative thermal lattice conductivity for BN, AlAs,
GaN and GaP at 77 K (triangles), 300 K (squares), 600 K (pentagons) and
1000 K (diamonds) as function of the phonons mean free path for zinc-
blende (red) and wurtzite (black). Solid lines: Bulk normalized nanowire
thermal lattice conductivity for BN, AlAs, GaN and GaP at 77 K (triangles),
300 K (squares), 600 K (pentagons) and 1000 K (diamonds) as function
of nanowire diameter for zinc-blende (red) along [111] axis and wurtzite
(black) along [0001] axis. BN-Inset: Zoom for 77 K. © American Physical
Society. Reproduced with permission from Ref. [195].
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Figure 5.28.: Dashed lines: Bulk-cumulative thermal lattice conductivity for GaAs, InP,
InAs and ZnSe at 77 K (triangles), 300 K (squares), 600 K (pentagons)
and 1000 K (diamonds) as function of the phonons mean free path for
zinc-blende (red) and wurtzite (black). Solid lines: Bulk normalized
nanowire thermal lattice conductivity for GaAs, InP, InAs and ZnSe at 77 K
(triangles), 300 K (squares), 600 K (pentagons) and 1000 K (diamonds)
as function of nanowire diameter for zinc-blende (red) along [111] axis
and wurtzite (black) along [0001] axis. © American Physical Society.
Reproduced with permission from Ref. [195].
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Figure 5.29.: Solid lines: Hexagonal-cubic thermal conductivity ratio for BN, AlAs,
GaN and GaP nanowires at 77 K (blue), 300 K (green), 600 K (purple) and
1000 K (yellow) as function of diameter. Dashed lines: Hexagonal-cubic
cumulative thermal conductivity ratio for BN, AlAs, GaN and GaP at 77 K
(blue), 300 K (green), 600 K (purple) and 1000 K (yellow) as function of
phonon MFP. © American Physical Society. Reproduced with permission
from Ref. [195].
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Figure 5.30.: Solid lines: Hexagonal-cubic thermal conductivity ratio for GaAs, InP,
InAs and ZnSe nanowires at 77 K (blue), 300 K (green), 600 K (purple) and
1000 K (yellow) as function of diameter. Dashed lines: Hexagonal-cubic
cumulative thermal conductivity ratio for GaAs, InP, InAs and ZnSe at 77 K
(blue), 300 K (green), 600 K (purple) and 1000 K (yellow) as function of
phonon MFP. © American Physical Society. Reproduced with permission
from Ref. [195].
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5.3.4. Alloys

The phase selection path to lowering thermal conductivity can be combined with

more classical approaches such as alloying; indeed wurtzite InxGa1-xAs [237, 238]

and GaAs1-xPx [123] NWs have been successfully synthesized. Therefore, it is

interesting to understand the behavior of κ in such alloys, for both the bulk-stable

ZB and the WZ. To do so, we have iteratively solved the homogeneous PBTE

using the VCA together with mass-defect scattering, as detailed in Subsection 2.4,

to model alloying [124]. The thermal conductivity for both materials and phases,

i.e. zinc-blende and wurtzite, are given in Figs. 5.31 and 5.32, respectively.
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Figure 5.31.: Thermal conductivity as a function of composition at T = 100 K, 300 K, and
500 K for cubic InxGa1-xAs and GaAs1-xPx. © IOP Publishing. Adapted
with permission from [F. D. Santiago, M. Raya-Moreno, Á. Miranda, M.
Cruz-Irisson, X. Cartoixà, and R. Rurali, “Tunable thermal conductivity
of ternary alloy semiconductors from first-principles”, J. Phys. D: Appl.
Phys., 54 335302 (2021)]. All rights reserved.

Contrary to their constituents, the thermal conductivity between the different

crystal phases of alloys is almost the same, at least for the in-plane component

of κWZ—i.e. xx and yy—-and the κZB. We note that Vegard’s combination

is incapable of resulting in such an equalization. Hence, this last must have
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Figure 5.32.: Thermal conductivity as a function of composition at T = 100 K, 300 K,
and 500 K for hexagonal InxGa1-xAs and GaAs1-xPx. © IOP Publishing.
Reproduced with permission from [F. D. Santiago, M. Raya-Moreno, Á.
Miranda, M. Cruz-Irisson, X. Cartoixà, and R. Rurali, “Tunable thermal
conductivity of ternary alloy semiconductors from first-principles”, J. Phys.
D: Appl. Phys., 54 335302 (2021)]. All rights reserved.

its origin in the scattering caused by the compositional disorder of the alloy,

which consequently is stronger in the ZB phase. Such results are in line with the

differences in the κhex/κcub ratio with and without the isotopic scattering found

in the constituent pure bulk materials (see Figs. 5.18 and 5.17).

5.4. Phase boundary thermal resistance

As previously mentioned, both phases, namely diamond/zinc-blende and lons-

daleite/wurtzite, can be accessed in III-V and group-IV semiconductor nanowires.

Indeed, for III-V materials the physical mechanism behind the formation of cubic

or hexagonal phase is very well understood and controlled [239], in contrast with

group-IV nanowires [184]. Such precise guidance over the synthesis outcome

brings the opportunity to engineer nanowire-based devices or systems combin-

ing both phases, e.g. superlattices, for phononic and/or electronic applications.

Nonetheless, while the process is very well controlled, it is not uncommon to
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see stacking defects, like twin boundaries in cubic phases, which originate from

a 60° rotation in one of the atomic planes resulting in an ABCABC BACBAC

stacking. Consequently, we have studied the thermal resistance of the phase

(i.e. those between the hexagonal and the cubic phase) and twin boundaries

(phase and twin TBRs), as these are essential quantities in the development of

NW-semiconductor-based devices.

Unfortunately, as we noted in Subsection 4.2.3 the most common approaches to

boundary scattering, namely AMM and DMM, are unsuited for the study of these

TBRs since both sides have similar (phase) or identical vibrational properties

(twin). Therefore, we have relied on state-of-the-art nonequilibrium Green’s

functions (NEGF) and NEMD (see Section 3.3) to compute TBR calculation. For

reference, the former method calculates the TBR through the Landauer-Büttiker

formalism [184], in which the frequency-dependent transmission coefficients

are obtained through the Green’s function, built using the IFCs and masses

in the region of interest as well the semi-infinite thermal reservoirs. Further

details on the NEGF for thermal transport can be found in Refs. [240] and [241].

Alternatively, it is also possible to obtain the transmission coefficient through

the equivalent mode-matching formulation [242], which is based on directly

matching the vibrational modes in the scattering region to the phonon modes of

the semi-infinite leads.

It is important to notice that the used techniques, i.e. NEMD and NEGF,

require that the perturbation causing the scattering, namely the interface, must

not be felt at the connecting leads. Such a condition translates to relatively

large systems–i.e. around 40 nm–with a considerable number of atoms, rendering

DFT calculations unpractical, especially regarding the computation of third-order

IFCs. Consequently, we have resorted to less intensive methods to compute

atomic interactions, the classical force fields (i.e. parameterizations of the atomic

interactions). For group III-V semiconductors, namely GaP and InP, we have used
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the Vashishta et al. ansatz [243, 244] as parameterized in Refs. [245] (GaP) and

[246] (InP), as they provide an acceptable description of the acoustic vibrational

properties. For the silicon case, the available ansatzes and their parameterizations

give rather poor vibrational properties; hence, we have built a neural-network

force field, enabling a description of the phonon branches with an ab inito level

of quality [184].

The TBRs for all materials and boundaries are given in Fig. 5.33, in general,

the obtained values at room temperature, show lower resistance than conventional

heterojunctions at room temperature, i.e. 300 K. Indeed, except for InP-phase

which has comparable values, the obtained TBRs are approximately one order of

magnitude lower than those of AlN-GaN (3.33× 10−9 m2 K W−1 [247]) or Si-Ge

(3.77× 10−9 m2 K W−1 [248]) to name few of those conventional cases.

Figure 5.33.: TBR as a function of interface temperature for the two crystal-phase and
twin interfaces obtained using NEGF. GaP-phase(twin) and InP-phase(twin)
are depicted in the left (middle) panel. Right panel depict the results for
both Si-twin and Si-phase. Data points in the left panel show the TBR
computed from NEMD, which includes anharmonic effects at the interface.
The uncertainty in the estimate of the TBR from NEMD, arising from the
fluctuating character of the temperature profile, is 9.6× 10−11 m2 K W−1

and 5.9× 10−10 m2 K W−1 for GaP and InP, respectively. Adapted from
Ref. [184] with permission from the Royal Society of Chemistry.
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Regarding the differences between both kinds of boundaries, we observe lower

TBRs for the twin interface. This is, however, nothing surprising as vibrational

properties on both sides of the interface differ more in the crystal-phase case

(see Figs. 5.11 and 5.12 for the dispersion relation of WZ and ZB GaP and InP,

respectively); indeed, in the twin case the only difference is a C6 rotation around

the stacking direction, i.e. [111] for the conventional primitive cell, of the phonon

modes in each side. These lower TBRs for the twin case are further explained

by looking at local interactions (see Fig. 5.34) which are again more dissimilar

in the crystal-phase case, namely the IFCs, as the crystal-phase interface these

magnitudes change from a ZB to a WZ bulk value with a transition giving a good

estimate the effective thickness of the interface; whereas, in the twin case the bulk

values on either side are the same, varying only at the interface, as a consequence

of a small, but non-negligible relaxation of the atomic structure.
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Figure 5.34.: Nearest-neighbor distance (top), on-site IFC (middle) and nearest-neighbor
IFC (bottom) as a function of the position along the transport direction for
a crystal-phase interface and a twin boundary in InP. The on-site IFC is
computed as the Frobenius norm of the Jacobian of the forces of atom m
with respect to its own displacement,

∥∥∥−∂Fm

∂rm

∥∥∥
F

, where m is an In atom;

similarly, the nearest-neighbor IFC is defined as
∥∥∥−∂Fm

∂rn

∥∥∥
F

, where n is
a P atom and a first neighbor of m such that zm < zn. Adapted from
Ref. [184] with permission from the Royal Society of Chemistry.
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5.5. Summary and conclusions

In this Chapter, we have presented ab initio calculations of the lattice thermal

conductivity for the cubic and hexagonal phases of Si, GaAs, GaN, GaP, InAs,

InP, AlAs, BN, and ZnSe using density functional theory and iteratively solving

the phonon Boltzmann Transport Equation. For the Si case, we found a significant

reduction of κ in lonsdaleite (hexagonal) with respect to the bulk-stable diamond

cubic lattice, i.e. around 40%, having its origin in the substantially larger scatter-

ing rates of the new modes arising from the reduced symmetry of the hexagonal

lattice. Such a great reduction of κ is related to the seven conditions for higher

thermal conductivity. Contrary to Si, we found that for binary semiconductors

those seven conditions do not provide any useful guideline to determine which of

the crystal phases is the most conductive. For instance, for GaN we found that

such conditions suggest that the zinc-blende phase should be the most conductive

one, as one of them is neutral and only two of them predict a larger κ for the

wurtzite. Yet, the calculations predict the latter to be more conductive. Addition-

ally, those conditions cannot either explain the reason for some materials, like

BN, to change their κhex/κcub ratio behavior with temperature. Consequently,

based on the theoretical expressions for the three-phonon scattering rate, we

focused our analysis on two quantities that together contain all conditions and

the finite temperature effects: the population-weighted three-phonon scattering

matrix elements or anharmonicity and the phase space. Thereby, we found that

which phase is the most conductive one depends on the relative strength between

effective anharmonicity and accessible phase space. Such factors are shown to be

antagonistic for all materials due to the higher effective anharmonicity of the cubic

phase when compared to the hexagonal one, which, on the other hand, has a higher

accessible phase space. Furthermore, we carry out an analysis of which factor is

dominant when three phonon processes are the only ones present in each material
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at 77 K and 300 K, showing that, when anharmonicity (phase space) dominates,

it leads to a higher (lower) conductivity in the hexagonal phase compared to the

cubic one. Moreover, we have observed that when the hexagonal-cubic ratio of

temperature-weighted anharmonicity and accessible phase space product is less

than∼ 1.66, the dominating factor determining κ is anharmonicity (κhex > κcub).

On the contrary, when that product is higher than ∼ 1.66, the dominating factor

determining κ is the accessible phase space(κhex < κcub), thereby making such

quantity an excellent tool to predict which is the most conductive phase at a given

temperature when other more qualitative analyses fail. We have also presented

results for NWs, showing the effect of boundary scattering on (κhex/κcub) and its

relation to the phonon mean free paths. Moreover, we find that NWs, in particular

the ones of binary semiconductors, have the ability to have their κ ratio tuned

over a wide range with their diameter, hence making them appealing materials for

phononic and thermoelectric applications. The case of AlAs, with a κhex/κcub

range between 0.7 and 1.1, is of special interest. Additionally, we briefly discuss

the case of binary alloys based on III-V semiconductors, namely InxGa1-xAs and

GaAs1-xPx, showing that the differences between hexagonal and cubic phases

are erased due to the compositional disorder scattering. Finally, we have also

discussed the thermal boundary resistance of phase and twin interfaces usually

found in NWs made of group-IV and III-V semiconductors, finding resistances of

one order of magnitude lower than the ones of conventional heterojunctions.
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CHAPTER 6

BTE-Barna: An extension of almaBTE for

thermal simulation of devices based on 2D
materials

This Chapter reproduces to a great extent the contents of [Raya-Moreno, M., Cartoixà,

X., Carrete, J. (2022). BTE-Barna: An extension of almaBTE for thermal simulation

of devices based on 2D materials. arXiv preprint arXiv:2202.00505.], which has been

submitted for publication for publication to Computer Physics Communications.

As previously mentioned, the continuous shrinking of electronic components,

following Moore’s Law [1], is pushing bulk semiconductor-based devices, such

as silicon transistors, to their fundamental limits. Furthermore, this increase in the

integration level leads to ever higher power densities and presents the Herculean

challenge of dissipating the generated heat [2].

In this context, two dimensional materials (2DMs), thanks to their atomic

thickness, low surface roughness and density of dangling bonds [8], together with

the possibility of stacking them to create heterostructures with tuned properties

and their compatibility with CMOS technology, are quite promising candidates to
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replace III-V compounds and silicon in transistor channels [9, 10]. Understanding

thermal transport in 2DMs is essential to optimize heat management in such

devices.

As mentioned in Chapter 3, phonons are the main heat carriers in semiconduc-

tors, the evolution of which can be described through the semiclassical Peierls-

Boltzmann Transport Equation (PBTE). For highly symmetric structures (e.g.:

bulk systems, nanowires, thin-films. . . ) the RTA and the full iterative solution

of the PBTE is readily accessible. Indeed, the inclusion of phonon properties

calculated from first-principles (frequencies, scattering rates. . . ) makes it pos-

sible to obtain such a solution even for novel materials where simpler models

to describe those properties are lacking [44, 45]. Examples of iterative first-

principles-based PBTE solvers for those kind of systems has been extensively

discussed in Subsection 3.2.6.

Among these, almaBTE is the only one allowing to go beyond highly sym-

metric structures. To do so, it uses the RTA-based deviational energy Monte Carlo

methods (see Chapter 4), which have proven themselves as good alternatives to

overcome the limitations [171, 175, 176] of more traditional methods. However,

the validity of the RTA approach for 2D materials is questionable, and it has

been shown to yield a very poor description of thermal properties for several of

them [139, 147]. For those cases one might need to use an energy deviational

Monte Carlo method based on the full collision operator (see Subsection 4.3.2).

Furthermore, almaBTE’s original implementation, steady montecar-

lo1d, was designed to investigate one-dimensional steady-state situations in

materials/heterostructures embedded between two isothermal reservoirs having

the same cross section, which owing to finite thickness might not be true for

2D-material-based systems/devices. Moreover, it does not implement any kind

of boundary scattering, nor allows for other boundary conditions (i.e. applied

thermal gradients or an initial temperature profile); thus making the simulator
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unsuited for thermal simulation of devices based on 2D materials.

In this Chapter we present the BTE-Barna (Boltzmann Transport Equation:

Beyond Rta for NAnosystems) software package, an extension of almaBTE to

tackle 2D systems both within and beyond the RTA, so that now it can address

finite and/or periodic 2D materials and their heterojunctions under the effect of

thermal gradients and isothermal reservoirs. We analyze a selection of test cases

and discuss the validity of the RTA. Additionally, the iterative solver in almaBTE

is extended to provide the effective thermal conductivity for nanoribbons and

nanowires.

The Chapter is structured as follows: after displaying the general structure of

BTE-Barna in Sec. 6.1 and discussing the implementation in Sections 6.2-6.4,

we provide test cases of the implementation in Section 6.5 and present illustrative

example applications of our package simulators in Section 6.6. The summary and

conclusions for this Chapter are given in Section 6.7.

For a more practical example of the capabilities of the MC simulators included

in the package, we direct the reader to Chapter 7, where we use these to investigate

the features arising from hydrodynamic effects in graphene and phosphorene

nanodevices at room temperature with finite heat sources/sinks.

6.1. BTE-Barna structure

Fig. 6.1 shows the different pieces of BTE-Barna package and how they relate

to each other. The whole package heavily relies on almaBTE library routines,

which have been extended to allow for the solution of PBTE in finite devices

based on 2D materials. Moreover, all the executables use the mode-resolved

phonon properties as inputs, which are read from almaBTE-generated HDF5

files. A more detailed explanation of all the executables, their inputs, and outputs
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can be found in the Appendix A.1 for the iterative solver, and in Appendix A.2

for the Monte Carlo solvers, their input generators, and post-processing tools.
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Figure 6.1.: General structure of BTE-Barna package.
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6.2. Effective thermal conductivity in simple
nanosystems

Despite the fact that an exact solution of the PBTE for highly symmetric systems

like nanoribbons or nanowires would require a discretization in space, it is possible

to obtain an approximate solution by using averages under the assumption of

fully dispersive boundaries [40]. In such a way, it becomes possible to obtain an

effective thermal conductivity (κnano) by simply introducing suppression factors

in the lifetimes (τ nano
i = τ0

i S
nano
λ ) and then solving the PBTE like in bulk under

homogeneous gradients [46] (see Subsection 3.2.3 for a detailed derivation and

discussion of the methodology and the related equations).

For nanoribbons contained in the XY plane, the suppression factors (Snr
i ) are

calculated using Eqs. 3.31 and 3.32:

Snr
i = 1 +

[
Mnr
i

L

(
e
− L

Mnr
i − 1

)]
(3.31)

Mnr
i =

∣∣∣∣∣∣
( uy ux

−ux uy

)−1

vi

 · e1

∣∣∣∣∣∣ τi, (3.32)

where u is a normalized vector pointing along the unbounded direction of the

system, L is the nanoribbon width and e1 is the first column of identity matrix. In

the case of cylindrical nanowires, the suppression factors (Snw
λ ) can be calculated

using Eqs. 3.33 and 3.34:

Snw
i = 1− 2Mnw

i

R2

[
Mnw
i

(
e
− R
Mnw
i − 1

)
+R

]
(3.33)

Mnw
i = ‖vi − (vi · u)u‖τi, (3.34)

where R is the nanowire radius.
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Therefore, the calculation of effective thermal properties is performed as in

almaBTE’s kappa Tsweep [47], which solves the homogeneous PBTE using

a variational solver for the irreducible linear system, i.e. the one defined in the

irreducible set of q-points determined symmetry. However, one must use τ nano
λ

in place of τ0
λ as detailed in Section 3.2.3. Moreover, since the boundaries break

the crystal symmetry (i.e.: Snano
λ and consequently τ nano

λ does not possess crystal

symmetry) the related problem must be solved in the full Brillouin Zone; hence,

requiring to recalculate and symmetrize the matrix elements and broadenings

in the whole q-mesh. Moreover, in the case that the full converged solution is

required, one needs to solve a relatively big linear system (see Subsection 3.2.2).

To do so efficiently, we have parallelized the three-phonon lookup in the full

BZ via oneTBB. Additionally, the linear system is solved using sparse matrices

with the biconjugate gradient stabilized method (BiCGSTAB) combined with

a symmetric scaling for improved numerical stability [249], as implemented in

Eigen3 [250].

6.3. RTA Monte Carlo

The implementation for 2D materials of the RTA Monte Carlo is based on code al-

ready in almaBTE [47], whose formulation was proposed by Péraud et al. [176].

The algorithm simulates the space and time evolution of deviational power (emit-

ted by sources and absorbed by sinks) by splitting its distribution into discrete

packets—the deviational particles—and tracking their trajectories in a linearized

regime. The validity of the existing implementation rests on the assumption that

differences in temperature are small enough that a single reference temperature

can be defined for the whole system. We now take a look at the main improve-

ments of our code upon that baseline; see Section 4.6 for a detailed explanation

of the whole algorithm.
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As previously commented, the original implementation, steady montecarlo1d,

was designed to investigate one-dimensional steady-state situations in material-

s/heterostructures embedded between two isothermal reservoirs having the same

cross section, which owing to finite thickness might not be true for 2D-material-

based systems/devices. Consequently, we extended the geometric algorithms to

deal with 2D systems using the boost::geometry library [251]. In this implementa-

tion the system is composed of different computational boxes, which are defined

by the user as convex hulls of points, therefore enabling the creation of complex

geometries. Additionally, as the finiteness of real 2D devices requires dealing

with boundary scattering, we implemented a full diffusive condition in which

the out-state is randomly selected from a Lambert cosine law distribution (see

Eq. 4.15).

Besides the steady-state, the code allows for the exploration of time evolution

determined by boundary conditions. This is done by sampling the trajectories on a

time grid on top of the spatial grid (see Subsection 4.6.1 for a detailed explanation

of the trajectory sampling).

6.3.1. Interface model for stacked layered systems:
localized diffuse mismatch model

The DMM (see Subsection 4.2.3) implemented for the treatment of interface

scattering in steady montecarlo1d is a purely elastic model, allowing the

coupling between modes at each side of the interface with energy conservation

as the sole requirement. As already commented, despite this crude approach, the

DMM has been proven to qualitatively describe the interface thermal resistance

(ITR) for several interfaces of bulk 3D materials such as Si/Ge [47]. However, for

systems comprised of stacked layers, such as the interface between graphene and

encapsulated graphene [252], energy matching as the single condition for trans-

173



6. BTE-Barna: thermal simulation of devices based on 2D materials

mission is no longer a valid assumption. Under such conditions, well localized

modes in unconnected layers—e.g.: encasing hBN layers vs. the bare monolayer

at the graphene/encapsulated-graphene interface—would be predicted to be cou-

pled, which is quite unrealistic and would lead to too low (or even negligible

or negative) ITR values (see Fig. 6.2) [252]. Consequently, we developed the

localized DMM (LDMM) to account for mode localization at layers. To that end,
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Figure 6.2.: Thermal profile, flux and heat intensity per unit of length in graphene/hBN-
encapsulated graphene obtained using the RTA and the traditional DMM to
model interface scattering. Inset: Zoom of thermal profile at the interface.

we define the localization vector at the I-th layer for a given mode (LLL A
I,λ) as:

LLL A
I,λ =

∑N
{j : j∈I}

∑x,y
α |ξλ,α,j |2∑N

j

∑x,y
α |ξλ,α,j |2

(6.1)

where I is the layer index of A side, λ is the phonon mode index, j is the atomic

index, α is the Cartesian axis and ξλ,α,j is the eigenvector. Therefore, when

calculating the coupling strength we multiply the classical DMM expression by
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the coupling factor CA,B
λ,λ′ :

CA,B
λ,λ′ = 1− JSD(LLL A

λ ||LLL
B
λ′) (6.2)

where JSD(LLL A
λ ||LLL

B
λ′) ∈ [0, 1] is the Jensen-Shannon divergence between lo-

calization functions. Therefore, CA,B
λ,λ′ is one for perfectly matching localization

and zero for modes fully localized at different layers. As the Jensen-Shannon

divergence requires both vectors to be of same length, for different materials

the localization vectors are modified in such a way that connected layers remain

untouched and paired while the remaining unconnected layers have their values

summed up and added at the back of the localization vector; we provide an

example for reference:

LLL C
λ =


L C
λ,i

L C
λ,j∑

k L C
λ,k

 , LLL D
λ′ =


L D
λ′,α

L D
λ′,β∑

µ L D
λ′,µ

 (6.3)

In this example, layers i and j of C are connected to the α and β layers on

the D side, and k and µ denote all unconnected layers on each side or a zero

term if no additional layers exist. In Fig 6.3 we show results for the same case

studied in Fig. 6.2 but using the LDMM, enabling us to obtain a non-negligible

ITR as expected in this kind of system [252]. It should be noted that, despite

the improvement in the results, the model is still incapable of describing the

thermal rectification predicted in such systems [252, 253] because of the intrinsic

symmetry of the DMM and the Jensen-Shannon divergence used to model the

interface scattering.
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Figure 6.3.: Thermal profile, flux and heat intensity per unit of length in graphene/hBN-
encapsulated graphene obtained using the RTA and the LDMM to model
interface scattering. Inset: Zoom of thermal profile at the interface

6.4. Beyond RTA Monte Carlo

Given the RTA’s failure to describe the thermal properties of 2DMs [139, 147],

we implemented in beRTAMC2D (see Subsection A.2.4) a linearized ab initio

phonon-low variance deviational simulation Monte Carlo (LAIP-LVDSMC) [178]

simulator to overcome such limitation. This LAIP-LVDSMC algorithm, hence-

forth referred to as beyond RTA (bRTA), solves the deviational energy linearized

PBTE (see Subsection 4.3.2 for a detailed explanation of the scattering substep,

Section 4.5 for a general view of the whole algorithm, and Section 4.4 for an

explanation on how the thermal properties are sampled each time step).
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6.4.1. Bij calculation and enforcement of conservation
laws

As noted by Landon et al., it is important for Bij (see Subsection 4.3.2 for

its definition) to respect crystal symmetries and microscopic reversibility [178].

The original almaBTE routines for calculating scattering amplitudes lead to

violations of those constraints because the smearing method implemented there

does not enforce the symmetry between emission and absorption processes [46]

(see Subsection 2.2.2).

To enforce symmetry, matrix elements are built from a single representative of

each equivalence class in the quotient group of q points using a new symmetric

adaptive smearing scheme for energy conservation

σijk = a
√
σ2
i + σ2

j + σ2
k (6.4)

σi =
1√
12
‖{GTµα ·N−1

µµ }T · (vi)α‖ (6.5)

where i, j and k are the phonon modes taking part in the three-phonon process, µ

indicates a reciprocal-space lattice vector, α indicates a Cartesian axis, Gµα is the

reciprocal lattice basis matrix, Nµµ is a diagonal matrix whose elements are the

size of the q-point grid, and a is a broadening factor. The theoretically optimal

value of a is 1, but it can often be decreased with significant gains in performance

and little degradation in accuracy.

Next, those matrix elements are expanded using crystal symmetry and micro-

scopic time reversibility and averaged to eliminate possible asymmetries. This

lookup, together with matrix building, is parallelized via MPI and oneTBB,

with stable summations following Neumaier’s algorithm for matrix collapse and

gathering [254].
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Finally, it must be noted that Bij requires a rather strict conservation of energy,

which is violated by the broadening scheme. Therefore, we add a correction

extracted from a Lagrange-multiplier approach [178] to our matrix to enforce

it. On top of that, Landon et al. also discussed the necessity of including

a momentum correction to make normal processes conserve the momentum.

However, we found that including such correction was unnecessary and, in fact,

results in spurious effects such as nonnegligible fluxes in directions perpendicular

to the thermal gradient for homogeneous bulk systems.

6.4.2. Efficient propagator calculation

The scattering algorithm requires the explicit calculation of the propagator ma-

trix P (∆t) = eB∆t [see Eq. (4.23)]. Although the matrix exponential is a well

defined mathematical operation given by:

eB∆t =
∞∑
n=0

∆tn

n!
Bn, (6.6)

its practical computation is cumbersome and still a topic under active research,

with lots of methods available [255]. One of the most common approaches to

computing eA is the scaling-and-squaring method [256, 257], also chosen by

Landon in his original work [177]. The method is based on squaring the matrix

to reduce its norm, then computing the exponential using a Padé approximant

and undoing the squaring, with an overall computational cost of at best 20N3

operations for dense matrices of size N [257]. For reference, the B-matrix of the

prototypical 2DM, graphene, contains approximately 1.5× 109 elements when a

80× 80× 1 grid is used, so the scaling and squaring method is not suited for our

problem.

In contrast, Krylov subspace methods are especially suited for big matrices,
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where the action of the exponential matrix (eA) on vector (b) can be approximated

using much more smaller matrices. The Krylov subspace [Kn(A,b)] of order

n is a vector subspace spanned by {b, Ab, A2b, . . . , An−1b}, an orthonormal

basis (Sn) of which can be build via Arnoldi iteration [258]. The problem can be

then recast in terms of Kn(A,b) as [255, 259]:

eAb ≈ ‖b‖SneHne1 (6.7)

where Hn is the projection of A on the basis Sn (of size n × n) and e1 is the

first column of the identity matrix. The Krylov subspace size and therefore the

dimensions of Hn may be truncated down to a desired precision via the error

bound ‖eAb − ‖b‖SneHne1‖ ≤ 2‖b‖‖A‖
ne‖A‖

n! [260]. In fact, small values

of n tend to give good approximations and enable a calculation of the small

n × n sized eHn-matrix efficiently through the scaling and squaring method.

Despite its efficiency and suitability for our case, the Krylov subspace method is

limited to the calculation of arbitrary matrix-vector products eAb, not of eA itself.

Nevertheless, one can easily recover each column of eA by using canonical basis

vectors as b-vectors. This way of calculating eA has the added advantage of being

straightforward to parallelize, as each column can be calculated independently.

6.4.2.1. Linear interpolation of the propagator for systems with
multiple reference temperatures

From the linearized scattering operator (see Eq. 3.11) it becomes clear that

different reference temperatures would require different propagators. This is not

problematic per se, but the fact that each propagator occupies a big amount of

RAM can be a problem for simulations with variable reference temperatures [171].

To relieve the memory burden for such simulations we use on-the-fly linear inter-

polation of P (∆t) between pairs of temperatures, thus requiring memory storage
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only for a few reference propagators. Linear interpolation was chosen because

it ensures energy conservation at the interpolated temperatures. We tested the

performance of these linear interpolants against the corresponding exact propa-

gators by calculating the error per element between the phosphorene propagator

at 305 K and the interpolated result using 300 K and 310 K as knots. We also did

the same for 320 K using 300 K and 340 K as knots. In both cases, we obtained

an error per element in the order of 10−6.

6.4.3. RTA-bRTA

The RTA version of the bRTA algorithm is exactly equal to the full version,

except that the scattering algorithm for each particle in a given state k is sim-

plified to generate a random number R in range [0, 1) and if R < 1 − eBkk∆t

the particle is scattered and resampled from the distribution Ck′ (j)/τk′ (j)∑
i Ci(j)/τi(j)

of the

j-th computational box, where Ci and τi are the volumetric heat capacity and the

RTA lifetime of the i mode, respectively (see Subsection 4.3 for further details

on the differences between the scattering algorithms). Contrary to the RTAMC2D

implementation, this implementation allows for multiple reference temperatures

and initial temperature profiles. Owing to those advantages, we have implemented

the RTA version of the algorithm in Section 4.5 in the beRTAMC2D executable.

Despite the advantages of this implementation, we notice that the RTAMC2D

one is much more efficient for steady-state calculations, with time-independent

sources.
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6.5. Code validation

As previously mentioned, 2DMs are being extensively studied as possible substi-

tutes of silicon in MOSFET [261–263]. Amid all candidates to succeed silicon,

the monolayer, also known as phosphorene, and few-layer black phosphorous

(bP) have attracted lots of attention due to its electronic properties, such as its

high mobility when compared to other candidates like transition metal dichalco-

genides [264]. Indeed, is it possible to find several examples of fully functional

MOSFETS based on few-layer bP [264–266]. The work of Wu et al. is of interest,

presenting high-performance MOSFETs with reconfigurable polarities [267]. Fur-

thermore, phosphorene has been proposed to be an important actor in the survival

of Moore’s law down to atomic sizes [268] thus increasing the importance of

controlling heat transport for phosphorene at the device level.

Therefore, in this section we present phosphorene-based test cases. To that

end, we have used first-principles data—i.e.: atomic positions and interatomic

force constants of second and third order—of Ref. [269] to obtain phonon proper-

ties (frequencies, eigenvectors, lifetimes, group velocities, etc.) alongside with

the propagator. Second-order interatomic force constants were renormalized to

enforce crystal symmetry, translational invariance and rotational invariance neces-

sary for a proper description of quadratic acoustic bands [270], the broadening

parameter was fixed to 1 for energy conservation and the layer thickness was set

to 0.533 nm [271]. The phonon properties and the propagator were calculated on

a Γ-centered q-mesh of 50× 50× 1 points, for which thermal bulk conductivity

is found to be converged—with less than a 5% change with respect to a higher

quality mesh of 100× 100× 1 points—at 300 K. The propagator for the bRTA

calculations was calculated using a time step of 0.25 ps.
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6.5.1. RTA code validation

To validate the RTA code, we simulated an infinitely large piece of phospho-

rene with an applied thermal gradient represented as a source generator (see

Subsection 4.2.1.3) as depicted in Fig. 6.4.

Table 6.1.: Calculated κ for phosphorene at 300 K along the armchair (AC) and zigzag
(ZZ) directions using the RTA.

AC[
W
m·K

] ZZ[
W
m·K

]

κalmaBTE 20.7 57.8

κMC
RTA 20.3±0.1 56.2±0.2

κMC
AC,RTA and κMC

ZZ,RTA were calculated via Fourier’s law from fluxes (J =

−κ∇T ). The results are quite close to the ones obtained using almaBTE’s

bulk thermal conductivity calculator, kappa Tsweep (see Table 6.1); with the

differences being less than the typical experimental error of 5% for thermal

conductivities [219].

We conducted an additional test of this RTA algorithm by comparing it to an

RTA version of bRTA (see 6.4.3). To do so we simulated an infinite nanoribbon

(NR) in the AC direction with an applied gradient of 0.2 K nm−1 along the NR.

The heat flux profiles from both methods, plotted in Fig. 6.5, are in excellent

agreement.
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ACT
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Figure 6.4.: Sketch of the simulation setup for perfect phosphorene with a thermal
gradient applied in the AC direction. Replicas illustrating the periodic
boundary conditions are depicted as off-color boxes.

6.5.2. Beyond RTA: B-matrix validation

To validate our Bij construction algorithm we used the resulting matrix to obtain

the lattice thermal conductivity (κ) by iteratively solving the linear system,(
∂f0

i

∂T
vi · ∇T

)
i

=
∑
j

Bijf
d
j , (6.8)

i.e. Eq. 4.5 for an homogeneous system with an applied thermal gradient. us-

ing the RTA solution (fd,RTAj = 1
Bjj

∂f0
j

∂T vj · ∇T ) as an initial guess, and we

then compared the results against almaBTE’s kappa Tsweep for the case of

phosphorene (see Table 6.2). The agreement between both methods and the fact

that they are in line with other theoretical calculations provide support to our
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Figure 6.5.: Comparison of RTA (black) and RTA-bRTA (red) heat flux in AC direction
as function of normalized position for a phosphorene nanoribbon of 400 nm
of width with ∇ACT = 0.2 K nm−1.

methodology.

6.5.3. Beyond RTA: Propagator and bRTA validation

To validate P (∆t) together with the rest of the bRTA implementation, we simu-

lated an infinitely large piece of phosphorene with an applied thermal gradient

represented as a source generator [see Eq. (4.33)], as shown in Fig. 6.4.

The MC heat fluxes for the infinite phosphorene under thermal gradients

along the ZZ and AC directions are plotted in Fig. 6.6. κMC
AC and κMC

ZZ are

calculated via Fourier’s law (J = −κ∇T ) to be 27.4 ± 0.2 W/(m ·K) and

82.8± 0.5 W/(m ·K) respectively. Those results show an excellent agreement

between iterative and MC solutions, thus validating our bRTA implementation.
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Table 6.2.: Calculated κ for phosphorene at 300 K for armchair (AC) and zigzag (ZZ)
directions. Other theoretical results are provided for comparison.

AC[
W
m·K

] ZZ[
W
m·K

]

κalmaBTE 27.501 82.878

κB 27.499 82.860

Ref. [272]† 23.9 82.1

Ref. [273]† 35.5 108.3

Ref. [269] 22.0 63.2

† These results are rescaled to
take into account differences in as-
sumed thickness.

6.6. Results

In this section we present illustrative example applications of our package simula-

tors.

6.6.1. Phosphorene devices

In this section we present thermal transport results for different phosphorene-

based configurations/devices using the simulators developed in previous sections.
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Figure 6.6.: bRTA heat flux as function of simulation time (red) and average steady-state
flux (black) in AC (top) and ZZ (bottom) for infinitely large phosphorene
at 300 K under an applied thermal gradient of 0.2 K nm−1 in the transport
direction. The iterative result calculated via Fourier’s law with κalmaBTE is
given in both cases for comparison (dashed green). Inset: zoomed view of
the steady-state region used to compute the mean flux.
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6.6.1.1. Nanoribbons

Among the simplest 2D-based systems used in devices are nanoribbons [262, 263].

We have calculated the heat transport in infinite phosphorene AC nanoribbons

under the effect of a thermal gradient of 0.2 K nm−1. The results of the normalized

heat flux relative to the bulk value, together with an RTA rescaled version for

three different widths are shown in Fig. 6.7.

As expected, boundary scattering increases and becomes dominant over other

mechanisms in thinner nanoribbons. This is clearly seen in the reduction of

heat flux with decreasing width and the fact that the difference between the RTA

and beyond-RTA methods vanishes for smaller ribbons [see the 4 nm case in

Fig. 6.7(a)],since boundary scattering is not dependent on the approach used to

describe intrinsic anharmonic and isotopic scattering. Consequently, for wide

nanoribbons in which anharmonic and isotopic scattering are dominant it should

be possible to obtain a good approximation to bRTA results by simply using a

κalmaBTE/κRTA-rescaled RTA [see Fig. 6.7(b)]. Indeed, the main differences

between this estimate and bRTA for the 400 nm-ribbon are in the regions near the

boundaries, in which the bRTA flux is lower than the rescaled version. Although

also visible in other cases, this is more pronounced in the wider nanoribbon.

In view of the above, the RTA clearly overestimates the momentum destruction

due to intrinsic scattering leading to more diffusive flux profiles when compared

to bRTA results. The latter yields more Poiseuille-like profiles, with stronger

hydrodynamic features, by properly capturing the coupling between phonon

modes [139, 274].

To further explore those hydrodynamic signatures, we fitted our nanoribbon
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results to a mesoscopic equation based on Sellitto et al.’s work [137]:

J(x) = −κ

{
1−

[
1

1 + C tanh
(
W
2`

)] cosh
(
x
`

)
cosh

(
W
2`

)}∇T (6.9)

where W is the nanoribbon width, x is the distance from the center of the nanorib-

bon, ` is the non-local length [143] and C is related to wall properties, taking a

value of 2 in our case because we have assumed completely diffusive walls.

In Figs. 6.8 and 6.9 the fits of our RTA and bRTA simulator results to hydro-

dynamic mesoscopic equation for nanoribbons are shown; in both we obtain a

set of parameters that accurately match the simulation results. The agreement

afforded by the beyond-RTA method is, however, slightly better.

As for the fitted parameters, we can observe a relative fast convergence of ther-

mal conductivity towards bulk values as the nanoribbon gets wider and boundary

scattering effects become negligible in the middle of the strip (see Fig. 6.10). The

value of the non-local length (`) rises towards a converged value as the ribbon

becomes wider (see Fig. 6.11), in agreement with what is expected from a mi-

croscopic description of the value [143]. The observed differences between RTA

and the higher beyond-RTA ` values, especially for larger widths, can be easily

interpreted by keeping in mind that in RTA all scattering processes are deemed

as resistive and introduce artifactual modifications of the heat flux. It should be

noted that the theoretical formulas used to obtain the `RTA,iso values are derived

under the assumption of isotropy and are therefore are expected to be useful only

as approximations in our case. For reference, the results for ZZ-nanoribbons

are also given in Figs. 6.12-6.15. We note that, these results do not provide any

additional information regarding the analysis done for the AC nanoribbons, with

the AC findings and conclusions being also valid for the ZZ nanoribbons.

Finally, we have also obtained κnano for nanoribbons of several widths with
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Figure 6.7.: Top: RTA and bRTA bulk-normalized heat flux in the AC direction as a
function of the normalized position for a phosphorene nanoribbon with
∇ACT = 0.2 K nm−1. Bottom: Comparison of bulk-normalized bRTA and
κalmaBTE/κRTA-rescaled RTA heat fluxes.

both types of edges using the methodology described in Section 3.2.3 for solving

the PBTE in systems with edges as detailed in Section 6.2 (see Fig. 6.16). For

consistency check, we compared the effective flux obtained via Fourier using

κnano with the flux average over width obtained from Monte Carlo simulators,

obtaining, as can be seen in Fig.6.17, an excellent match between both methods.
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Figure 6.8.: Fitting to to Eq. 6.9 (lines) of RTA-MC calculated heat flux (points) as a
function of normalized position for phosphorene AC nanoribbons of different
widths under the effect of∇ACT = 0.2 K nm−1.

6.6.1.2. RTA, bRTA and Fourier heat equation comparison

Taking into account that operational frequencies of microprocessors are lim-

ited to the GHz by cooling constraints [268, 275], it is of interest to be able to

study heating dynamics at short times. As an example of capabilities to simulate

short heating dynamics, we have studied the temperature time evolution for a

piece of phosphorene initially at 300 K with periodic boundary conditions in the

AC direction and sandwiched between two isothermal reservoirs, at 300 K and

302 K, in the ZZ direction (see Fig. 6.18).

Fig. 6.19 shows the RTA, bRTA and Fourier (∂T∂t = α∇2T , where α is the

thermal diffusivity: α = κ/Cv) heat profiles at two different times. The difference

between the Fourier heat equation and BTE results at short times is a well known

shortcoming of the former [276, 277]. Regarding PBTE solutions, bRTA and RTA
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Figure 6.9.: Fitting to Eq. 6.9 formula (lines) of bRTA calculated heat flux (points)
as a function of normalized position for phosphorene AC nanoribbons of
different widths under the effect of∇ACT = 0.2 K nm−1.
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Figure 6.10.: Fitted thermal conductivity as a function of AC nanoribbon width for RTA
(black) and bRTA (red) MC calculations. RTA (green) and beyond RTA
(orange) bulk values are given for reference.

results clearly differ at this instance. The bRTA shows a faster heating, which

is not surprising since RTA scattering completely randomizes momentum, thus

dampening the fluxes and leading to a lower thermal conductivity.
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Figure 6.11.: Fitted non-local distance ` as a function of AC nanoribbon width for RTA
(black) and bRTA (red) MC calculations. RTA bulk values of ` calculated
using Sendra et. al.’s formula [143] are given for reference (green).
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Figure 6.12.: Fitting to Eq. 6.9 (lines) of RTA-MC calculated heat flux (points) as a func-
tion of normalized position for phosphorene ZZ nanoribbons of different
widths under the effect of∇ZZT = 0.2 K nm−1.

In Fig. 6.21 we plot the spectral decomposition of the contributions to the

deviational temperature at the middle and near the hot edge of the beam. In
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Figure 6.13.: Fitting to Eq. 6.9 (lines) of bRTA calculated heat flux (points) as a function
of normalized position for phosphorene ZZ nanoribbons of different widths
under the effect of∇ZZT = 0.2 K nm−1.
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Figure 6.14.: Fitted thermal conductivity as a function of ZZ nanoribbon width for RTA
(black) and bRTA (red) MC calculations. RTA (green) and beyond RTA
(orange) bulk values are given for reference.

keeping with the fact that differences between the RTA and bRTA solutions are

the largest in the middle of the bar (see Fig. 6.19), spectral decompositions of the
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Figure 6.15.: Fitted non-local distance ` as a function of ZZ nanoribbon width for RTA
(black) and bRTA (red) MC calculations. RTA bulk values of ` calculated
using Sendra et. al.’s formula [143] are given for reference (green).

101 102 103

W [nm]

10

20

30

40

50

60

70

80

ef
f [

W K
m

]

RTA
bulk, AC
beyond RTA
bulk, AC
RTA
bulk, ZZ
beyond RTA
bulk, ZZ
RTA
eff, AC
beyond RTA
eff, AC
RTA
eff, ZZ
beyond RTA
eff, AC

Figure 6.16.: Effective thermal conductivity for AC and ZZ nanoribbons of different
widths at 300 K obtained through the direct (RTA) and iterative (beyond
the RTA) solution of the linearized-PBTE. Bulk values are provided as
reference.

deviational temperature deviate the most at the middle as opposed to the edges.

They also vanish with time as both tend to the same temperature profile [see Figs.
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Figure 6.17.: Comparison between effective RTA and beyond RTA heat fluxes for AC
(top) and ZZ (bottom) nanoribbons and the respective Monte Carlo obtained
fluxes for a 0.2 K nm−1 gradient in the unbound direction.

6.21(a)-6.21(d)]. Moreover, from the spectral decomposition it can also be seen

that differences are more prominent at low frequencies, corresponding to phonons

with longer intrinsic lifetimes (see Fig. 6.20), which indicates that the decay of
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Figure 6.19.: Temperature profiles obtained with the RTA (green), bRTA (black) and
Fourier (blue) approaches as functions of position for a ZZ-phosphorene
bar at 200 ps (solid) and 550 ps (dashed).

such modes is clearly much more overestimated than for high-frequency ones.

This explains the large disparity between the RTA and bRTA conductivities. It
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is therefore advisable to resort to the bRTA method for modeling fast/short heat

dynamics, for example when studying heat dissipation in state-of-the-art electronic

devices, as less sophisticated approximations fail to describe it accurately.
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Figure 6.20.: Bulk-phosphorene lifetimes as function of frequency at 300 K.

6.6.1.3. Finite device examples

As previously mentioned, being able to predict thermal transport in complex

devices and geometries is of key importance. To this end, we show examples

for more complex systems, either because they have geometrical elements which

are difficult to model computationally, such a wedge geometry (see Fig. 6.22),

or because they present interesting elements from a simulator capability point of

view such as more than two terminals, which is a common experimental setup.

Steady-state temperature profiles and heat fluxes for the wedge-like geometry

within and beyond the RTA for two different configurations, depending on which

terminal is put at 301 K (the one at the top or the one at the bottom) while the
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Figure 6.21.: RTA (red) and bRTA (black) spectral decomposed temperature deviations
for 400 nm ZZ-phosphorene bar at 15 nm (a and b) and 203 nm (c and d)
from the hot edge, at times 200 ps and 550 ps.

other is kept at the reference temperature of 300 K, can be seen at Figs. 6.23

and 6.24 respectively. Similar asymmetric devices are used as thermal rectifiers,

but we cannot expect to detect rectification here because this model is based

on the bulk spectrum and therefore does not account for phenomena such as

device-reservoir interactions or size-dependent vibrational spectra [278, 279].

Moreover, it should be noted that thermal differences used here are too small for

any sign of thermal rectification to be significant over statistical noise [278], or to
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activate the rectification mechanism based on different temperature-dependent

behavior [278, 280, 281]. Higher thermal differences are however unattainable

with the current implementation as the error introduced by the linearization of the

collision operator would be too high.

The heat fluxes and temperature profiles for the multiterminal structure (Fig. 6.25)

are presented in Figs. 6.26 and 6.27, showing the capability of our simulator to

properly account for several sources/drains (isothermal reservoirs). Indeed, for

the bRTA case, there is even an additional population of phonons due to the initial

conditions, as the initial temperature profile was set to the RTA estimate in order

to accelerate its convergence to the steady-state.

6.6.2. Results: Example of material junction

Finally, to show the capability of our improved RTA simulator to describe de-

vices with different materials, we present the temperature profile (Fig. 6.28) in a

finite device structure composed by graphene on one half and h-BN encapsulated

graphene on the other half (see Fig. 6.29). The first-principles data needed for

this calculation were obtained from Ref. [282] in the case of graphene, where

those properties had been calculated on a 80× 80× 1 q-mesh with a broadening

parameter of 1 and a conventional thickness of 0.345 nm [178]. Regarding h-BN

encapsulated graphene, the required first-principles data were obtained using

density functional theory using Perdew-Burke-Ernzerhof functional [64] plus

the D3 [72, 283] correction to energy due to van der Waals interactions between

layers as implemented in VASP [197–199] with a Γ-centered k-mesh of 7× 7× 1

points for minimization, and using Phonopy [161] and thirdorder.py [46] with

a supercell of 7× 7× 1 to obtain second and third order interatomic force con-

stants, respectively. The phonon properties of h-BN-encapsulated graphene were

calculated using a 40× 40× 1 Γ-centered q-mesh with a broadening parameter
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of 1 and setting the stack thickness to 1.001 nm [178, 284, 285].
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Figure 6.22.: Phosphorene wedge-like geometry with hot reservoir at the top or at the
bottom.
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Figure 6.23.: RTA and beyond RTA temperature profiles for Fig. 6.22 configurations at
steady-state.
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Figure 6.24.: Steady-state RTA and beyond-RTA heat fluxes for the configurations de-
picted in Fig. 6.22.

203



6. BTE-Barna: thermal simulation of devices based on 2D materials

-60 -40 -20 0 20 40 60 80
x [nm]

0

20

40

60

80

100

120

y 
[n

m
]

310
290

305

AC

ZZ

Figure 6.25.: Example phosphorene structure with multiple terminals (isothermal reser-
voirs) at 310 K, 305 K and 290 K.
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Figure 6.26.: Steady-state RTA and beyond-RTA temperature profiles for the configura-
tion depicted in Fig. 6.25.
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Figure 6.27.: Steady-state RTA and beyond-RTA heat fluxes for the configuration de-
picted in Fig. 6.25.
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Figure 6.28.: Steady-state RTA temperature profile for the configuration in Fig. 6.29.
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Figure 6.29.: Structure containing a junction between graphene and hBN-encapsulated
graphene and two isothermal boundaries at 290 K (blue) and 310 K (red).
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6.7. Summary and conclusions

In this Chapter we have presented BTE-Barna, a software package that extends

the almaBTE package to calculate the thermal properties of devices and systems

based on 2D materials. We have showcased the new capabilities with an extensive

set of tests and examples. For instance, the package was used to highlight the

differences in the heat flux profile for the case of Poiseuille flow in a nanoribbon,

for the case of RTA and beyond the RTA. Amid all new features the most relevant

are:

1. The iterative solver has been extended to provide the effective conductivity

for nanoribbons (and nanowires in the case of 3D materials).

2. A highly efficient RTA Monte Carlo simulator for the computation of the

steady-state properties based on the one included in almaBTE has been

implemented. In contrast with the original implementation, this new one

can address finite and/or periodic 2D systems and their heterojunctions

under the effect of thermal gradients and isothermal reservoirs. Moreover,

it now provides information for transient to steady-state for finite systems.

It also enables RTA Monte Carlo simulations of 2D systems with complex

geometries, including non-uniform cross-sections.

3. A beyond-RTA Monte Carlo simulator for 2D systems was implemented to

provide an accurate description for those cases in which RTA fails. This

innovation, in particular, has required the implementation of a completely

different Monte Carlo formalism in a much more efficient way than had

previously been achieved.

This package is published as a fork of almaBTE and is freely available to down-

load at https://github.com/sousaw/BTE-Barna. Overall, we expect

BTE-Barna to provide a new set of tools for design and prediction of thermal

transport/management in 2D based devices and systems.
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CHAPTER 7

Hydrodynamic signatures in thermal

transport in devices based on 2D materials
from first-principles

This Chapter reproduces to a great extent the contents of [Raya-Moreno, M., Carrete, J.,

Cartoixà, X. (2022). Hydrodynamic signatures in thermal transport in devices based on

2D materials: an ab initio study. arXiv preprint arXiv:2203.05293.], which has been

submitted for publication to Physical Review B.

As extensively discussed in Chapter 3, the classical approach to heat transport

is the Fourier’s law. However, as detailed in Section 3.1.1, Fourier’s law is known

to break down in small systems and short timescales, with several experimental

examples available [34–38]. Such erroneous descriptions have their origin in the

shortcomings of Fourier’s law, namely the infinite velocity of heat propagation

and the lack of non-local effects. The inclusion of these two effects into the theory

makes heat acquire characteristics of a viscous fluid, which are describable via

additional hydrodynamic (Navier-Stokes-like) terms (see Subsection 3.1.1.1).

As discussed in Section 3.2, in the case of semiconductors, where phonons
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7. Hydrodynamic signatures in devices based on 2D materials

are the main heat carriers, it is possible to obtain an accurate description of ther-

mal transport, including non-Fourier features, by solving the Peierls-Boltzmann

transport equation (PBTE) with the appropriate boundary conditions [39, 40] (see

Subsection 6.6.1.1 for practical examples of non-Fourier behavior, i.e. Poiseuille

flux). Despite its advantages in terms of precision and transferability when com-

bined with first-principles data (see Subsection 3.2.6), the solution of the PBTE,

for devices and/or structures of interest for heat management or thermoelectric

applications, is rather complex and expensive (see Chapters 4 and 6 to get an

insight of the complexity for the MC algorithms solving the PBTE and their

practical implementation, respectively). Moreover, the overall complexity of

the PBTE makes it hard to obtain an intuitive and clear physical picture of heat

transport phenomena [132, 133].

In this context, beyond-Fourier mesoscopic models (i.e., the ones that not

only describe the classical diffusive regime of Fourier’s law, but other important

transport regimes in the nanoscale, such as the ballistic and hydrodynamic ones)

are essential for a fast, simple, and physically intuitive description of thermal

transport at the micro/nanoscale [133]. Among all available mesoscopic equa-

tions, the hydrodynamic equation (see Section 3.1.1.1) stands out as a promising

candidate since it can be directly derived from the BTE, so that a microscopic

physical description of its variables might be obtained, enabling their calculation

with ab initio methods for accurate simulations [143, 286].

Two clear signatures of hydrodynamic behavior are the formation of heat flux

vortices and the appearance of non-monotonic temperature profiles in non-trivial

sample geometries. Such hydrodynamic features have also been predicted to

appear in the context of electronic transport for graphene [287], and recent works

have also predicted the existence of thermal vortices in nanoporous silicon [288]

and graphene-based devices [289, 290], though the used methodology was, in

these cases, based on fitted parameters or models instead of a full microscopic
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ab-initio-based description. This has been improved in the recent work of Guo

et al. [104], where they predicted vorticity in graphene-based devices based on

Callaway’s model [99] informed with ab initio scattering rates. However, despite

the increase in the accuracy with respect to the gray model in Ref. [290] or the

relaxation time approximation (RTA), Callaway’s model is known to yield thermal

conductivities with, at best, a 30% error [103, 104] at room temperature in the

case of graphene. Although the accuracy of Callaway’s model can be improved

by a more careful analysis of umklapp scattering in thermal resistivity [103, 105],

reducing the error to 3%, such improvement is not guaranteed a priori. For

instance, in the case of black phosphorous the error in the zigzag thermal con-

ductivity, even with such a correction, is of 15% [103]. This lack of systematic

predictability together with other theoretical drawbacks, like the requirement to

differentiate between normal and umklapp processes—a distinction that some

authors find arbitrary [101, 102]—makes it necessary to go beyond and make use

of the full linearized scattering operator for an accurate, predictive description of

hydrodynamics in both real and reciprocal space. Although few scarce examples

of such a step can be found in the literature [178, 291, 292], none of them dis-

cussed any complex geometries in which vorticity or non-monotonic temperature

profiles appear. Consequently, this raises the question of to what extent simpler

non-systematic approaches to the scattering operator, like Callaway’s or the RTA,

can properly describe such features, and how their use compares to the exact

linearized collision operator.

In this Chapter, we study hydrodynamic signatures in graphene and phosphorene-

based nanodevices at room temperature by solving the PBTE via energy-based

deviational Monte Carlo (MC) techniques with a full linearized scattering op-

erator where the scattering rates are obtained from first principles, using the

BTE-Barna code described in the previous Chapter. We discuss the accuracy

and effect on those hydrodynamic features of using non-systematic approaches
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to the scattering operator, namely the relaxation time approximation, in compar-

ison to the most accurate full linearized operator. We also provide insight into

the mechanisms originating those features, and we show that the key factor in

vortex appearance is the vertical separation between the heat source and drain,

regardless of the relative importance of normal vs. resistive scattering. Finally,

we complement our results with solutions of the hydrodynamic equation for a

better understanding of some size effects as well as studying signatures below the

MC statistical noise.

This Chapter is structured as follows: after briefly discussing hydrodynamics

in Section 7.1, we detail the applied methodology for the heat fluxes and thermal

profiles calculation in Section 7.2, and we present the bulk properties, cumulative

curves and a discussion of the expected hydrodynamic features in Section 7.3.

The results for devices are provided in Sec. 7.4, both for thinner (Subsection 7.4.1)

and wider ballistic devices (Subsection 7.4.2). The summary and conclusions of

this Chapter are given in Section 7.5.

7.1. Hydrodynamics and 2D materials: the role of
normal and umklapp processes

The steady-state hydrodynamics equation of heat transport is given by the steady-

state version of Eq. 3.4,

J = −κ∇T + `2∇2J, (7.1)

where we recall that J is the heat flux, κ is the thermal conductivity tensor, T is

the temperature and ` is a non-local length tensor, which is related to the distance

in which phonon distribution can conserve its inertia even under the effect of

intrinsic scattering.

As discussed in Section 3.1.1, one of the earliest derivations of this hydro-
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dynamic equation for heat transport was by Guyer and Krumhansl (GK) [138].

However, because of the assumption made in its supposition—i.e. normal (N )

processes dominance over all other scattering mechanisms, namely umklapp

(U ) and extrinsic (E ), which includes boundary and/or interface scattering—the

hydrodynamic features are only possible when these processes dominate [132,

139, 140, 289].

This last condition, namely N � (U ,E ), has been customarily associated

with the failure of the RTA, as in such a case most of the processes are not directly

resistive but indirectly so through population redistribution, which makes the

RTA ansatz inappropriate. Consequently, as noted in Subsection 3.1.1.1, in 2D

materials, in which the RTA has been observed to provide a poor description of

thermal properties [139, 147], hydrodynamic features should be stronger than for

other materials [139, 289].

We found it worth recalling that the role of U and N processes in phonon

hydrodynamics is much more intricate than the widespread belief that N pro-

cesses must dominate. Indeed, it is a sufficient but not necessary condition (see

Subsection 3.1.1.1). Moreover, such a distinction has several conceptual flaws

discussed in Subsection 2.2.1.1. On this basis, most modern hydrodynamic the-

ories do not rely on the N dominance or on the classification of three-phonon

processes into N and U [143], generalizing the hydrodynamic regime to all kind

of materials, including but not limited to materials like room-temperature silicon

in which intrinsic resistive scattering is the dominant mechanism [143], i.e. out

of the range of applicability of the Guyer-Krumhansl (classical) hydrodynamics.

Taking into consideration everything mentioned here, we have selected gra-

phene and phosphorene for our study. The former was chosen because, in addition

to it being the prototypical 2D material, several works [287, 289] have already

predicted current vortices in both electronic and thermal transport. On the other

hand, the latter was chosen in view of its excellent electronic properties [264],
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which have positioned it as a principal actor in the extension of Moore’s law

down to atomic sizes [268], thus making a proper description of heat transport,

including hydrodynamics, essential for the developing of phosphorene-based

devices.

7.2. Methodology

Previous works have predicted electrical current vortices and negative nonlocal

resistance in 2D materials (graphene) when finite sources are injecting heat/elec-

trons [287, 289, 290]. A sketch of those geometries, henceforth called Levitov

configurations, is depicted in Fig. 7.1. The dimensions of the studied Levitov

configurations were selected to investigate all possible regimes; to that end, a

mean free path (λα) and a non-local length (`) have been computed to provide an

approximate idea of the limiting sizes of each transport regime. The mean free

path is defined as

λα ≡ ([κSG]−1κRTA)αα. (7.2)

Here α indicates a Cartesian component, κRTA is the RTA thermal conductivity

tensor and κSG is the small-grain thermal conductivity tensor defined as [46]

κSG =
1

kBT 2Vuc

∑
σ

n0
σ(n0

σ + 1)
h̄ωσ
|vσ|

vσ ⊗ vσ, (7.3)

where kB is the Boltzmann constant, Vuc is the volume of the unit cell, σ is a

phonon mode, n0
σ is the Bose-Einstein distribution for mode σ, h̄ is the reduced

Planck constant, ωσ is the phonon frequency and vσ is the phonon group velocity.

In addition, the non-local length (`) within the RTA and for isotropic materials,
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`RTA
iso , can be calculated using Eq. 3.17:

`RTA
iso =

1

5

∫
BZ h̄qiv

2
i τ

2
i
∂n0

i
∂T di∫

BZ h̄qivi
∂n0

i
∂T di

, (3.17)

where qi is the wave vector of the i mode in the first Brillouin Zone.

Additionally, we also provide the thermal conductivity as it is an essential quan-

tity in the hydrodynamic equation. Cumulative quantities were also computed as a

mean to obtain a deeper understanding of size effects in these configurations [40].

Figure 7.1.: Sketch of a Levitov configuration with characteristic lengths H , Wreservoir

and Wdevice indicated. The transport axis, armchair (AC) and zigzag (ZZ),
for phosphorene case are given as reference.
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Heat flux and temperature profiles for several Levitov configurations are

obtained through the PBTE solution. Owing to the high complexity of the

Levitov geometry, we use the efficient, energy-based deviational Monte Carlo

approach (see Section 4.2) to solve the PBTE under the RTA and beyond (bRTA),

implemented in BTE-Barna [293] (see Chapter 6) to solve the PBTE.

Atomic positions, harmonic and anharmonic interatomic force constants

(IFCs), needed to compute the basic phonon properties (i.e.: group velocities,

lifetimes, frequencies) and the propagator [178, 293] required for the PBTE

Monte Carlo solvers, were computed as indicated in the previous Chapter, for

both phosphorene (see Subsection 6.5) and graphene (see Section 6.6.2).

Finally, to efficiently investigate some dimensional limits and other features

as the existence of vortices with magnitudes well below statistical noise caused

by the intrinsic scattering algorithms [171, 293], we solved Eq. (7.1) using the

finite elements package FEniCS [294, 295], with its parameters extracted from

cumulative curves. To detail, the used mesh for such calculations was a rectangular

one, with a spacing of 1 nm for the phosphorene simulations and 3 nm for the

graphene one. Regarding the boundary conditions, a non-slip condition was

chosen owing to its simplicity although we notice from previous MC results that

there is a non-negligible flux in the boundaries [293].

7.3. Bulk properties and size effects

In their work, Shang et al. [289] proposed two different mechanisms as the origin

of thermal vortices. For small systems, in the ballistic regime, the source would be

the combination of elastic boundary scattering plus the phase of phonons but not

hydrodynamics per se. On the other hand, for larger devices, they concluded that

vorticity is due to N -scattering dominance together with boundary conditions

(finite sources injecting the heat into the system).
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To get an idea of the interplay between the device dimensions and its transport

regime, we have calculated the bulk non-local length and mean free path for

graphene and phosphorene at room temperature (see Table 7.1). Additionally,

we also provide the thermal conductivity because of its importance for heat

hydrodynamics, with very good agreement with other theoretical calculations and

experimental values. Although the non-local lengths and mean free paths offer a

general idea of transport regime limits, they fail to provide insight on how system

boundaries partially suppress the macroscopic thermal properties (i.e. κ and `),

as longer-mean-free-path phonons do not fully contribute to these macroscopic

variables [39]. The last is especially important as it modifies `, which is one of the

quantities determining the transport regime. While it would be possible to obtain

the effective macroscopic quantities for given geometries via averaging [40], the

overall complexity of the Levitov configuration makes such a task unfeasible. On

the other hand, even though, as noted by Li et al. [40], mean free path cumulative

functions do not hold accurate predictive power, they are a useful tool to interpret

size effects on transport variables. To that end, we provide the cumulative thermal

conductivity and non-local length as a function of phonon mean free path (see

Figs. 7.2 and 7.3).

It should be noted that the theoretical formulas used to obtain the `RTA
iso values

are derived under the assumption of isotropy and are therefore expected to be

useful only as approximations in the phosphorene case. Regarding ` values

beyond the RTA, we expect them to be higher overall as in the RTA all processes

are incorrectly deemed as directly resistive [143, 293]. Notwithstanding this, in

the case of graphene the dominance over `RTA
iso of low-frequency ZA-modes in

the neighborhood of Γ with extremely large mean free paths (of the order of

4 mm)—to the point that when suppressed the `RTA
iso gets reduced from 53.9 µm to

43.5 nm—makes the qualitative prediction of the beyond-RTA-` behavior much

more complicated, as the proper description of scattering operator would highly
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Table 7.1.: Calculated κ, ` and λ for bulk graphene and bulk phosphorene at 300 K. The
experimental values of κ and values of other theoretical calculations are also
provided.

κRTA(
W
m·K

) κbeyond RTA(
W
m·K

) κref(
W
m·K

) `RTAiso

(nm)
λ

(nm)

Graphene 1.17× 103 4.20× 103 (4.84-5.30)×103 a

(3.08-5.15)×103 b
5.39× 104

(43.5†)
169

Phosphorene (AC) 20.8 27.5 23.9c

35.5d

22.0e

27.7 20.2

Phosphorene (ZZ) 57.8 82.9 82.1c

108d

63.2e

42.3 33.5

† this value corresponds to the `RTAiso calculation without including low frequency ZA modes
in the neighborhood of Γ with λ around 4.2 mm.
a Experimental κ obtained from Ref. [296].
b Experimental κ obtained from Ref. [297].
c First-principles calculated κ obtained from Ref. [272]. κ is rescaled to take into account
differences in assumed thickness.
d First-principles calculated κ obtained from Ref. [273]. κ is rescaled to take into account
differences in assumed thickness.
e First-principles calculated κ obtained from Ref. [269].

affect those ZA-modes. This is not surprising, as the RTA is known to fail in

predicting graphene’s thermal properties [139]. For instance, in our case the RTA

predicts the κ to be only 27% of the fully converged value.

Regarding device dimensions, in the phosphorene case we expect hydrody-

namic features to be observable out of the (quasi)ballistic regime, as the mean
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Figure 7.2.: Cumulative κRTA for phosphorene (left) and graphene (right) with respect to
mean free path at 300 K. Bulk values are provided as reference. These values
have been computed in a denser q-mesh, namely 300×300×1 (480×480×1)
for phospherene (graphene), through a cubic spline interpolation from the
finer mesh to remove nonphysical artifacts.

free path is a bit longer than the non-local length, the true value of which is

expected to be larger than the one in Table 7.1 [293]. The latter suggests that

phosphorene is a highly hydrodynamic material at the nanoscale, as the phonon

distribution is capable of keeping its inertia even under the effect of significant

intrinsic scattering. The case of graphene is somewhat more complex, as the

major contribution to thermal variables, especially the non-local length, comes

from the low-frequency ZA modes in the neighborhood of Γ with extremely large

mean free paths. At the nanoscale, the contribution of these modes to thermal

conductivity or non-local length becomes negligible because a large suppression

factor due to boundary scattering—see Eq. (14) in Ref. [46]—, thus lowering

the non-local length to 43.5 nm. Hence for graphene nanodevices, since that

non-local length is smaller than λ, one would only expect hydrodynamics within

the (quasi)ballistic regime.
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Figure 7.3.: Cumulative `RTAiso for phosphorene (left) and graphene (right) with respect
to projected mean free path at 300 K. The graphene cumulative function has
been restricted to small λ as almost all the contribution to bulk values comes
from modes with λ around 4.2 mm. These values have been computed in
a denser q-mesh, namely 300× 300× 1 (480× 480× 1) for phospherene
(graphene), through a cubic spline interpolation from the finer mesh to
remove nonphysical artifacts.

7.4. Results

Before presenting the results of our simulations, we find it worth comment-

ing on the hydrodynamic signatures we have analyzed. Although the hydro-

dynamic regime presents several characteristic features, based on previous re-

sults [287, 289, 290] we have focused our study on flux vortices and negative

thermal resistance regions, namely regions in which the flux propagates in the

same direction as the thermal gradient. None of those features can be easily

described using Fourier’s law unless one relies on complex models allowing for

a position-dependent non-diagonal and non-definite-positive κ-tensor. However,

these features arise naturally in hydrodynamics (see Eq. 7.1) without using those

complex and sometimes unphysical models, just unique and diagonal κ and `

tensors.
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Furthermore, we also find it worth providing a summary of the characteristics

of all the devices presented in this Section with an indication of the transport

regime they are expected to be found on (see Fig. 7.4 and Table 7.2). In the

next Subsections, we discuss the transition from ballistic to non-ballistic regimes

together with hydrodynamic to diffusive or Fourier regimes and their crossovers.

Additionally, we provide insight on the effect of the source sizes with respect to

device width. Finally, we use the graphene wider devices to obtain information

regarding the formation of the hydrodynamic features.

7.4.1. Quasiballistic devices

Here, we provide the thermal profile 1 and heat flux for phosphorene and

graphene-based Levitov configurations well inside quasiballistic regime (see

Figs. 7.5 and 7.6), i.e. H < λ, for within and beyond the RTA.

All temperature profiles show a small linear variation of temperature between

the reservoirs (i.e. x = 0), with abrupt changes near the reservoirs. Such a feature

confirms that our devices are in the quasiballistic regime [170]. This statement is

further supported by heat flux profiles, in which the small differences in fluxes

between the bRTA and RTA indicate the dominance of boundary scattering (as this

mechanism is not dependent on the approach used to describe intrinsic scattering)

thus devices are in the quasiballistic regime [139, 140].

Regarding the hydrodynamic signatures, we can observe two flux vortices

for all devices. Moreover, by combining flux and thermal profiles, we observe

zones of negative thermal resistance at both sides of the reservoirs (see hot (cold)

regions at both sides of cold (hot) reservoirs with the heat flux going downwards in
1In this and all the subsequent plots the color scale of the temperature profiles is sightly non-linear

in the vicinity of 300 K to highlight the negative resistivity zones
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Figure 7.4.: Ballistic and hydrodynamic regime scores at 300 K for all the different
Levitov structures studied in this work (see Table 7.2 for the id. reference).
The transport regime for the given scores is indicated with the background
color—i.e. Fourier (red), hydrodynamic (blue) or ballistic (yellow)—with
gradient zones representing a transition between the different regimes. The
green dashed line gives an idea of the crossover between ballistic and regimes
for which Eq. 7.1 can provide a more quantitative prediction; namely regions
without strong ballistic features which are describable through the PTBE
but also the hydrodynamic equation. The orange dashed line provides a
approximate idea of for which scores we expect vortices to be possible for
acceptable values of pipe-flow score (i.e. < 0.5).

Figs. 7.5 and 7.6). Thus, all our (quasi)ballistic devices are in the hydrodynamic

regime, even in the absence of N processes, in opposition to more classical

hydrodynamic theories.

Finally, the observable differences between graphene and phosphorene, espe-

cially for heat fluxes, which are as expected of higher values in graphene, are

easily understood by noting the higher group velocities and lower scattering rates
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Table 7.2.: Configuration id., material (P: phosphorene and G: graphene), characteristic
sizes and figure references to all the different Levitov structures studied in
this work. To illustrate the expected regimes of each device we provide
ballistic (Hλ ) and hydrodynamic (H` ) regime scores at 300 K, with lower
values representing to be well inside the respective regime. Boldface in
ballistic and hydrodynamic scores indicates that, within the RTA, such device
is well inside in that respective transport regime. Additionally, we provide
a pipe-flow score (Wreservoir

Wdevice
), meaning 0 point sources and 1 a pipe like

structure, so that for higher values vorticity is not allowed as in this limit one
recovers a Poiseuille-like flow.

Id. # Material Wreservoir

(nm)
Wdevice

(nm)
H

(nm)

H
λ

† H
`

† Wreservoir
Wdevice

Figs.

1 P 25.0 160 19.2 0.573 0.454 0.156 7.5,7.8(a)
2 P 25.0 320 19.2 0.573 0.454 0.078 7.8(b)
3 P 25.0 46.0 19.2 0.573 0.454 0.543 7.11
4 P 25.0 160 50.0 1.492 1.182 0.156 7.14,7.17(a)
5 P 25.0 160 75.0 2.239 1.773 0.156 7.15,7.17(b)
6 P 25.0 160 100 2.985 2.364 0.156 7.16,7.17(c)
7 G 37.5 375 75.0 0.444 1.724 0.100 7.6,7.12
8 G 37.5 750 75.0 0.444 1.724 0.050 7.10
9 G 37.5 3750 75.0 0.444 1.724 0.010 7.13
10 G 37.5 375 170 1.006 3.908 0.100 7.18
11 G 37.5 375 340 2.012 7.816 0.100 7.19

† For phosphorene devices the scores are calculated using the ZZ values of ` and λ, as it
is the leading direction of thermal transport.

of graphene when compared to the phosphorene ones. Moreover, the asymmetric

vortices found in phosphorene have their root in the material anisotropy.

On top of that, and taking into account the role of boundary scattering on vortex

formation pointed out by Shang et al. [289], we also provide the PBTE solution
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Figure 7.5.: The RTA (top), bRTA (middle) and extrinsic (bottom) steady-state thermal
profiles (left) and heat fluxes (right) for a ballistic phosphorene-based Lev-
itov configuration with Wreservoir = 25 nm, Wdevice = 160 nm and H =
19.2 nm, THOT = 310 K and TCOLD = 290 K. The black bars at the color-
bars of temperature profiles indicate the highest and the lowest temperature
found in device.

without intrinsic scattering (i.e. three-phonon and isotopic scattering), henceforth

referred to as extrinsic (see the bottom panels of Figs. 7.5 and 7.6). From those

results, it is clear that the boundary scattering is the only mechanism leading to

vortex formation, as the other proposed contributing factor, the phase of phonons,

is disregarded by the PBTE [298]. This last statement agrees with Zhang et al.’s

observations [290]: if allowed by boundary scattering, i.e. system geometry,

vortices will form, being protected from destruction by the absence or scarcity

of intrinsic resistive scattering processes. Furthermore, phosphorene extrinsic

results show a curious feature, two secondary vortices, which are found neither

in the RTA nor in bRTA results. We need to stress that the flux magnitude of

such secondary vortices is well below—∼ 104 times smaller than the maximum,
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Figure 7.6.: The RTA (top), bRTA (middle) and extrinsic (bottom) steady-state thermal
profiles (left) and heat fluxes (right) for a ballistic graphene-based Levitov
configuration with Wreservoir = 37.5 nm, Wdevice = 375 nm and H =
75 nm, THOT = 310 K and TCOLD = 290 K. The black bars at the colorbars
of temperature profiles indicate the highest and the lowest temperature found
in device.

see Fig. 7.7—the error introduced by the scattering algorithms [171], so the

observed flux in that area for the RTA and bRTA is nothing but noise-masked

flux. To check for the existence of those secondary vortices, we resorted to

the hydrodynamic equation using the cumulative quantities for the given device

dimension as equation parameters; the result is given in Fig. 7.8(a).

Although there exist differences between this solution of the hydrodynamic

equation and the MC simulations, those can be attributed to the facts that cu-
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Figure 7.7.: Cut of heat flux magnitude at extrinsic case of Fig. 7.5 for y=0 nm as function
of x.

mulative variables only capture the qualitative effects of size and that Eq. 7.1

does not capture ballistic effects present in the device. Moreover, we recall that

the calculation of the ` values used here was conducted under the assumption of

isotropy. Notwithstanding all these differences, this result together with extrinsic

simulation strongly suggests the presence of additional vortices hidden by noise

in Fig. 7.5.

We also provide evidence of the existence of ternary and higher order vortices

by solving the hydrodynamic equation for a wider phosphorene device (see

Fig. 7.8(b)). Interestingly, we observe from those results that each vortex is

approximately 100 times smaller in magnitude than the previous one (see Fig. 7.9)

in line with MC simulation (Fig. 7.7). We note that the noise at both lateral edges

of the larger phosphorene device is due to the finite numerical precision in the

simulations. Additionally, we complement those results with the hydrodynamic

equation solutions for a larger graphene device (see Fig. 7.10), showing that the

train of vortices is a general solution, and not a particular solution of phosphorene

due to its properties. Indeed, the observation of a vortex train in wider devices
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Figure 7.8.: The finite elements solution of the hydrodynamic equation for two
phosphorene-based Levitov configurations with Wreservoir = 25 nm,
Wdevice = 160 nm (a) / 320 nm (b) and H = 19.2 nm, THOT = 310 K,
TCOLD = 290 K, κAC =10.47 W m−1 K−1 (a) / 11.72 W m−1 K−1 (b),
κZZ =17.15 W m−1 K−1 (a) / 21.58 W m−1 K−1 (b),
`AC =10.81 nm (a) / 13.30 nm (b), and `ZZ =9.04 nm (a) / 11.60 nm (b).
The temperature profile is given in a blue-red colormap together with the
heat flux isolines (gray).
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Figure 7.9.: Cut of heat flux magnitude at Fig. 7.8(b) for y =0 nm as function of x.
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(Wdevice � λ,Wreservoir) provides further information about the mechanism

behind vorticity, suggesting that boundary scattering over lateral walls plays a

secondary role in vortex generation at most.
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Figure 7.10.: The finite elements solution of the hydrodynamic equation for a graphene-
based Levitov configuration withWreservoir = 37.5 nm, Wdevice = 750 nm
andH = 75 nm, THOT = 310 K , TCOLD = 290 K, κ =374.08 W m−1 K−1,
and ` =34.73 nm. The temperature profile is given in a blue-red colormap
together with the heat flux isolines (gray).

In addition to providing information about the mechanism behind the vortex

formation, the similarity between the RTA and bRTA fluxes suggests that because

of boundary scattering dominance in the (quasi)ballistic regime, a proper descrip-

tion of the intrinsic scattering operator might be unnecessary to obtain a correct

qualitative behavior of the flux. This contrasts with the findings in Ref. [293],

in which different values of non-local length, the defining parameter of vorticity,

for the RTA and bRTA were found in nanoribbons of sizes similar to those found

in our devices. In view of such discrepancies, we investigated the existence of

limiting cases, namely those cases in which a small difference in ` might lead to

different vorticity. In Fig. 7.11 we can see an example of such a limiting case for

phosphorene, confirming the importance of a proper treatment of scattering even

in the quasiballistic regime for a proper description of vortices. There, it can be

observed that while in the RTA there are four different vortices, in the bRTA case
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there are still two different vortices. Moreover, those results also show vortex

damping due to the lateral wall, demonstrating that a minimum distance between

lateral walls and the reservoir ends is necessary for vortices to form [290]. This is

not surprising, as in the limit of thermal reservoirs occupying all top and bottom

edges one must recover a Poiseuille flow.
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Figure 7.11.: The RTA (top) and bRTA (bottom) steady-state heat fluxes for a limiting
case phosphorene-based Levitov configuration with Wreservoir = 25 nm,
Wdevice = 46 nm and H = 19.2 nm, THOT = 310 K and TCOLD = 290 K.
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7.4.1.1. Vortex formation

To obtain a better understanding about how boundary scattering creates vor-

tices, we look into how they are formed. For that purpose, we provide temporal

snapshots showing the vortex formation within the bRTA framework, starting from

a graphene-based Levitov configuration with Wreservoir = 37.5 nm, Wdevice =

375 nm and H = 75 nm, THOT = 310 K and TCOLD = 290 K, initially at 300 K

in Fig. 7.12.
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Figure 7.12.: The bRTA heat flux at different times for a graphene-based Levitov con-
figuration with Wreservoir = 37.5 nm, Wdevice = 375 nm and H = 75 nm,
THOT = 310 K and TCOLD = 290 K, initially at 300 K.

These results show that the formation of vortices begins at the sources, and
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how they advance with time towards the lateral edges until their closure. In

further detail, the phonons arrive at the opposite vertical wall and slide laterally

along it until they are stopped by boundary scattering, or collide with the lateral

walls, closing the vortex in both cases. In the former, we recall that walls act as

phonon sources due to diffusive scattering, and thus they reemit a small part of

those incident phonons, which again slide laterally along the edges until they are

stopped by edge friction or the collision with the lateral wall forming in that way

additional vortices.

Thus, such behavior supports the importance of top and bottom boundary

scattering, as for larger devices vortices can start forming before a significant

number of phonons can scatter at lateral borders. This latter statement is further

confirmed by larger device simulations in which no phonon arrived at a lateral

wall but the vortices are formed (see Fig. 7.13).

7.4.2. Non-ballistic devices

Here we provide results for less ballistic devices than those of the previous

section, i.e. H & λ. As aforementioned, owing to the differences in the mean free

path and non-local length between graphene and phosphorene, we expect both to

show rather distinct vorticity.

7.4.2.1. Phosphorene

Devices out of the ballistic regime are in principle much more interesting in

the case of phosphorene, as the non-local length is slightly larger than the mean

free path, therefore allowing for hydrodynamic features outside the ballistic

regime. Moreover, based on the fit of ` to Monte Carlo results found in Ref. [293],

we expect its value to be larger than the calculated one, thus allowing for vortices
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Figure 7.13.: The bRTA heat flux at different times for a large graphene-based Levitov
configuration with Wreservoir = 37.5 nm, Wdevice = 3.75 µm and H =
75 nm, THOT = 310 K and TCOLD = 290 K, initially at 300 K. Only the
central part of the device is depicted as most of the device is empty of
phonons.

and negative thermal resistances in devices with H larger than what would be

expected from the results in Table 7.1.

Because of this, we have simulated three different heights: 50, 75, and 100 nm,

the RTA and bRTA steady-state heat fluxes of which are shown in Figs. 7.14-7.16.

These results are to be compared to the extrinsic-only solution for the same set

of heights (see the extrinsic cases at the bottom of Figs 7.14-7.16) to highlight

the effect of intrinsic scattering on the steady-state properties. Additionally, we
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provide the bRTA thermal profiles for all heights in Figs. 7.17(a)-7.17(c). In

smaller devices, we observe that device geometry allows for the formation of

two vortices (see the extrinsic case at the bottom of Fig. 7.14), which are present

even when intrinsic scattering is added. Interestingly, if we set aside the expected

magnitude differences between all the treatments of the scattering operator, we

can observe (Fig. 7.14) subtle differences in the vortex profiles. While within

the extrinsic treatment we can see two clean vortices, the addition of intrinsic

scattering through the RTA causes those vortices to start dissipating at the device’s

corners. However, the proper treatment of scattering leads to slightly different

alterations, as such dissipation of vorticity is less pronounced, while the RTA

incipient fracture of principal vortices into two becomes clearer in the bRTA

case. Therefore, the full linearized scattering operator is necessary to obtain an

appropriate description of vorticity.

The 75 and 100 nm results (see Figs. 7.15 and 7.16) further support this latter

statement. In both cases vorticity is geometrically permitted (see the extrinsic

cases at the bottom of Figs 7.15 and 7.16) but suppressed in the RTA case, which

shows an almost perfect diffusive profile, especially for the 100 nm device. On the

other hand, the correct description of the scattering operator allows the vortices

to survive in both cases. This fact is nothing but a consequence of the RTA

deeming all three-phonon processes as resistive, which translates into lower `

values. Indeed, we expect the flux direction to be qualitatively similar for devices

much larger than `, as they tend to have diffusive profiles—i.e. profiles compatible

with Fourier’s law—in which the only difference between the RTA and bRTA is

the flux magnitude due to the thermal conductivity differences.

Regarding thermal resistance, we can observe a low-magnitude negative re-

sistance, when compared to ballistic devices, for the 50 device (Figs. 7.14 and

7.17(a)), and even a lower one in the 75 nm one (Figs. 7.15 and 7.17(b)). For the

larger device (i.e. 100 nm, Figs. 7.16 and 7.17(c)) no significant negative thermal
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Figure 7.14.: The RTA (top), bRTA (middle) steady-state, and extrinsic (bottom) heat
fluxes for phosphorene-based Levitov configuration with Wreservoir =
25 nm, Wdevice = 160 nm and H = 50 nm, THOT = 310 K and TCOLD =
290 K.

resistance is observed, indicating (in line with the flux results) a weakening of

hydrodynamic regime with increasing H . This is a consequence of the phonon

distribution losing its inertia—i.e. preventing the effect of boundary scattering—

while traveling due to intrinsic resistive scattering, up until the point that for larger

distances (H) it is completely lost before arriving to the opposite side, and thus

one arrives at the Fourier’s diffusive regime.
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Figure 7.15.: The RTA (top), bRTA (middle) steady-state, and extrinsic (bottom) heat
fluxes for phosphorene-based Levitov configuration with Wreservoir =
25 nm, Wdevice = 160 nm and H = 75 nm, THOT = 310 K and TCOLD =
290 K.
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Figure 7.16.: The RTA (top), bRTA (middle) steady-state, and extrinsic (bottom) heat
fluxes for phosphorene-based Levitov configuration with Wreservoir =
25 nm,Wdevice = 160 nm andH = 100 nm, THOT = 310 K and TCOLD =
290 K.
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Figure 7.17.: The bRTA steady-state temperature profile for several phosphorene-based
Levitov configurations with Wreservoir = 25 nm, Wdevice = 160 nm and
H = 50 nm (a) / 75 nm (b) / 100 nm (c), THOT = 310 K and TCOLD =
290 K. The black bars at the colorbars of temperature profiles, indicate the
highest and the lowest temperature found in device.
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7.4.2.2. Graphene

The graphene RTA and bRTA steady-state heat fluxes are depicted in Fig. 7.18,

showing a clear diffusive (Fourier-like) profile in the RTA case. In contrast, some

vorticity can be observed in the bRTA results, indicating a clear underestimation

of non-local length—i.e. the ability of the distribution to keep its inertia—because

of the RTA limitations. Therefore, it is indeed possible to have some small vor-

ticity out of the ballistic regime. When incrementing the height, we observe that

vortices cannot form even without intrinsic scattering (see the extrinsic case at the

bottom of Fig. 7.19) although some non-local effects appear in the flux, namely

the curvature of the isolines near the corners of the extrinsic case in Fig. 7.19.

However, such hydrodynamic effects are not present neither in the RTA nor bRTA

(see the top and middle panels of Fig. 7.19) due to the intrinsic scattering effect

(i.e. `� H), showing both a Fourier-like profile.
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Figure 7.18.: The RTA (top) and bRTA (bottom) steady-state heat fluxes for graphene-
based Levitov configuration withWreservoir = 37.5 nm, Wdevice = 375 nm
and H = 170 nm, THOT = 310 K and TCOLD = 290 K.
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Figure 7.19.: The RTA (top), bRTA (middle) and extrinsic (bottom) steady-state heat
fluxes for graphene-based Levitov configuration withWreservoir = 37.5 nm,
Wdevice = 375 nm andH = 340 nm, THOT = 310 K and TCOLD = 290 K.
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7.5. Summary and conclusions

In this Chapter, we have presented Monte Carlo simulations of phonon transport

with a full linearized ab initio scattering operator, leading to the manifestation

of hydrodynamic signatures such as vorticity and non-monotonic temperature

profiles in planar graphene and phosphorene device geometries. We find such

signatures at room temperature in quasiballistic and non-ballistic regimes, in

contradiction with the predictions of classical hydrodynamic models, which re-

quired a predominance of normal scattering, but in agreement with more recent

and generalized models which find the signatures even when all scattering is

resistive. In contrast to previous observations, we demonstrate that there is a

shared mechanism among all transport regimes originating the hydrodynamic

signatures, namely boundary scattering. Indeed, we show that in our devices,

undergoing vertical transport, boundary scattering at horizontal edges is the lead-

ing mechanism behind vortex formation, proving through the solution of the

hydrodynamic equation that an increment in the horizontal dimension only leads

to the formation of more convection cells instead of vortex (hydrodynamics)

destruction. We have illustrated the critical importance of the device dimensions,

especially the distance between sources and the opposite horizontal walls (i.e.

the ones causing the vortices), in determining the presence or absence of hydro-

dynamic effects, opposite to previous considerations based only on the relative

importance of normal vs. resistive scattering. Moreover, we have demonstrated

that having a proper description of the intrinsic scattering using the full linearized

scattering operator will, through more accurate values of `, result in qualitative

consequences, showing that the RTA can lead to an incorrect number of vortices

or no vorticity at all in cases where it should be present.

Finally, based on our calculations, we point out that experimental observation

of hydrodynamic signatures at room temperature would be favored by choosing a
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small graphene sample under 100 nm in height, a finite source and sink as narrow

as possible and a device width at least three times larger than the source/sink

widths.
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In this thesis, we have investigated using first principles the thermal properties

of nanoscale-emerging crystal phases found in nanowires. Moreover, we present

a new software package, BTE-Barna, containing iterative and Monte Carlo

solvers of the Peierls-Boltzmann transport equation for two-dimensional-based

devices, and a practical example of their application to study thermal hydrody-

namic features from an ab initio perspective. The main contributions of this work

are summarized in the following points:

• The lattice thermal conductivity for cubic and hexagonal phases of several

semiconductors has been calculated using first principles. The differences

in κ between both phases are explained. Indeed, for binary semiconductors,

we found that classical conditions for a high κ are incapable of explaining

such differences. Therefore, we focused our analysis on two quantities that

directly contribute to the three-phonon scattering rate and contain all the

classical conditions: the anharmonicity, which we find to be always higher

in the cubic phase; and the accessible phase space, which is higher for the

hexagonal one. Based on such observation we developed a methodology to

predict which phase is the most conductive, where other more qualitative

approaches fail.
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• We have also presented the lattice thermal conductivity for several nanowires

made of cubic and hexagonal phases for those semiconductors, showing

the effect of boundary scattering on κhex/κcub. Moreover, we find that

such systems might be of interest for complex phononic and thermoelectric

applications/systems (e.g. telescopic nanowires) due to their ability to tune

such a rate over a great range, especially in the case of AlAs, by simply

modifying their diameter.

• We have presented a new software package, BTE-Barna, extending the

capabilities of almaBTE to tackle nanodevices based on 2D materials,

as well as nanowires. Specifically, we have implemented an iterative

steady-state solver to provide the effective conductivity of nanoribbons and

nanowires. Moreover, we have implemented a highly efficient RTA Monte

Carlo simulator for the computation of the steady-state properties based

on the one included in almaBTE, so that it can now tackle finite and/or

periodic 2D systems and their heterojunctions under the effect of thermal

gradients and isothermal reservoirs, while providing information from the

transient to steady-state. Finally, we have implemented a beyond-RTA

Monte Carlo simulator for 2D systems to provide an accurate description

for those cases in which the RTA fails.

• We have studied the thermal hydrodynamic signatures (i.e. heat flux

vortices and negative thermal resistance regions) in graphene and phos-

phorene-based nanodevices at room temperature using BTE-Barna MC

solvers. This last is a considerable improvement with respect to previous

studies, in which the used methodology was based on fitted parameters or

models instead of a full microscopic ab-initio-based description. Moreover,

we have provided insight into the mechanisms originating those hydrody-

namic features, relating this last point to the non-local lengths and mean free

paths. Additionally, we have complemented our results with solutions of
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the hydrodynamic equation using finite elements for a better understanding

of some size effects as well as studying signatures below the MC statistical

noise, for instance, demonstrating the existence of several convection cells.

The work here presented may be extended by:

• Extending the iterative solver to solve the coupled electron-phonon BTE

focusing on the solution of the electron-phonon-BTE for highly symmetric

systems with confinement, namely nanoribbons and nanowires, via suppres-

sion factors. This way the enhancement of thermoelectric properties due to

confinement could be studied from a fully first-principles perspective.

• Including four-phonon processes into the BTE-Barna to improve the

accuracy of the simulations in the high-temperature regime.

• Extending the MC formalism and solvers to couple electronic and phononic

systems for non-degenerate semiconductors.
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APPENDIX A

Description of the BTE-Barna executables,

inputs, and outputs

A.1. kappa Tsweep nanos

The calculation of the effective thermal conductivity κnano for nanowires and

nanoribbons at both the RTA and beyond RTA levels is implemented in the

kappa Tsweep nanos executable. The executable parameters are the same as

for kappa Tsweep but with an additional parameter to control the number of

TBB threads in which the recalculation and symmetrization will take place.

kappa_Tsweep_nanos input.xml Nthreads

Regarding input files, it uses the same format as kappa Tsweep but with some

additions:

<system name="nanoribbon" L="500.0"/>

<AnharmonicIFC name="FORCE_CONSTANTS_3RD"

scalebroad="1.0"/>
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1. system/name [string]: Indicates the type of nanosystem. Accepted values:

nanowires and nanoribbons.

2. system/L [double,units(nm)]: limiting length of the system, radius for

nanowires and width for nanoribbons.

3. AnharmonicIFC/name [string]: path to file containing third-order force

constants. Only needed for beyond calculations.

4. AnharmonicIFC/scalebroad [double]: broadening parameter for adaptative

smearing. Only needed for beyond-RTA calculations.

Finally kappa Tsweep nanoswill produce a csv output file ({h5filename}_

{systemname}_L_{L}_{u}_{Tmin}_{Tmax}.Tsweep) with the follow-

ing format

T [K], κRTA
nano

[
W

m ·K

]
, κbeyond RTA

nano

[
W

m ·K

]
T0, κ

RTA
nano (T0), κbeyondRTA

nano (T0)

T1, κ
RTA
nano (T1), κbeyondRTA

nano (T1)

...,
...,

...

Tn, κ
RTA
nano (Tn), κbeyondRTA

nano (Tn)

where u is the transport direction.

A.2. Monte Carlo simulators and analyzers: inputs,
outputs and executables

A.2.1. Geometry files

As noted in Chapter 6, the implementation of the MC algorithms divides the

real space into computational boxes defined by the user as convex hulls if points.
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This choice allows for the use of external routines taking care of the correct

surface tessellation. Moreover, it allows for complex geometries as porous or

wedge-like geometries. Files containing geometries are given in XML format.

Here, we provide a toy example to show geometry file input format and describe

its capabilities:

<Geometry>

<number_of_boxes Ngeom="4"/>

<Box>

<MaterialID name="black_P"/>

<boxid id="0"/>

<Vertices dim="2" npoints="4">

6.0 6.0

6.0 7.0

7.0 6.0

7.0 7.0

</Vertices>

<initCnd Teq="300." Tinit="301.0"/>

</Box>

<Box>

<MaterialID name="black_P"/>

<boxid id="1"/>

<Vertices dim="2" npoints="4">

6.0 6.0

6.0 7.0

5.0 6.0

5.0 7.0

</Vertices>

<initCnd Teq="300."/>

<Translate_to id="2">

1.0 0.0 0.0

</Translate_to>

</Box>

<Box>

<MaterialID name="black_P"/>

<boxid id="2"/>

<Vertices dim="2" npoints="4">

8.0 6.0

8.0 7.0
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7.0 6.0

7.0 7.0

</Vertices>

<initCnd Teq="300."/>

<Translate_to id="1">

-1.0 0.0 0.0

</Translate_to>

</Box>

<Box>

<MaterialID name="black_P"/>

<boxid id="3"/>

<Vertices dim="2" npoints="4">

5.0 6.0

5.0 5.0

8.0 6.0

8.0 5.0

</Vertices>

<initCnd Teq="303.0"/>

<Reservoir/>

</Box>

</Geometry>

We now list all possible parameters in geometry files:

1. number of boxes/Ngeom [integer]: Indicates the number of boxes.

2. Box/MaterialID/name [string]: Box material

3. Box/Vertices/dim [integer]: system dimension (Accepted values: 2).

4. Box/Vertices/npoints [integer]: number of vertices.

5. Box/Vertices [double, array(dim,npoints),units(nm)]: Box vertices (NOTE:

they need to form a convex hull).

6. Box/initCnd/Teq [double,units(K)]: Reference temperature.

7. Box/initCnd/Tinit [double,optional,units(K)]: Temperature to initialize the

box population out of reference (default: Teq). RTA simulator ignores this.

8. Box/Reservoir : if present it indicates that the box is an isothermal reservoir.
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9. Box/Translate to/id [int]: It indicates that any particle entering that box is

translated to “id” box.

10. Box/Translate to [double,array(1,3),units(nm)]: Translation vector applied

to any particle entering that box.

A.2.2. RTAMC2D

The RTAMC2D executable implements the general RTA algorithm of Section 4.6

and the specialization described in Subsection 4.6.2 to obtain the steady-state for

periodic structures under a thermal gradient. It has as command line inputs:

RTAMC2D input.xml Nthreads [Nruns]

1. input.xml [string]: xml file containing the input.

2. Nthreads [integer]: number of TBB threads for simulation.

3. Nruns [integer,optional]: number of repetitions to be done, to prevent table

creation and data loading (default: 1).

A.2.2.1. input.xml

We provide now another toy example of input.xml files together with an ex-

planation of its variables:

<RTA_MC2d>

<geometry file="grta01.xml"/>

<gradient x="0.2" y="0.0"/>

<convergence energy="-1.0" flux="-1.0"/>

<time dt="0.5" maxtime="100000"/>

<material name="black_P" database="black_monolayer_50_50_1.h5"

thickness="0.5" T0="300.0"/>

<material name="biblack_P" database="biblack_50_50_1.h5"

thickness="1.0" T0="300.0"/>
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<layer material="black_P" layer_name="black_bare"

atoms="0 1 2 3"/>

<layer material="biblack_P" layer_name="black_mid"

atoms="0 1 2 3"/>

<layer material="biblack_P" layer_name="black_alone"

atoms="4 5 6 7"/>

<layers_connection layer_A="black_mid" layer_B="black_bare"/>

<particles N="10000000"/>

<ballistic/>

<spectral>

<resolution ticks="500">

<location bin="0">

<spectral/>

</RTA_MC2d>

1. geometry file [string]: XML file containing geometry data.

2. gradient/x [double,units(K/nm)]: x-component of homogeneous thermal

gradient applied to all boxes (NOTE: requires y-component and activates

the specialized algorithm to obtain steady-state for extended systems).

3. gradient/y [double,units(K/nm)]: y-component of homogeneous thermal

gradient applied to all boxes (NOTE: requires x-component and activates

the specialized algorithm to obtain steady-state for extended systems).

4. convergence/energy [double,optional]: if given, the loop of the specialized

algorithm to obtain steady-state for extended systems with an applied

thermal gradient is broken when relative difference in deviational energy

density is lower than this threshold (default: -1.0).

5. convergence/flux [double,optional]: if given, the loop of the specialized

algorithm to obtain steady-state for extended systems with an applied

thermal gradient is broken when relative differences of heat fluxes are lower

than this threshold (default: -1.0).

6. time/dt [double,units(ps)]: spacing for mesh in time.
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7. time/maxtime [double,units(ps)]: Maximum time for particles.

8. material/name [string]: material id.

9. material/database [string]: path to almaBTE’s database containing phonon

properties.

10. material/thickness [double,units(nm)]: real thickness in z-direction, used to

correct DFT lattice vector in z-direction.

11. material/T0 [double,units(K)]: reference temperature of whole system

(NOTE: it must be the same for all materials).

12. particles/N [integer]: Number of particles to be simulated (NOTE: be aware

that even numbers are required for specialized algorithm to obtain steady-

state for extended systems with an applied thermal gradient in order for

sources not to add energy into the system).

13. spectral/resolution/ticks [integer,optional]: Number of divisions for spectral

decomposition of fluxes and deviational temperature.

14. spectral/location/bin [integer,optional]: Box id in which spectral decompo-

sition is calculated.

15. layer/material [string,optional]: name of material in which layer is localized.

This is for LDMM.

16. layer/layer name [string,optional]: name of layer. This is for LDMM.

17. layer/atoms [int,optional]: identity of atoms in the layer (follows the order

of POSCAR). This is for LDMM.

18. layers connection/layer A [string,optional]: name of layer connected with

layer B (of same entry). There can be multiple entries of layer connection

if more than one connection is present. This is for LDMM.

19. layers connection/layer B [string,optional]: name of layer connected with

layer A (of same entry). This is for LDMM.

252



A. Description of the BTE-Barna executables, inputs, and outputs

20. ballistic [optional]: if given, intrinsic scattering is deactivated.

A.2.2.2. Output files

In the case of specialized algorithm to obtain steady-state for periodic structures

under thermal gradient a file called steady_state_T0K_run_irun.csv,

where T0 is the reference temperature and irun is the simulation id within the

Nruns. This file contains in csv format the following:

T0, T1, . . . , TNboxes

Jx,0, Jx,1, . . . , Jx,Nboxes

Jy,0, Jy,1, . . . , Jy,Nboxes

Additionally, if spectral decomposition is activated four files will be generated

per selected box:

1. steady_deltaT_omega_ibox_T0K_run_irun.csv: contains the

frequency grid in the first column and the deviational temperature per fre-

quency in second one.

ω0, ω1, . . . , ωNticks

∆T0, ∆T1, . . . , ∆TNticks

2. steady_jx_omega_ibox_T0K_run_irun.csv: analogous to tem-

perature file, but with heat flux [J/(m2s)] in x-direction.

3. steady_jy_omega_ibox_T0K_run_irun.csv: analogous to tem-

perature file, but with heat flux [J/(m2s)] in y-direction.

4. steady_fd_q_ibox_T0K_run_irun.csv: contains the qx and qy

grid in the first and second rows, respectively, and the deviational phonon
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population per q-point in the following one.

#qx,0, qx,1, . . . , qx,Nq−1

#qy,0, qy,1, . . . , qy,Nq−1

fd(q0), fd(q1), . . . , fd(qNq−1)

On the other hand, the general algorithm produces three output files per run:

1. temperature_T0K_run_irun.csv: contains the temperature in K

per boxes (column) at given times (rows). First column of each row gives

the middle point of the time bin.

2. jxT0K_run_irun.csv: analogous to temperature file, but with heat

flux [J/(m2s)] in x-direction.

3. jyT0K_run_irun.csv: analogous to temperature file, but with heat

flux [J/(m2s)] in y-direction.

plus four additional files per selected box if spectral decomposition is conducted:

1. deltaT_omega_ibox_T0K_run_irun.csv: contains the frequency

grid in the first column and the deviational temperature per frequency in at

each time step in the following ones.

−1, ω0, ω1, . . . , ωNticks

t0, ∆T0(t0), ∆T1(t0), . . . , ∆TNticks(t0)

t1, ∆T0(t1), ∆T1(t1), . . . , ∆TNticks(t1)
...

...
...

. . .
...

tf , ∆T0(tf ), ∆T1(tf ), . . . , ∆TNticks(tf )

where ti is the middle point of each time grid bin.

2. jx_omega_ibox_T0K_run_irun.csv: analogous to temperature

file, but with heat flux [J/(m2s)] in x-direction.
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3. jy_omega_ibox_T0K_run_irun.csv: analogous to temperature

file, but with heat flux [J/(m2s)] in y-direction.

4. fd_q_ibox_T0K_run_irun.csv: contains the qx and qy grid in the

first and second rows, respectively, and the deviational phonon population

per q-point at each time step in the following ones.

#qx,0, qx,1, . . . , qx,Nq−1

#qy,0, qy,1, . . . , qy,Nq−1

t1, fd(q0, t1), . . . , fd(qNq−1, t1)
...

...
. . .

...

tf , fd(q0, tf ), . . . , fd(qNq−1, tf )

A.2.3. PropagatorBuilder
The PropagatorBuilder executable implements the building of the B-

matrix and subsequent P (∆t) calculation using the Krylov subspace method

(see Subsection 6.4.2). It has as command line inputs:

[mpi] PropagatorBuilder database.h5 IFC3 T

∆t Nthreads

1. database.h5 [string]: almaBTE’s database for that material.

2. IFC3 [string]: third-order force constants file in sparse format [46].

3. T [double,units(K)]: reference temperature.

4. ∆t [double, units(ps)]: time step for propagator calculation.

5. Nthreads [integer]: number of TBB threads to be used in the simulation.

It generates two binaries as outputs:

materialname_Na_Nb_1_TK_∆tps.B.eigen.bin and
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materialname_Na_Nb_1_TK_∆tps.P.eigen.bin, which contain the

B and P (∆t) matrices, respectively.

A.2.4. beRTAMC2D

The beRTAMC2D executable implements the bRTA algorithm. The code uses the

same geometrical routines than RTAMC2D code, built on top of boost::geometry

library [251]. The computational intensive parts of the algorithm are parallelized

using oneTBB [299] (multithreading), namely the ballistic evolution, the scatter-

ing algorithm, the building of the particle histogram, and the particle cancellation.

Before detailing the inputs and outputs of the executable we find worth to

recall/mention the main differences with respect to the code implemented in

RTAMC2D. Besides scattering and sampling, the main differences between both

implementations are:

1. Initial temperature: It allows for initial temperatures different to the refer-

ence one (see).

2. Free flight: tflight is defined as min{∆t, tb} being ∆t the time step used

for P (∆t) calculation.

3. Interface scattering: It is not implemented.

4. Boundary scattering: Particles reaching the boundaries are used to calculate

the boundary temperature via cubic spline interpolation of the flux in

the boundary. Then, the interpolated temperature is used to create the

distribution from which particles are randomly drawn during the time step

(see Subsection 4.2.2.2).

5. Multiple reference temperatures: It allows for more than a single reference

temperature.

256



A. Description of the BTE-Barna executables, inputs, and outputs

Moreover, the histogram of particles is saved at each time step, enabling the

calculation of frequency- and mode-resolved properties. Writing to disk is handled

by a dedicated thread and performed in a sparse format using the MessagePack

library [300].

A.2.4.1. Line command inputs

The code has the following command line inputs:

beRTAMC2D input.xml Nthreads

1. input.xml [string]: xml file containing the input.

2. Nthreads [integer]: number of TBB threads to be used in the simulation.

A.2.4.2. input.xml

We provide now another toy example of input.xml files together with an ex-

planation of its variables:

<beRTAMC2D>

<geometry file="grta01.xml"/>

<gradient x="0.2" y="0.0"/>

<time dt="0.5" maxtime="100000"/>

<material name="black_P" database="black_monolayer_50_50_1.h5"

thickness="0.5">

<propagator T="300" file="bP.P.eigen.bin"/>

</material>

<Eeff Ed="4.0e-26" particles="3600" Tmax="301.0" Tmin="299.0"/>

</beRTAMC2D>

1. geometry file [string]: XML file containing geometry data.

2. gradient/x [double,units(K/nm)]: x-component of homogeneous thermal

gradient applied to all boxes (NOTE: requires y-component).
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3. gradient/y [double,units(K/nm)]: y-component of homogeneous thermal

gradient applied to all boxes (NOTE: requires x-component).

4. time/dt [double,units(ps)]: time step.

5. time/maxtime [double,units(ps)]: Maximum time for simulation.

6. material/name [string]: material id.

7. material/database [string]: path to almaBTE’s database containing phonon

properties.

8. material/thickness [double,units(nm)]: real thickness in z-direction, used to

correct DFT lattice vector in z-direction.

9. material/propagator/T [double,units(K)]: reference temperature used to

calculate the propagator.

10. material/propagator/file [string]: path to propagator matrix binary.

11. Eeff/particles [integer]: division of energy guess, the calculation of the

guess is done individually per box and the minimum value is selected. Not

needed if Eeff/Ed is provided.

12. Eeff/Tmin [double,units(K)]: minimum temperature used to calculate the

deviational energy per particle. Not needed if Eeff/Ed is provided.

13. Eeff/Tmax [double,units(K)]: maximum temperature used to calculate the

deviational energy per particle. Not needed if Eeff/Ed is provided.

14. Eeff/Ed [double,units(J)]: deviational energy per particle, it is not needed

if Eeff/particles, Eeff/Tmin and Eeff/Tmax are provided. (NOTE: the

RTAMC2D calculated value for same system and initial conditions is a

proper value).

15. RTA [optional]: if given, the RTA is used for scattering.
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A.2.4.3. Outputs: standard output

Simulation data is dumped to standard output, with lines without physical infor-

mation starting with #. Data for lines with physical information is structured as

follows:

istep t Nparticles ρ
d
0 Jx,0 Jy,0 . . . ρ

d
N−1 Jx,N−1 Jy,N−1,

with istep being the MC loop steep, and the energy density and fluxes are given

for the N boxes forming the system. All quantities are given in SI except for time

which is given in ps.

A.2.4.4. Outputs: properties.msgpack.bin

The particle distribution per box and time step is dumped in sparse binary for-

mat in properties.msgpack.bin using using MessagePack library [300].

Each time step information in the file starts by a std::size t value (sizeblock) fol-

lowed by # indicating the number of characters comprising the block. Blocks

are comprised of arrays of 3 + 2Nboxes elements, with the three first ones being:

time (double), deviational energy per particle (double) and one array with the

Tref for all boxes. This is followed by a structure for each box composed of an

std::size t indicating the number of non-zero elements in the distribution function

vector and one array containing non-zero pairs (except in the case of empty boxes

in which a dummy one is created) of an std::size t indicating the phonon mode

and one integer containing the number of net particles in that mode with its sign

indicating if they are positive or negative particles.

This file can be processed with dist_reader executable to obtain the

spectral decomposition of the deviational temperature and heat flux at selected

boxes and times.
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A.2.5. dist reader

The dist_reader executable allows the extraction of spectral resolved quanti-

ties in both space and time, using the beRTAMC2D outputs. It has as command

line inputs:

dist_reader input.xml properties.msgpack.bin

1. input.xml [string]: xml file containing the input.

2. properties.msgpack.bin [string]: file containing distribution function at

given times as produced by beRTAMC2D.

it will provide the spectral decomposition of the deviational temperature as well

as those of fluxes, with the same format as RTAMC2D spectral decomposition

files, but with time column referring to the instantaneous time rather than the

middle of time bin.

A.2.5.1. input.xml

input.xml is the same as in the case of beRTAMC2D, with the following

extra terms:

1. spectral/resolution/ticks [integer]: Number of divisions for spectral decom-

position of fluxes and deviational temperature.

2. spectral/time/t [double]: Times at which the spectral decomposition will be

calculated. It can be used more than one time

3. spectral/location/bin [integer]: Box id in which spectral decomposition is

calculated. It can be used more than one time.
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A.2.5.2. Output files

Spectral decomposition of temperature is printed in deltaT_omega_BoxID.csv

and fluxes in jx_omega_BoxID.csv and jy_omega_BoxID.csv. The q-

resolved deviational phonon distribution function is printed in fd_BoxID.csv.

Data format is the same of the RTA spectral decomposed and q-resolved quanti-

ties, but this time with t indicating the instantaneous time and not the middle of

time bin.
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[86] T. T. Heikkilä, “The Physics of Nanoelectronics: Transport and Fluctua-

tion Phenomena at Low Temperatures”, Oxford University Press (Oxford,

2013).

[87] M. Lundstrom, “Fundamentals of carrier transport”, Cambridge Univer-

sity Press (2000).

[88] T. Sohier, M. Gibertini, M. Calandra, F. Mauri, and N. Marzari, “Break-

down of Optical Phonons’ Splitting in Two-Dimensional Materials”, Nano

Lett. 17, 3758–3763 (2017).
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and R. Rurali, “Tunable thermal conductivity of ternary alloy semiconduc-

tors from first-principles”, J. Phys. D: Appl. Phys. 54, 335302 (2021).

[125] T. Borca-Tasciuc, D. W. Song, J. R. Meyer, I. Vurgaftman, M.-J. Yang,

B. Z. Nosho, L. J. Whitman, H. Lee, R. U. Martinelli, G. W. Turner,

M. J. Manfra, and G. Chen, “Thermal conductivity of AlAs0.07Sb0.93 and

Al0.9Ga0.1As0.07Sb0.93 alloys and (AlAs)1/(AlSb)11 digital-alloy superlat-

tices”, J. Appl. Phys. 92, 4994–4998 (2002).

[126] W. Liu and A. A. Balandin, “Thermal conduction in AlxGa1-xN alloys and

thin films”, J. Appl. Phys. 97, 073710 (2005).

[127] F. Giustino, “Electron-phonon interactions from first principles”, Rev. Mod.

Phys. 89, 015003 (2017).

276

http://dx.doi.org/10.1103/PhysRevB.88.045430
http://dx.doi.org/10.1103/PhysRevB.88.045430
http://dx.doi.org/10.1103/PhysRevB.27.858
http://dx.doi.org/10.1103/PhysRevB.98.115205
http://dx.doi.org/10.1103/PhysRevB.98.115205
http://dx.doi.org/10.1103/PhysRevB.98.115205
http://dx.doi.org/10.1038/s41524-017-0052-9
http://dx.doi.org/10.1038/s41524-017-0052-9
http://dx.doi.org/10.1088/1361-6463/ac036d
http://dx.doi.org/10.1088/1361-6463/ac036d
http://dx.doi.org/10.1063/1.1506194
http://dx.doi.org/10.1063/1.1506194
http://dx.doi.org/10.1063/1.1506194
http://dx.doi.org/10.1063/1.1868876
http://dx.doi.org/10.1063/1.1868876
http://dx.doi.org/10.1103/RevModPhys.89.015003


Bibliography
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[171] J.-P. M. Péraud, C. D. Landon, and N. G. Hadjiconstantinou, “Monte Carlo

methods for solving the Boltzmann transport equation”, Annu. Rev. Heat

Transf. 17, 205-265 (2014).

[172] Y. Chen, D. Li, J. R. Lukes, and A. Majumdar, “Monte Carlo Simulation of

Silicon Nanowire Thermal Conductivity”, J. Heat Transfer 127, 1129–1137

(2005).

[173] F. F. M. Sabatti, S. M. Goodnick, and M. Saraniti, “Simulation of Phonon

Transport in Semiconductors Using a Population-Dependent Many-Body

Cellular Monte Carlo Approach”, J. Heat Transfer 139, 032002 (2016).

281

http://dx.doi.org/10.1140/epjb/e2014-50119-0
http://dx.doi.org/10.1140/epjb/e2014-50119-0
http://dx.doi.org/10.1140/epjb/e2014-50119-0
http://dx.doi.org/10.1103/PhysRevLett.104.208501
http://dx.doi.org/10.1103/PhysRevLett.104.208501
http://dx.doi.org/10.1038/nphys3509
http://dx.doi.org/10.1038/nphys3509
http://dx.doi.org/10.1115/1.2911452
http://dx.doi.org/10.1115/1.2911452
http://dx.doi.org/10.1103/PhysRevB.72.064305
http://dx.doi.org/10.1103/PhysRevB.72.064305
http://dx.doi.org/10.1063/1.4899235
http://dx.doi.org/10.1063/1.4899235
http://dx.doi.org/10.1063/1.4899235
http://dx.doi.org/10.1615/AnnualRevHeatTransfer.2014007381
http://dx.doi.org/10.1615/AnnualRevHeatTransfer.2014007381
http://dx.doi.org/10.1115/1.2035114
http://dx.doi.org/10.1115/1.2035114
http://dx.doi.org/10.1115/1.4035042
http://dx.doi.org/10.1115/1.4035042
http://dx.doi.org/10.1115/1.4035042


Bibliography

[174] N. G. Hadjiconstantinou, G. A. Radtke, and L. L. Baker, “On Variance-

Reduced Simulations of the Boltzmann Transport Equation for Small-Scale

Heat Transfer Applications”, J. Heat Transfer 132, 112401 (2010).
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[293] M. Raya-Moreno, X. Cartoixà, and J. Carrete,“BTE-Barna: An extension

of almaBTE for thermal simulation of devices based on 2D materials”,

arXiv preprint arXiv:2202.00505v2 (2022).

[294] A. Logg, K.-A. Mardal, and G. Wells, “Automated solution of differential

equations by the finite element method: The FEniCS book”, Springer

Science & Business Media (2012).

295

http://dx.doi.org/10.1038/nphys3667
http://dx.doi.org/10.1038/nphys3667
http://dx.doi.org/https://doi.org/10.1016/j.ijheatmasstransfer.2018.10.141
http://dx.doi.org/https://doi.org/10.1016/j.ijheatmasstransfer.2018.10.141
http://dx.doi.org/10.1038/s41598-020-65221-8
http://dx.doi.org/10.1038/s41598-020-65221-8
http://dx.doi.org/https://doi.org/10.1016/j.ijheatmasstransfer.2021.121282
http://dx.doi.org/https://doi.org/10.1016/j.ijheatmasstransfer.2021.121282
http://dx.doi.org/10.1103/PhysRevB.97.094309
http://dx.doi.org/10.1103/PhysRevB.97.094309
http://dx.doi.org/10.1103/PhysRevB.99.085202
http://dx.doi.org/10.1103/PhysRevB.99.085202


Bibliography

[295] M. Alnæs, J. Blechta, J. Hake, A. Johansson, B. Kehlet, A. Logg, C.

Richardson, J. Ring, M. E. Rognes, and G. N. Wells, “The FEniCS project

version 1.5”, Arch. Num. Soft. 3, 100 (2015).

[296] A. A. Balandin, S. Ghosh, W. Bao, I. Calizo, D. Teweldebrhan, F. Miao,

and C. N. Lau, “Superior thermal conductivity of single-layer graphene”,

Nano Lett. 8, 902–907 (2008).

[297] S. Ghosh, I. Calizo, D. Teweldebrhan, E. P. Pokatilov, D. L. Nika, A.

A. Balandin, W. Bao, F. Miao, and C. N. Lau, “Extremely high thermal

conductivity of graphene: Prospects for thermal management applications

in nanoelectronic circuits”, Appl. Phys. Lett. 92, 151911 (2008).

[298] Z. Zhang, Y. Guo, M. Bescond, J. Chen, M. Nomura, and S. Volz, “Co-

herent thermal transport in nano-phononic crystals: An overview”, APL

Mater. 9, 081102 (2021).

[299] “Intel oneTBB”, https://github.com/oneapi-src/oneTBB,

Accessed: 2021-09-30.

[300] “MessagePack”, https://msgpack.org/, Accessed: 2021-04-30.

296

http://dx.doi.org/10.1063/1.2907977
http://dx.doi.org/10.1063/1.2907977
http://dx.doi.org/10.1063/1.2907977
http://dx.doi.org/10.1063/5.0059024
http://dx.doi.org/10.1063/5.0059024
https://github.com/oneapi-src/oneTBB
https://msgpack.org/

	Abstract
	Acknowledgments
	Introduction
	Solids from first-principles: the electronic problem in a crystalline lattice
	Quantum description of a material
	The Born-Oppenheimer approximation and the electronic problem

	Density functional theory
	Approaches to the exchange-correlation functional
	Periodic boundary conditions: lattices and reciprocal space
	Basis set
	Pseudopotential method
	London's dispersion forces in DFT

	Time independent perturbation theory
	First-order corrections
	Hellman-Feynman theorem: atomic forces
	1st-order correction to the wave functions: the Sternheimer equation

	Higher order corrections: the 2n+1 theorem
	Multiple perturbations

	Density functional perturbation theory
	The case of homogeneous electric field

	Time dependent perturbation theory: Fermi's golden rule

	Lattice dynamics, phonons, and their interactions
	Lattice dynamics: the harmonic approximation
	Harmonic approximation and normal modes of vibration
	Polar materials

	Quantum theory and phonons
	Quantum theory of lattice dynamics and lattice vibrational energy
	Phonons and normal modes

	Phonon specific heat and density of states for general lattice
	Phonon calculations from first principles
	Finite difference method
	Linear response theory
	Molecular dynamics method


	Anharmonicity
	Three-phonon processes
	Umklapp and normal scattering

	Performing integrals containing three-phonon processes
	Frequency shift, thermal expansion and Grüneisen parameter
	Anharmonic calculations from first principles

	Mass disorder effect over atomic vibrations: isotopic scattering
	Phonons in alloys: the virtual crystal approximation
	Electron-phonon interaction

	Thermal transport modeling
	Mesoscopic Modeling and Fourier's law
	Fourier's law failure and beyond-Fourier mesoscopic models
	Generalized hydrodynamics


	Semiclassical modeling: the PBTE
	Approaches to collision term
	 Four and higher-order phonon processes

	Solution for the homogeneous system with an applied thermal gradient
	Size effects and solution for highly symmetric systems
	General solution of the PBTE for arbitrary geometries and boundary conditions
	Electron-phonon coupling and thermoelectric properties
	 Solution of the homogeneous coupled phonon-electron BTE

	 Software packages solving the PBTE based on first-principles

	Other methodologies

	Thermal simulation of devices: the Monte Carlo method
	 The basics and limits of the phonon-based Monte Carlo methods
	Energy-based deviational formulations
	Deviational energy sources
	Initial temperature profile
	Isothermal boundaries
	Applied thermal gradients

	Interaction with boundaries
	Specular scattering
	Diffusive boundaries

	Interaction with interfaces: the diffusive mismatch model
	 Periodic boundary conditions
	Particle termination and canceling

	Scattering within energy-based deviational MC methods
	RTA scattering
	Beyond the RTA scattering

	Properties sampling
	The ensemble energy-based deviational MC algorithm
	Steady-state and RTA efficient algorithms
	Trajectory sampling and steady-state properties
	Extended systems with applied gradients


	Thermal conductivity in nanoscale-emerging crystal phases
	Cubic and hexagonal phases
	Lonsdaleite silicon
	III-V and II-VI semiconductors
	 Interatomic Force Constants test
	 Bulk
	 Standard analysis of _hex/_cub
	 Effective anharmonicity and accessible phase space 
	The ratio of effective anharmonicity and accessible phase space product
	 Four-phonon scattering for GaN

	 Nanowires
	Alloys

	Phase boundary thermal resistance
	Summary and conclusions

	BTE-Barna: An extension of almaBTE for thermal simulation of devices based on 2D materials
	BTE-Barna structure
	Effective thermal conductivity in simple nanosystems
	RTA Monte Carlo
	Interface model for stacked layered systems: localized diffuse mismatch model

	Beyond RTA Monte Carlo
	B_ij calculation and enforcement of conservation laws
	Efficient propagator calculation
	Linear interpolation of the propagator for systems with multiple reference temperatures

	RTA-bRTA

	Code validation
	RTA code validation
	Beyond RTA: B-matrix validation
	Beyond RTA: Propagator and bRTA validation

	Results
	Phosphorene devices
	Nanoribbons
	RTA, bRTA and Fourier heat equation comparison
	 Finite device examples

	Results: Example of material junction

	Summary and conclusions

	Hydrodynamic signatures in thermal transport in devices based on 2D materials from first-principles
	Hydrodynamics and 2D materials: the role of normal and umklapp processes
	Methodology
	Bulk properties and size effects
	Results
	Quasiballistic devices
	Vortex formation

	Non-ballistic devices
	Phosphorene
	Graphene


	 Summary and conclusions

	Conclusions
	Appendix Description of the BTE-Barna executables, inputs, and outputs
	kappa_Tsweep_nanos
	Monte Carlo simulators and analyzers: inputs, outputs and executables
	Geometry files
	RTAMC2D
	input.xml
	Output files

	PropagatorBuilder
	 beRTAMC2D
	Line command inputs
	input.xml
	Outputs: standard output
	Outputs: properties.msgpack.bin

	dist_reader
	input.xml
	Output files



	Bibliography

	Títol de la tesi: Heat transport in binary semiconductor polytypes anddevices based on 2D materials: an ab initio study
	Nom autor/a: Martí Raya Moreno


