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Introduction

Investments in innovation create new technological know-how, which is the primary
cause of economic growth. Furthermore, this innovative know-how contributes the most to
economic growth as it is disseminated and allocated to its most efficient uses in the economic
system. Moreover, significant technological innovations not only enlarge the economic
possibilities but also impact societies on a larger scale; they influence the allocation of
productive factors causing the rise and decline of firms and whole sectors of the economy
and thereby affecting firms’ and workers’ choices and livelihoods.

For these reasons, it is critical to understand the determinants of investment in and the
dissemination of innovation and its consequences for the economy and the broader society.
In this thesis, I contribute to our understanding of these determinants and consequences.
First, I study the heterogeneous influence of different institutional owners on firms’ inno-
vation strategies and output (Chapter 1). Second, I analyze how common ownership by
institutional investors influences firm matching in the market for technology, impacting
the reallocation of innovative know-how (Chapter 2). Third, I investigate the effect of
automation on the sectoral reallocation of labor and capital in the economy (Chapter 3).

In Chapter 1, Does Institutional Ownership Composition matter for Corporate Inno-
vation? written with Bing Guo, David Pérez-Castrillo, and Anna Toldrà-Simats, we in-
vestigate the heterogeneous impact of institutional investors on the firms’ strategic choices
regarding investments in innovation and their innovative output. Institutional investors
vary greatly in their involvement in firm decisions. Whereas some institutional investors
have incentives to monitor and influence firms in a firm-specific manner actively, others
rely on standard measures or the uniform recommendations of proxy advisors like the ISS.
We study the heterogeneous effects of different institutional owners on firms’ innovation
strategies and outcomes. We find that institutional investors with monitoring incentives
lead firms to acquire innovation from external sources. In contrast, non-motivated block-
holder investors induce firms to invest in innovation primarily by developing their internal
R&D. Both motivated owners and blockholders have a positive effect on patents and cita-
tions relative to other institutional investors. Still, the impact of motivated investors is 2.5
times larger than that of blockholders. The mechanisms behind these effects are different.
Whereas motivated investors encourage innovation because they reduce managerial career
concerns, blockholders do so by improving firms’ corporate governance. These results shed
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light on the importance of active monitor funds to help firms achieve value-maximizing
outcomes.

In Chapter 2, Common Ownership and the Market for Technology, I study the effect of
institutional investors’ common ownership on technology transfer between publicly traded
companies. In my theoretical model, a technology provider can sell a technology to po-
tential buyers. A technology transfer consists of trading patents and the transmission
of unverifiable know-how which is not codified in the patents that are traded. Common
owners maximize their portfolio value and, thus, incentivize firms’ managers to internalize
other firms’ profits. I show that common ownership alleviates the moral hazard problem of
know-how transmission. Hence, common ownership between the technology provider and a
particular firm positively affects the probability of transferring the technology to this firm
since the incentives induced by common ownership increase the value of a potential deal by
improving the quality of the know-how transfer. In my empirical analysis, I use USPTO
patent reassignment data, and I provide evidence for this positive effect of common own-
ership. Notably, the impact of common ownership on the adopter selection is stronger for
deals that involve more complex technologies, for which the transmission of know-how is
likely to be essential. I apply different matching techniques and an instrumental variable
strategy based on the trading partners’ pairwise stock market index membership to ac-
count for potential endogeneity. My results suggest that the alleviation of moral hazard in
know-how transfer is a plausible mechanism through which common ownership facilitates
technology transfer, increases the quality of know-how transmission, and, therefore, affects
the reallocation of innovative knowledge.

In Chapter 3, Automation and Sectoral Reallocation, written with Tommaso Santini and
Eugenia Vella, we study the effects of the adoption of robots in the manufacturing sector in
Germany by calibrating a search and matching model. Empirical evidence in Dauth et al.
(2021) suggests that industrial robot adoption in Germany has led to a sectoral reallocation
of employment from manufacturing to services, leaving total employment unaffected. We
rationalize this evidence through the lens of a general equilibrium model with two sectors,
matching frictions, and endogenous participation. Automation induces firms to create
fewer vacancies and job seekers to search less in the automatable sector (manufacturing).
The service sector expands due to the sectoral complementarity in the production of the
final good and a positive wealth effect for the household. Analysis across steady states
shows that the increase in service employment can offset the reduction in manufacturing
employment. The model can also replicate the magnitude of the decline in the ratio of
manufacturing employment to service employment in Germany between 1994 and 2014.
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Chapter 1

Does Institutional Ownership
Composition matter for Corporate
Innovation?

1.1 Introduction

Innovation and technological progress are the most important sources of economic
growth and development.1 Publicly traded companies have an advantage with respect
to private firms when investing in risky innovation because they can spread risk across a
large mass of investors (Aghion et al., 2013). However, free-riding problems in widely-held
companies (Grossman and Hart, 1980), together with asymmetric information and agency
costs, may lead managers to invest in innovation inefficiently.2

The presence of large shareholders in public companies has been recognized as a pos-
sible solution to the free-rider problems and agency conflicts (Shleifer and Vishny, 1986).
Several empirical studies analyze how institutional owners influence important corporate
decisions such as acquisitions (Fich et al., 2015), corporate governance (Pederson, 2014),
or innovation (Aghion et al., 2013). The majority of these studies assumes that the various
institutional owners have homogeneous preferences regarding corporate strategy and there-
fore influence firm decisions in the same way. However, it is well known that institutional
owners are vastly heterogeneous along several dimensions. Recent studies point out that
institutional investors vary greatly in their approach to monitoring and voting upon firm
policies (Iliev and Lowry, 2015; Corum et al., 2021). Specifically, these authors suggest

1Schumpeter (1911), Arrow (1962), Grossman and Helpman (1991), Aghion and Howitt (1992).
2Examples of these problems are the career concerns of risk-averse managers that fear being fired if a

research project fails (Kaplan and Minton, 2006; Aghion et al., 2013), the obligation to publish quarterly
results (Porter, 1992), or the pressure to meet the earnings forecasts periodically issued by financial analysts
(Stein, 1988; He and Tian, 2013; Guo et al., 2019).
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that while some investors actively assess and evaluate the issues up for vote, others dedicate
less effort or rely entirely on proxy advisory services companies such as the Institutional
Shareholders Services (ISS). If proxy advisor recommendations are as good as those that
investors would obtain by getting actively involved, then we should not find any differences
in corporate policy despite firms having heterogeneous institutional ownership. However,
proxy advisors like the ISS are often criticized for issuing “blanket recommendations.” In
other words, they recommend investors to vote for or against specific governance or pol-
icy issues uniformly in all firms. If firm-specific voting leads to superior outcomes than a
“one-size-fits-all” approach, then we should observe differential results on firms.

Despite the increasing literature about institutional owners’ heterogeneous involvement
in firms, the number of studies that explore their possible differential effects on corporate
policy and performance is still small. The focus of this paper is to assess the differential
effects of heterogeneous institutional investors on firm innovation. This question is very
relevant because, for instance, institutional investors already accounted for close to 70% of
the US stock market by 2010 (Blume et al., 2014). Moreover, the reliance of institutional
investors on proxy advisory services has been increasing in recent years, raising concerns
about the repercussions of their recommendations (Iliev and Lowry, 2015).3,4

We define two types of institutional shareholders based on the relative size of their
stock holdings. We argue that, depending on how institutional investors allocate their
funds’ money to portfolio companies, they will have different incentives to monitor and a
different influence on corporate innovation. First, following the literature, we define the
motivated monitors in a given company as those institutional shareholders for whom the
value of their holding in that company is in the top 10% of their portfolio (Fich et al., 2015).
Second, we define the blockholders as those institutional shareholders with more than 5%
ownership in a given company. Therefore, a blockholder is a prominent investor from the
company’s point of view, whereas the company is a large investment from a motivated
investor’s point of view. We compute the percentage ownership of these types of investors
in a company relative to total institutional ownership.

Since we are interested in studying the influence of these types of investors on firm
innovation, we use three different measures to capture the various channels companies
can use to invest in innovation. The first measure is firms’ spending in Research and
Development (R&D), which allows firms to produce innovation internally by exploiting
the firm’s resources. The second channel is firms’ acquisitions of other innovative firms,

3According to Iliev and Lowry (2015), over 25% of mutual funds rely almost entirely on ISS recommen-
dations.

4A few papers have studied the effect of different types of institutional owners on corporate behavior
by focusing on another important dimension in which institutional owners differ, which is their investment
horizon. These papers consistently find that the negative effects of short-term pressure on corporate behav-
ior are attenuated with increases in the presence of long-term investors (Bushee, 1998; Gaspar et al., 2005;
Chen et al., 2015; Derrien et al., 2013; Samila et al., 2021). We differ from these papers because we focus
on institutional owners’ degree of involvement in corporate decisions depending on size of their investment
rather than on their indirect effects due to their trading strategy.
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enabling them to acquire external innovation developed by other companies. The third
measure is firms’ investment in corporate venture capital (CVC), which allows firms to
keep updated about the most recent innovations in the sector. Then, they can use that
knowledge to either develop similar products internally or acquire the start-ups where
they invested. To measure innovation output, we use firms’ future number of patents and
citations.

We argue that firms will use different channels to invest in innovation, affecting their
final innovation outcome, depending on the proportion of institutional ownership in the
hands of motivated monitors or blockholders. Here is why. Let us suppose that investors
first decide whether to acquire information to monitor companies’ doings and then decide
on how to influence companies’ decisions based on that information. Under the assumption
that acquiring information to monitor managers is costly, only those investors for whom
a firm represents a large holding in their portfolio will have an incentive to collect such
information from that firm. Indeed, just as firms are more likely to focus on their more
valuable projects, institutional investors might have more incentives to monitor and get
more involved in those firms to which they allocate more resources. The reason is that
the benefits from monitoring only outweigh the cost of information acquisition if the stock
holding represents a large enough value in the institution’s portfolio. Hence, we expect
motivated monitors to monitor firms actively. In contrast, we do not expect blockholders
to watch a particular firm more than another, even if those investors might hold large
blocks in some firms, as long as these firms represent a small part of the institution’s total
portfolio.5

After the information acquisition decision, investors will use their voice to influence firm
choices to the best of their knowledge. According to our previous arguments, motivated
monitors will have superior information than blockholders. Thus, they might use this
information to influence corporate decisions that affect innovation.6 Managers, anticipating
motivated investors’ monitoring efforts, will have incentives to propose value-increasing
investments in innovation. In equilibrium, the presence of motivated owners should increase
the likelihood that firms invest in valuable R&D projects, innovative acquisitions, and CVC.

5Iliev and Lowry (2015) also point out that whether a fund is an active or a passive voting fund
depends on the costs and benefits associated with each strategy, i.e., the cost of acquiring information and
the benefit of active engagement, which may vary across funds. Schmidt and Fahlenbrach (2017) find that
passive ownership is associated with worse governance, whereas a close paper by Appel et al. (2016) finds
that passive ownership is related to better governance. Schmidt and Fahlenbrach (2017) reconcile these
findings by pointing out that whether governance improves or worsens depends on the relative costs of
monitoring the specific proposals. In particular, some activities such as board appointments or mergers and
acquisitions are much more costly to monitor for low-cost, low-overhead institutions than basic corporate
governance characteristics. Therefore, such institutions might focus more on basic governance while passing
on more complex issues.

6Note that even if motivated investors do not have large enough ownership stakes to influence firms’
decisions on their own, they can share the acquired information with other investors to align their votes.
Motivated investors not only have stronger incentives to obtain information, but these stronger incentives
make it easier for them to convince other shareholders to trust their informed recommendations.
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Their overall effect on patents and citations should be positive and significant.
In contrast, as we argued above, blockholders that are not motivated monitors have

fewer incentives to acquire costly information because their stock holdings do not represent
an essential part of their portfolios. Then, expecting no monitoring from blockholders,
entrenched managers might have an incentive to propose privately beneficial but possibly
value-destroying investments. Anticipating such behavior from managers, blockholders will
have pessimistic beliefs about the type of investments that managers submit and will tend
to vote against them. Our hypothesis is that firms with more blockholders will be less
likely to undertake investments, such as mergers and acquisitions, which require collecting
costly information and voting consent. Hence, we expect firms with more blockholders to
make less innovative acquisitions.

However, their effect on other innovation decisions that do not require voting consent,
such as R&D investment and CVC, is less clear. On the one hand, blockholders may have
no impact on these decisions because they do not monitor them directly; on the other hand,
they may affect them through mechanisms that do not require a high monitoring cost. For
instance, blockholders may improve firms’ corporate governance by consistently voting on
basic governance issues according to a pre-defined program or relying on proxy advisor
firms like the ISS. Our hypothesis is that blockholders are more likely to influence firms
using their votes to affect standard governance practices and that if blockholders have any
(positive) effect on R&D and CVC investments, it will be indirectly via improvements in
firms’ corporate governance.

We test the above hypotheses taking into account the potential endogenous nature of
a company’s shareholder composition. Indeed, firms’ institutional investor heterogeneity
may depend on firm characteristics that also determine firms’ capacity to innovate. To
establish causality, we follow the previous literature (Fich et al., 2015; Appel et al., 2016;
Crane et al., 2016; Schmidt and Fahlenbrach, 2017) and use an instrumental variables
approach where we exploit the composition and reconstitutions of the Russell 1000 and
the Russell 2000 indexes as a source of exogenous variation for the heterogeneity of firms’
institutional ownership.

Our tests results indicate that an increase in the ownership by motivated investors
relative to total institutional ownership increases the probability that firms acquire other
companies for innovation purposes and invest in CVC. However, motivated investors seem
to not affect firms’ investments in internal R&D. In contrast, we find that firms with higher
blockholder ownership relative to other institutional investors’ ownership are less likely to
acquire other firms. These investors do not induce firms to acquire more innovative targets
either, nor to invest in CVC. However, the effect of blockholder ownership on R&D invest-
ments is positive and highly significant. Overall, these results suggest that while both types
of investors have a positive impact on some innovation inputs, motivated investors increase
the innovation production that comes from external sources, i.e., acquisitions; whereas
firms with more blockholders produce innovation that comes mainly from internal R&D.
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This is important because, as some papers suggest,7 acquiring innovation from external
sources might stimulate innovation production further and enable firms to produce more
efficient innovations than when investing only in internal R&D.

We test the effect of the composition of institutional ownership on firms’ innovation
output. We find that both types of investors positively and significantly impact firms’ future
patents and citations. Interestingly, the positive effect of motivated investors on innovation
output is economically and significantly larger than that of blockholders. Specifically, for
the average company, i.e., with 30 patents and 343 citations, a 1 percentage point increase
in the ownership by motivated investors relative to total institutional ownership increases
the company’s number of patents by 0.69 (an increase of 2.3%) and its citations by about
7 (an increase of 2.03%). In contrast, for the same average company, a 1 percentage point
increase in ownership by blockholders increases the firm’s patents by 0.26 (an increase of
0.9%), and it increases its citations by 2 (an increase of 0.6%). Hence, firms with motivated
investors produce about 2.5 times more patents and about 3.5 times more citations than
those with blockholders, and these differences are significant. Our results align with the
previously mentioned papers since we find that innovation output is larger in firms with
more motivated investors, who encourage external innovation.

We then explore the mechanisms behind the effects of motivated and blockholder own-
ership on firm innovation. As we argued above, we hypothesize that motivated investors are
more likely to influence innovation through their monitoring role. In contrast, blockholders
are more likely to affect innovation indirectly via improving firms’ corporate governance.
To distinguish between these two mechanisms, we test the Aghion et al. (2013) model’s pre-
dictions. These authors argue that in a career concern model (Holmström, 1999), increased
monitoring may increase managerial incentives to innovate because it protects managers
against bad outcomes (i.e., career risks) due to bad luck. And in a model where managers
prefer a quiet life (Hart, 1983; Bertrand and Mullainathan, 2003), institutional investors
may induce managers to innovate through better corporate governance. According to
Aghion et al. (2013), the previous two mechanisms can be distinguished empirically be-
cause they lead to opposite predictions on the interaction between institutional ownership
and competition. We test the model’s predictions and find support for motivated investors’
monitoring role and blockholders’ governance role.

Finally, we provide further support for the distinction between the monitoring role of
motivated investors and the governance role of blockholders with an additional test. We
argue that innovative acquisitions are more likely to occur in the presence of motivated
investors because these investors have incentives to acquire costly information and use it
to monitor managers. Hence, having access to firm information is crucial for motivated
investors. We hypothesize that if motivated investors monitor managers and acquire infor-
mation to do so, their monitoring task will be made easier when more information about
firms is available. Hence, motivated investors and financial analysts should be complements

7Chesbrough (2003); Almirall and Casadesus-Masanell (2010); Guo et al. (2019).
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in fostering firm innovation.8 In contrast, as we discuss above, blockholder investors’ effect
on innovation does not occur through an information channel but improved firm gover-
nance. Since financial analysts are often viewed as an external governance mechanism
(Chen et al., 2015), we expect blockholders and financial analysts to be substitutes in
increasing firm innovation. Our tests provide support for our hypotheses.

Overall, we contribute to the literature by shedding some light on the heterogeneous
incentives of institutional owners and their distinct effects on firms. More specifically,
while both motivated investors and blockholders positively affect innovation relative to
other institutional investors, active monitoring leads firms to innovate more. Moreover,
the mechanisms behind these effects are different.

The rest of this paper is organized as follows. Section 1.2 discusses the related literature
and our contributions. Section 1.3 presents the data and the variables. Sections 1.4 and 1.5
present the empirical strategy and the baseline results. Section 1.6 provides the test of the
Aghion et al. (2013) models. Section 1.7 studies the complementarity between institutional
ownership and financial analysts. Section 1.8 concludes.

1.2 Related Literature

Our paper relates to several strands of literature. The first is the literature investigat-
ing the effect of large shareholders on corporate decisions, governance, and performance
(Shleifer and Vishny, 1986; Cronqvist and Fahlenbrach, 2008; Grennan et al., 2017; Har-
ford et al., 2018). Some empirical papers in this strand focus on the effect of passive
institutional investors, i.e., index trackers (Schmidt and Fahlenbrach, 2017; Appel et al.,
2016; Crane et al., 2016; Boone and White, 2015); while others focus on the role of activists
(Aghion et al., 2013; Brav et al., 2008; Fich et al., 2015). Schmidt and Fahlenbrach (2017)
find that exogenous increases in passive ownership lead to increases in CEO power and
decreases in new independent director appointments, both at the detriment of firm value.
In contrast, Appel et al. (2016) find that an increase in passive ownership results in bet-
ter governance, i.e., more equal voting rights and the removal of takeover defenses, which
leads to better long-term firm performance. Other authors also find that quasi-indexers
improve firm governance through voting (Crane et al., 2016) and encourage information
disclosure (Boone and White, 2015). The closest paper to ours is Aghion et al. (2013),
which examines the impact of institutional ownership on innovation. It provides evidence
that institutional owners increase innovation because, by monitoring managers, they al-
leviate managerial career concerns. Another related paper by Fich et al. (2015) studies
the effect of motivated investors on the gains of takeover targets by including the effect of
blockholders as a control variable. Overall, these papers focus on institutional investors

8The recent paper by Guo et al. (2019) shows that financial analysts have a positive effect on innovation
because they reduce information asymmetries by spreading information about firms in analyst reports,
recommendations, or press releases.
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that are either passive or activists. However, they fail to include both types of investors in
the same empirical framework to study their differential causal effects.

A related paper by Bushee (1998) classifies institutional owners in three groups accord-
ing to their trading strategy and includes them in the same empirical analysis to study
their heterogeneous effects. The author finds that investors with high turnover and mo-
mentum trading encourage myopic investment behavior, which negatively affects R&D.
In contrast, more long-term oriented institutions reduce myopic behavior, which increases
R&D. We distinguish from this paper by considering several innovation channels rather
than only studying investment in R&D, which allows us to have a better idea of firms’
innovation strategy as a whole. Besides, we classify investors based on the relative size of
their ownership rather than their trading strategy, which allows us to understand better
their incentives to monitor managerial decisions and the mechanisms behind their influence
on firm innovation.

Second, our paper relates to the literature that studies the different incentives of in-
stitutional owners to monitor managers actively and their resulting voting behavior (Iliev
and Lowry, 2015; Brav et al., 2008; Heath et al., 2022; Malenko and Malenko, 2019; Corum
et al., 2021). These papers try to understand which investors are more likely to monitor
firms actively and which ones tend to rely more on proxy advisor recommendations. Among
these papers, only Heath et al. (2022) includes some analysis that compares the effect of ac-
tive monitors relative to index funds on firm corporate governance. Our paper contributes
to this literature first by studying the different monitoring incentives of institutional own-
ers in the context of innovation and second by integrating different types of institutional
owners in a unified framework to provide evidence of their heterogeneous effects. We also
uncover two distinct mechanisms behind these effects: due to the relative size of their
holdings, motivated investors encourage firm innovation by actively monitoring firms, and
blockholder investors encourage firm innovation by improving corporate governance.

Finally, our work is related to the papers that use the Russell 1000/2000 index re-
constitutions as an exogenous shock to institutional ownership (Fich et al., 2015; Appel
et al., 2016; Schmidt and Fahlenbrach, 2017). We modify the previous papers’ empirical
strategy because we use this exogenous shock to separately instrument each of our two
variables that measure motivated institutional ownership and non-motivated blocks since
both variables are presumably endogenous. By instrumenting each variable separately, we
allow for the effect of the Russell 1000/2000 index reconstitutions to be different. Indeed,
we argue that it is possible that when index-tracking companies are forced to change their
holdings in some stocks due to index reconstitutions, the relative ownership by other types
of owners may vary (see footnote 18).
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1.3 Data

1.3.1 Sample selection and data sources

We construct our sample based on information of US public firms for the period 1990
to 2012.9 We start by retrieving financial information for all the companies in Compus-
tat during our sample period, excluding financial and utilities firms (standard industrial
classification (SIC) codes between 4000 and 4999, and between 6000 and 6999). Then, we
merge this data with information from several other databases as we detail in what follows.

We use the Thomson Reuters Institutional Holdings 13F database (file s34) to obtain
institutional ownership information to construct our main explanatory variables. For the
September quarter between 1990 and 2012, we collect information concerning the number
of outstanding shares, the share prices, and the shares held by institutional investors in a
given firm. File s34 of form 13F suffers from several data quality problems. Therefore, we
manually clean the data from duplicate observations, incorrectly assigned holdings infor-
mation, and replace the missing information. Specifically, we supplement the information
with data from the Center for Research in Security Prices (CRSP) for missing values on the
end-of-quarter stock price and outstanding shares. After cleaning the data, we aggregate
fund holdings at the institutional investor level.10

For institutional holdings, we take the quarter that ends in September because we in-
strument institutional ownership with variables that come from the Russell index composi-
tion and annual reconstitutions, which happen in June. Thus, we expect the Russell index
reconstitutions to cause institutional ownership changes mainly in the second semester of
the year. Since institutional ownership data is only available quarterly, we choose the first
available quarter in which reconstitutions can have an effect.11 We gather data on the
index constituents of the Russell 1000 and Russell 2000 indexes and their ranking within
the indexes from the FTSE Russell database. We merge the index constituents with the
previous datasets, and we only keep those observations that merge. Hence, our sample is
restricted to those stocks present in the Russell 1000 and 2000 indexes between 1990 and
2012.

In addition to R&D expenses obtained from Compustat, we collect data to construct
two additional measures of firms’ innovation strategy following Guo et al. (2019). We get
acquisitions information from the Securities Data Company (SDC) Mergers and Acquisi-
tions database. And we obtain data regarding firms’ investments in Corporate Venture
Capital (CVC) from the Thomson One Private Equity database. Even though Thom-
son One provides CVC funds’ parent companies’ identity, we manually check for potential
mistakes and correct them using Google and LexisNexis.

9We intentionally pick this sample period to study a period of years that is consistent with our patents
and citations data, which spans from the year 1990 to 2010.

10Some large institutional investors such as BlackRock report their holdings further disaggregated at the
asset manager level. We take this into account and aggregate this information when necessary.

11We also replicate the regressions using the December quarter, and the results are very similar.
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Additionally, we collect patent and citation information to construct several measures
of firms’ innovation output. We obtain data from 1990 to 2006 from the National Bureau
of Economic Research (NBER) Patent Citation database (Hall, Jaffe, and Trajtenberg,
2001). We extend the patent and citation data using the Harvard Business School (HBS)
patent database, which includes patents granted and citations until 2010. We mitigate
truncation problems by excluding observations after 2006 in the regressions that require
patent or citation information. Following Hall et al. (2001) and Atanassov (2013), we also
scale the raw number of citations (patents) by the average number of citations (patents)
in the same technology class in the same year to further address truncation.12

We obtain financial analyst information from the Institutional Brokers Estimate Sys-
tems (I/B/E/S) database to construct a measure of analyst coverage used as a control in
our regressions. Finally, we create a variable, Flow-to-Stock, that we include in a Heckman
selection model (Heckman, 1979) in section 1.5.2. To construct this variable, we obtain
mutual funds holdings data from CDA Spectrum/Thomson and mutual fund flow as well
as individual stock return data from CRSP.

When we merge all the aforementioned information, we obtain a final sample of 19,801
firm-year observations and 2,454 firms from 1990 to 2012. We use this sample to estimate
all our regressions.

1.3.2 Variable construction

Main independent variables

Our main independent variables are two measures of institutional ownership. The
first measure, which we call MotivatedOwn, is the total share of ownership of motivated
owners in a given firm and year relative to the total ownership by institutional investors
in that firm and year. Following Fich et al. (2015), we define motivated owners as those
institutional investors for whom the holding value of the company’s shares is in the top 10%
of the institution’s portfolio as of September 30th each year. The second measure, which
we call BlockOwn, is the total share of ownership of blockholders relative to institutional
ownership. We define blockholders as those institutional investors holding at least 5% of
the company’s outstanding shares as of September 30th each year. For example, a firm
with 25% total institutional ownership, with one motivated investor with 4% ownership
and two blockholders that each has 5% and 6% ownership, would have a MotivatedOwn of
16% and a BlockOwn of 44%.13

To distinguish the possibly different effects of these two types of investors, we do not

12For more details on innovation data, see Guo et al. (2019).
13The literature establishes that small investors such as retail investors barely influence company de-

cisions due to free-riding problems (Shleifer and Vishny, 1986) and lack of power. Thus, we construct
measures to classify types of institutional owners relative to total ownership of institutional investors in-
stead of using merely investors’ percentage ownership. However, we find similar results when we do our
analysis using non-relative measures of ownership.
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classify in either category those investors that are at the same time blockholders and
motivated monitors. Instead, we include these investors as ‘other’ institutional owners.
These “disjoint” measures allow us to identify how each kind of investor influences firm
innovation.14

Dependent variables

Our main dependent variables are measures of firms’ innovation strategy and outcomes.
We consider three different channels to capture different ways in which firms can invest
in innovation. First, firms can invest in internal R&D. They may either increase R&D
expenses to increase in-house innovation production or cut R&D to decrease innovation
expenses. To capture these effects, we construct two variables: R&DChange is the differ-
ence between current and previous year’s R&D (scaled by total assets), and R&DCut is
an indicator variable which takes the value one if R&D expenses (scaled by total assets)
in the current year are smaller than in the previous year, and equals zero otherwise.

Second, acquisitions of other firms can be a source of know-how, patents, and other
innovative assets. We measure firms’ acquisition activity with two different variables: the
dummy variable Acquisition takes the value one if a firm acquires one or more companies
in a specific year and equals zero otherwise; LnAcquisitions is the natural logarithm of (one
plus) the total number of acquired companies in a given year.

To better assess whether acquisitions are a way for firms to invest in innovation, we
use two variables that are proxies for the acquired firms’ innovativeness. LnTargPatent
corresponds to the natural logarithm of (one plus) the cumulative number of patents on
average of all target firms, and LnTargCite is analogously computed as the natural loga-
rithm of (one plus) the cumulative number of citations on average of all target firms. Both
measures capture the average innovation stock of target companies and are adjusted for
truncation, as explained in the previous section.

Third, firms can invest in start-ups via their Corporate Venture Capital (CVC) funds
to learn about the most recent innovations, in addition to earning financial returns. To
measure firms’ investments in CVC, we construct the variable CVC investment, a dummy
equal to one each year a firm’s CVC fund invests in start-ups and zero otherwise.

We measure firms’ innovation output based on their patents and citations. The variable
LnPatents is the natural logarithm of (one plus) the number of applied and eventually
granted patents each year. The variable LnCitations corresponds to the natural logarithm

14Out of the total institutional ownership in the average firm in our sample, which corresponds to 65%,
investors that are at the same time blockholders and motivated monitors hold about 6.95% ownership. We
first included these investors as a separate category in our regressions, but the results for this category
were generally not significant. Hence, we decided to include them in the category with the rest of the
institutional investors. Also, we replicate all our regressions using the variables of motivated monitors and
blockholders without excluding from these variables the investors that are at the same time motivated and
blockholders (i.e., non-disjoint). Our results are qualitatively and quantitatively very similar to our main
results.
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of (one plus) the number of firms’ citations each year. Both variables are adjusted for
truncation problems, as explained in the previous section.

Control variables

Following the literature, we control for several firm and industry characteristics. We
include InstOwn as a measure of total institutional ownership (i.e., the share of stocks
held by all 13F institutions on September 30th each year). This measure is adjusted in
those cases where the ownership by 13F institutions adds up to a value larger than one (for
example, due to short selling) by downscaling each institutional investor’s ownership.15

As shown previously in the literature, financial analyst coverage significantly affects
firms’ innovation strategies (Guo et al., 2019) and outcomes (He and Tian, 2013; Guo et al.,
2019). Therefore, we include the variable LnCoverage, which is the natural logarithm of
(one plus) the number of analysts, measured as the mean of the 12 monthly numbers of
earnings forecasts that a firm receives annually, from the I/B/E/S summary file.

The rest of the control variables are FirmSize, which is the natural logarithm of total
assets; R&D, which corresponds to R&D expenses scaled by total assets; FirmAge, which
is the number of years a firm has existed in Compustat; Leverage, which is the ratio of firm
debt to total assets; Cash, which corresponds to firms’ cash scaled by total assets; Profitabil-
ity, which is the return on equity (ROE); PPE, which is computed as firms’ property, plant,
and equipment (PPE) scaled by total assets; Capex, which corresponds to firms’ capital
expenditures scaled by total assets; MarketCap, which measures firm’s market capitaliza-
tion at the fiscal year end; and the KZ index which is a measure of financial constraints
(Kaplan and Zingales, 1997). We also include an index of corporate governance, CGIndex,
following an approach similar to the one in Bertrand and Mullainathan (2001). To capture
industry concentration, we include the variable HHI, which is the Hirschman–Herfindahl
index based on market shares, and its square, HHI 2. To mitigate the effect of outliers, we
winsorize Profitability and the KZIndex at the 1st and 99th percentiles.

Instrumental variables

As we explain in Section 4, endogeneity might be a concern in our regressions. To
address endogeneity, we use the composition and annual reconstitutions of the Russell
1000 and the Russell 2000 indexes as a source of exogenous variation that causes changes
in institutional ownership (Chang et al., 2015; Appel et al., 2016; Fich et al., 2015; Schmidt
and Fahlenbrach, 2015).

We instrument both our measures of motivated institutional owners and blockholders
as both are potentially endogenous in our setting. We follow the approach by Schmidt and
Fahlenbrach (2017) and include three instrumental variables related to the reconstitutions
of the Russell 1000 and 2000 indexes in the first-stage regression. First, the dummy variable

15We obtain very similar results if we exclude InstOwn as a control variable in our regressions.
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Table 1.1: Variable Definitions

Variables Definitions
Independent variables
InstOwn Percentage of firm’s outstanding shares held by 13F institutions (Thomson Reuters s34 file)
MotivatedOwn Percentage of outstanding shares held by (non-blockholder) motivated monitors

divided by InstOwn
BlockOwn Percentage of firm’s outstanding shares held by (non-motivated) blockholders

divided by InstOwn
Dependent variables
R&DChange Ratio of R&D expenses (Compustat data item ♯46) to total assets (♯6)

at t minus ratio of R&D expenses to total assets at t− 1
R&DCut Indicator variable equal to one if R&D (♯46)—scaled by total assets (♯6)—at t

is lower than that at t− 1, and zero otherwise
Acquisition Indicator variable equal to one when a firm acquires one or more other companies, and zero otherwise
LnAcquisitions Natural logarithm of (one plus) the number of target companies acquired
LnTargPatent Natural logarithm of (one plus) the accumulated number of patents on average of all

target firms acquired
LnTargCite Natural logarithm of (one plus) the accumulated number of citations on average of all

target firms acquired
CVC investments Indicator variable equal to one for each year in which a firm invests in a start-up, and zero otherwise
LnPatents Natural logarithm of (one plus) the number of granted patents per year of a firm
LnCitations Natural logarithm of (one plus) the number of citations per year of a firm
Control variables
LnCoverage Natural logarithm of (one plus) the arithmetic mean of the 12 monthly

numbers of earnings forecasts obtained from financial analysts
FirmSize Natural logarithm of the book value of total assets (♯6) at the end of the fiscal year
R&D R&D expenses (♯46) divided by book value of total assets (♯6)
FirmAge Natural logarithm of the number of years listed on Compustat
Leverage Book value of debt (♯9 + ♯34) divided by book value of total assets (♯6)
Cash Cash (♯1) at the end of fiscal year divided by book value of total assets (♯6)
Profitability Operating income before depreciation (♯13) divided by book value of total stockholders’ equity (♯216)
PPE Property, plant, and equipment (♯8) divided by book value of total assets (♯6)
Capex Capital expenditure (♯128) divided by book value of total assets (♯6)
MarketCap Market capitalization of equity (♯199× ♯25)
KZIndex Kaplan and Zingales index calculated as −1.002× cash flow [(♯18 + ♯14)/♯8] plus

0.283× Tobin’s Q plus 3.139× Leverage minus 39.368× dividends [(♯21 + ♯19)/♯8]
minus 1.315× cash holdings (♯1/♯8), where ♯8 is lagged

CGIndex Average of three standardized variables: the percentage of independent directors on a board,
G-index, and CEO duality

HHI Herfindahl-Hirschman Index calculated as sum of sales revenue scaled by sales
of four-digit standard industrial classification (SIC) code

HHI2 Squared Herfindahl-Hirschman Index
Instruments
Russell1000to2000 Indicator variable equal to one if a firm was member of the Russell 1000 index in the

preceding year and is member of the Russell 2000 index in the current year, and zero otherwise.
Russell2000to1000 Indicator variable equal to one if a firm was member of the Russell 2000 index in the

preceding year and is member of the Russell 1000 index in the current year, and zero otherwise.
RankChange Change in the Russell index rank compared to the previous year (rankt − rankt−1) divided by 100.
Flow-to-Stock The relative mutual fund outflow pressure due to large investor redemption on each stock

as a percentage of the stock owned by each fund.
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Russell1000to2000 takes the value one if a firm was a member of the Russell 1000 index in
the preceding year (t−1) and is a member of the Russell 2000 index in the current year (t),
and zero otherwise. Second, the variable Russell2000to1000, which is a dummy variable
that takes the value one if the firm was part of the Russell 2000 Index at t−1 and switches
to the Russell 1000 index at t. And third, the variable RankChange which is a continuous
variable that measures the change in firms’ rank within the indexes compared to the firm’s
previous year’s rank (rankt − rankt−1) divided by 100. The rank of a firm along the two
indexes is based on firms’ raw market capitalization. A more detailed explanation of the
instruments and empirical strategy is provided in section 1.4. All variable definitions are
summarized in Table 1.1.

1.3.3 Summary Statistics

Table 1.2 provides summary statistics of the variables used in our analysis. Regarding
our main independent variables, institutional investors (InstOwn) own 65% of the outstand-
ing shares in the average firm in our sample, motivated monitors own 10.7% of the total
outstanding shares in the average firm, and their ownership relative to total institutional
ownership (MotivatedOwn) is about 15.7%. All non-monitoring Blockholders in a firm own
together 11.2% of outstanding shares on average, and their resulting ownership relative to
total institutional ownership (BlockOwn) in the average firm is 16.1%. Regarding the
dependent variables, the average firm in our sample invests about 6.7% of their assets in
R&D, and the average R&DChange is less than 0.5%. Moreover, 49.1% of the firms in
our sample cut R&D relative to assets during the sample period. Regarding acquisitions,
about 20.9% of firms are engaged in acquisitions in a given year, and the average number of
acquired targets is 0.285, including those firms that do not acquire any target. Conditional
on acquiring, the average firm acquires 1.37 target firms. In our sample, 2,966 firm-year
observations are involved in acquisitions by 2006.16 Acquired firms have on average about
18 patents and 277 citations. When we consider all the firms in our sample, the number
of firms’ patents and citations is 31 and 343, respectively, suggesting that acquired firms
are a bit smaller or younger in terms of innovation. Only a small portion of firms in our
sample invest in start-ups. Specifically, the probability that a given company in our sample
invests in CVC in a given year is 2.2%.

Since firms in our sample are all in the Russell 1000 and 2000 indexes, they are pretty
large, mature, and get analyst attention. Around 9 financial analysts follow the average
firm in our sample, it has about $4.8 billion in total assets, and it is around 23 years old.
The mean leverage ratio of these firms is 18.4%, and their ratio of cash to assets is 21.1%.
Firms’ profitability, measured by the return on equity, is 25.7%, the ratio of tangible assets

16We consider acquisitions only up until 2006 to be consistent with our sample period for patents and
citations. Even if we calculate firms’ patents and citations using data until 2010, following the literature,
we omit observations after 2006 in all our regressions involving patents and citations to avoid truncation
problems.
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Table 1.2: Summary Statistics. This table reports the descriptive statistics for the variables of our main

regressions based on the sample of US public firms from 1990 to 2012.

Variable 25th percentile Median Mean 75th percentile Std. Dev. No. of Obs.

Independent variables
InstOwn 0.489 0.687 0.650 0.842 0.244 19,801
MotivatedOwn 0.000 0.077 0.157 0.210 0.208 19,801
MotivatedOwn (abs.)+ 0.000 0.048 0.107 0.149 0.141 19,801
BlockOwn 0.000 0.130 0.161 0.268 0.165 19,801
BlockOwn (abs.)+ 0.000 0.074 0.112 0.183 0.122 19,801

Dependent variables
R&D 0.006 0.032 0.067 0.093 0.099 19,801
R&DChange -0.005 0.000 0.000 0.005 0.049 15,904
R&DCut 0.000 0.000 0.491 1.000 0.500 15,904
Acquisition 0.000 0.000 0.209 0.000 0.406 19,801
NumofAcquisitions 0.000 0.000 0.285 0.000 0.680 19,801
NumofTargPatent 0.000 0.000 17.817 4.000 153.216 2,966
NumofTargCite 0.000 0.000 276.836 58.000 2061.819 2,966
Patents 0.000 1.000 30.525 10.000 163.105 12,601
Citations 0.000 3.000 342.630 78.000 2234.828 12,601
CVC investments 0.000 0.000 0.022 0.000 0.147 19,801

Controls
Coverage 4.000 7.417 9.472 13.167 7.479 19,801
FirmSize (in M) 278.954 735.334 4,765.948 2,293.1 24,870.28 19,801
FirmSize (ln) 5.631 6.600 6.777 7.738 1.605 19,801
FirmAge (in years) 10 17 22.735 34 15.897 19,801
FirmAge (ln) 2.303 2.833 2.866 3.526 0.741 19,801
Leverage 0.010 0.149 0.184 0.287 0.195 19,801
Cash 0.041 0.134 0.211 0.319 0.215 19,801
Profitability 0.141 0.268 0.257 0.391 0.461 19,801
PPE 0.099 0.190 0.234 0.324 0.176 19,801
Capex 0.022 0.040 0.053 0.068 0.048 19,801
MarketCap (in M) 413.300 1,120.985 8,742.104 3,950.937 39,791.101 19,801
KZIndex -6.104 -1.746 -6.101 0.329 16.231 19,801
CGIndex 0.015 0.345 0.378 0.930 0.648 19,801
HHI 0.140 0.223 0.296 0.393 0.212 19,801
HHI 2 0.020 0.050 0.133 0.155 0.199 19,801

Instruments
Russell1000to2000 0 0 0.027 0 0.026 19,801
Russell2000to1000 0 0 0.031 0 0.029 19,801
RankChange -128 0 0.339 133 324.992 19,801

+ These are the absolute ownership shares of motivated investors and blockholders, respectively, i.e., not relative to the share of all
institutional investors.
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to total assets is 23.4%, and the rate of capital expenditures to total assets is 5.3%. The
average market capitalization of firms in our sample is about $8.7 billion. The KZIndex is
a measure of financial constraints, and a larger value means that firms are more financially
constrained. Firms in our sample score -6.1 in the KZIndex on average. The average score
in the corporate governance index (CGIndex ) is 0.38. The average industry concentration
is about 30%.

Finally, concerning the instruments, 2.7% of firms in our sample switch from the Russell
1000 to the Russell 2000 during our sample period, and 3.1% of firms switch from the Russell
2000 to the Russell 1000. These percentages are consistent with previous papers that have
used these instruments. The change in rank for the average firm in our sample is 0.34,
which means that firms on average move 34 positions down along the indexes.

1.4 Empirical Strategy

We study how different types of institutional owners influence firms’ innovation strate-
gies and outcomes. We start by estimating an Ordinary Least Squares (OLS) model as
follows:

Innovation(i,t+k) = α+ β1MotivatedOwn(i,t) + β2BlockOwn(i,t) (1.1)

+ γX(i,t) + λs + δt + ε(i,t),

where i, t and s are firm, year, and industry sub-indexes, respectively. Depending on
the regression, k can be 0, 1, 2, or 3, indicating that the innovation inputs or outcomes
correspond to the current period, one, two, or three periods forward. The dependent
variable Innovation(i,t+k) corresponds to different measures of innovation inputs, which
are R&D spending, acquisitions, and CVC investments; and innovation outcomes, which
are the yearly number of granted patents and the yearly number of citations. There are two
main independent variables: MotivatedOwn(i,t) that measures the relative ownership held
by motivated monitors, and BlockOwn(i,t) that measures the relative ownership held by
blockholders. Control variables that capture firm and industry characteristics are included
in X(i,t). λs and δt are industry and year fixed effects, respectively.17 Standard errors are
robust to heteroskedasticity and clustered at the firm level in all regressions.

The fixed effects included in the above OLS model are meant to capture some of the un-
observed heterogeneity in the relationship between innovation and institutional ownership.
For example, some industries might be more innovative and at the same time attract more
institutional ownership. However, any unobserved time-varying effect at the firm level still
has the potential to bias our estimates. For instance, institutional shareholders might raise
their holdings and become motivated after increases in firms’ potential to innovate. If that

17We cannot include firm fixed effects because our identification strategy exploits firms’ switches between
the Russell 1000 and Russell 2000 indices, and most firms switch only once during our sample period.
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is the case, our claim that firms’ increased innovation results from motivated institutional
investors’ influence would be incorrect.

We use an instrumental variables (IV) approach to address this endogeneity problem.
Following several recent papers,18 our identification strategy exploits the composition of the
Russell 1000 and 2000 indexes and their annual reconstitutions to instrument our different
types of institutional ownership. Every year in June, Russell Investments determines which
firms are the largest one thousand firms in terms of their market capitalization as of the last
trading day in May of that year. These firms are selected to constitute the Russell 1000
index for the next twelve months. The following two thousand largest firms by market
capitalization constitute the Russell 2000 index. As a result, in June every year, the
Russell indexes are reconstituted, and firms that belong to one index may switch to the
other index; that is, they may enter or leave an index. The reason why index membership
and reconstitutions affect firms’ institutional ownership composition is that these indexes
are value-weighted. A stock that moves from the bottom of the Russell 1000 index to the
top of the Russell 2000 index will have a much larger weight in the index than before.
Or vice-versa, a stock that moves from the top of the Russell 2000 to the bottom of the
Russell 1000 index will have a lower weight. A firm that changes its position within the
index will also experience a change in its weight. Since index-tracking institutions are
compensated to minimize tracking error, financial institutions that track those indexes
will have to adjust the weights of affected firms in their portfolios accordingly. Hence,
affected firms’ institutional ownership composition will change. In fact, all firms, affected
or not, could change in terms of their weight and relative importance to the institutions
that hold them (Fich et al., 2015); and any institution, index tracker or not, might be
affected by index reconstitutions because of changes in firms’ shareholdings due to tracker
institutions.19 Hence, our instruments are likely to satisfy the relevance condition because
index reconstitutions are likely to be correlated with changes in the relative ownership of
motivated, blockholder, and institutional investors.

We construct three instrumental variables to capture these effects: Russell1000to2000,
Russell2000to1000, and RankChange. The first two instruments are indicator variables
that capture switches from the Russell 1000 to 2000 index and from the Russell 2000 to
1000 index, respectively. The third variable is a continuous variable that controls for the
magnitude of a firm’s change in raw market capitalization along the Russell indexes from
end-of-May t-1 to end-of-May t. 20

18Chang et al. (2015); Crane et al. (2016); Fich et al. (2015); Appel et al. (2016); Schmidt and Fahlen-
brach (2017).

19The paper by Corum et al. (2021) shows that increases in ownership by one type of investors, for
example, passive, may crowd out other types of investors, for example, active or retail investors, leading to
a recomposition of firms’ ownership.

20The firms’ weight in the index is determined using their float-adjusted market capitalization, which is
a proprietary measure that Russell calculates, and it is different from the raw market capitalization measure
used to determine index membership (the float-adjusted market capitalization only includes those shares
that are available to the public whereas raw market capitalization includes all shares issued). As Schmidt
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An important issue with the instruments is that, since index assignments and recon-
stitutions are based on firms’ (raw) market capitalization rather than being random, there
could be a concern about the exogeneity of our instruments. Specifically, it could be that
when a firm’s market capitalization changes, its institutional ownership changes for reasons
that are unrelated to index assignment or switching. As argued by Fich et al. (2015) and by
Appel et al. (2016), variation in ownership becomes exogenous after controlling for firms’
market capitalization. Hence, we control for firms’ raw market capitalization computed
with data from Compustat in all our regressions.21

We estimate the following IV model using two-stage least squares (2SLS):

Innovation(i,t+k) = α+ β1 ˆMotivatedOwn(i,t) + β2 ˆBlockOwn(i,t) (1.2)

+ γX(i,t) + λs + δt + ε(i,t),

where our two types of institutional owners, MotivatedOwn and BlockOwn, are instru-
mented according to the following two first-stage regressions:

MotivatedOwn(i,t) = α+ η1Russell1000to2000(i,t) + η2Russell2000to1000(i,t) (1.3)

+ η3RankChange(i,t) + γX(i,t) + λs + δt + µ(i,t),

and

BlockOwn(i,t) = α+ η1Russell1000to2000(i,t) + η2Russell2000to1000(i,t) (1.4)

+ η3RankChange(i,t) + γX(i,t) + λs + δt + µ(i,t).

In some specifications, we first assess the average effect of institutional ownership be-
fore understanding the heterogeneous impact due to the different types of institutional
ownership. When that is the case, we will instrument total institutional ownership using
the same instruments used in the first-stage regression above.

Our IV model also includes the firm and industry characteristics included in the OLS
model as well as industry and year fixed effects.

and Fahlenbrach (2017), we argue that the ranking based on the free-float adjusted market capitalization is
inappropriate for identification because it leads firms around the threshold of the Russell 1000/2000 indexes
to have very different characteristics (see Schmidt and Fahlenbrach (2017) -Appendix A- for more details).
It is precisely closer to the threshold where index switches occur, which is the variation exploited by our
first two instruments. Systematic differences among firms above and below the threshold would invalidate
random assignment. A ranking based on raw market capitalization does not suffer from the same criticism
because firms classified around the threshold based on the raw market capitalization should have similar
characteristics. However, it is important to stress that, since ownership changes are due to changes in firms’
weights, and Russell calculates these weights based on their proprietary float-adjusted market capitalization
measure, our underlying assumption, as in Schmidt and Fahlenbrach (2017), is that the actual rank and
assigned weight based on the float-adjusted measure is not too different from the rank based on raw market
capitalization.

21Since the empirical papers in the corporate finance literature usually control for firms Tobin’s Q, we
have estimated all our regressions using this variable instead of market capitalization as a control. We find
that the results are qualitatively and quantitatively very similar to those reported in this paper.
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1.5 Main Results

In this section, we study the heterogeneous effects of motivated owners and blockhold-
ers on firms’ innovation inputs and output by estimating the models presented above. We
first look at the impact of institutional ownership composition on firms’ innovation strat-
egy by considering three main channels that firms can use to innovate, which are: R&D
expenses (Subsection 1.5.1), acquisitions of other innovative firms (Subsection 1.5.2), and
CVC (Subsection 1.5.3). Then, we study the effect of the different institutional owners
on patent output (Subsection 1.5.4). In all the subsections, we first present the results of
the OLS model and then of the IV. For the sake of comparison, in the IV estimations,
we first provide the total effect of institutional ownership, i.e., by including all types of
investors in the same variable InstOwn. Then, we estimate our IV model presented in
Section 1.4, where we distinguish between motivated monitors, blockholders, and the rest
of institutional owners.

As we explained above, we expect motivated investors to monitor firms actively and
get involved in firm decisions. And we expect blockholders to not engage in high-cost
monitoring but to vote following standard governance practices or proxy advisors’ recom-
mendations. As a result, increases in the presence of motivated monitors should lead firms
to invest in value-enhancing R&D projects, innovative acquisitions, and CVC. In contrast,
increases in blockholder ownership should lead firms to reduce acquisition activity be-
cause this type of corporate decision requires high-cost information acquisition. However,
blockholders may lead firms to increase R&D spending and CVC investment indirectly by
improving firm governance.

1.5.1 Institutional Ownership and R&D expenditure

In this subsection, we study the effect of our different institutional owners on firms’
decisions to invest in internal R&D. We present the results of our estimations in Table 1.3.

Panel A of Table 1.3 presents the OLS estimates, and Panels B and C report the
IV results. Panel A presents initial evidence of the heterogeneous effects of motivated
investors versus blockholders. The coefficient of motivated investors is only significant in
one of the regressions; therefore, we cannot claim that this type of investor affects firms’
R&D investment. On the contrary, blockholders seem to lead firms to increase spending
in R&D in the current year, although not one year ahead.

As OLS results could be biased due to endogeneity, in Panels B and C, we report the
results of the IV estimations. Panel B presents the first-stage regressions of the IV model,
and Panel C reports the second-stage results. In Panel B, columns (2) and (3) correspond to
the estimation of equations (1.3) and (1.4), whereas in column (1), the dependent variable
of the first-stage regression is our measure of total institutional ownership. In all three
columns, the coefficients of the three instruments are highly significant, indicating that our
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Table 1.3: Institutional investors and R&D expenses. This table presents regression results of

the effect of different institutional ownership measures on firms’ R&D investments in the current year (t)

and one year forward (t+1 ). We capture firms’ R&D investments with two variables: R&DChange that

captures firms’ variations in R&D expenses with respect to the previous year and R&DCut that captures

firms’ reductions in R&D. Panel A presents the results of an OLS model, and Panels B and C report the

estimates of IV regressions. We report the first-stage regression results in Panel B and the second-stage

results in Panel C. In column (1) of Panel B and the odd columns of Panel C, we instrument institutional

ownership. In Columns (2) and (3) of Panel B and the even columns of Panel C, we instrument motivated

and blockholder ownership. We use three instrumental variables (see Schmidt and Fahlenbrach, 2017) that

capture switches from the Russell 1000 to the Russell 2000 index (Russell1000to2000 ), switches from the

Russell 2000 to the Russell 1000 index (Russell2000to1000 ), and changes in the firms’ rank within one

index (RankChange). In all regressions, we include a battery of controls and fixed effects that are usual in

the literature. All variables are defined in Table 1.1. Robust standard errors clustered at the firm level are

in parentheses. ∗ ∗ ∗, ∗∗, and ∗ indicate significance at the 1%, 5%, and 10% level, respectively. We report

the p-value of the difference between MotivatedOwn and BlockOwn.

Panel A: OLS R&D expenses

Dependent variable R&DChange R&DCut

(1) (2) (3) (4)
t t+ 1 t t+ 1

MotivatedOwn -0.002 -0.015*** 0.031 0.046
(0.004) (0.003) (0.033) (0.035)

BlockOwn 0.015*** 0.002 -0.113*** 0.017
(0.004) (0.004) (0.029) (0.031)

InstOwn -0.014*** -0.004 0.139*** 0.008
(0.002) (0.002) (0.021) (0.022)

R&DChange at t− 1 -0.189***
(0.020)

R&DChange at t -0.161***
(0.023)

R&DCut at t− 1 -0.035***
(0.008)

R&DCut at t -0.024***
(0.008)

Control variables Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes

Observations 15904 14532 15904 14532
R2 0.088 0.057 0.033 0.030
p-value of difference 0.001 0.000 0.000 0.507
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(Table 1.3 continued)
Panel B: IV 2SLS R&D (first-stage)

Dependent variable InstOwn MotivatedOwn BlockOwn
(1) (2) (3)
t t t

Russell1000to2000 0.009 -0.064*** -0.014**
(0.011) (0.006) (0.007)

Russell2000to1000 0.037*** -0.016*** -0.018***
(0.010) (0.006) (0.005)

RankChange -0.009*** -0.004*** 0.008***
(0.000) (0.000) (0.000)

InstOwn -0.060*** 0.238***
(0.006) (0.006)

R&DChange at t− 1 -0.004 0.005 0.023
(0.033) (0.018) (0.025)

LnCoverage 0.092*** 0.039*** -0.038***
(0.003) (0.002) (0.002)

FirmSize 0.000 0.089*** -0.045***
(0.002) (0.002) (0.001)

FirmAge 0.028*** 0.015*** -0.007***
(0.003) (0.002) (0.002)

Leverage 0.003 -0.104*** 0.055***
(0.012) (0.011) (0.009)

Cash -0.050*** 0.084*** -0.003
(0.012) (0.006) (0.008)

Profitability 0.032*** 0.011** -0.012***
(0.005) (0.002) (0.003)

PPE -0.090*** -0.113*** 0.052***
(0.020) (0.012) (0.013)

Capex -0.028 0.415*** -0.171***
(0.057) (0.036) (0.038)

MarketCap -0.000*** 0.000*** 0.000***
(0.000) (0.000) (0.000)

KZIndex 0.000*** -0.000*** 0.000
(0.000) (0.000) (0.000)

HHI -0.081*** -0.013 0.021
(0.028) (0.017) (0.018)

HHI 2 0.071** 0.036** -0.008
(0.029) (0.018) (0.018)

CGIndex 0.021*** 0.001 -0.007***
(0.003) (0.002) (0.002)

Year fixed effects Yes Yes Yes
Industry fixed effects Yes Yes Yes

Observations 15904 15904 15904
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(Table 1.3 continued)
Panel C: IV 2SLS R&D (second-stage)

Dependent variable R&DChange R&DCut

(1) (2) (3) (4) (5) (6) (7) (8)
t t t+ 1 t+ 1 t t t+ 1 t+ 1

MotivatedOwn -0.038 0.013 0.710* -0.141
(Instrumented) (0.037) (0.032) (0.369) (0.331)

BlockOwn 0.245*** 0.098*** -1.482*** 0.043
(Instrumented) (0.030) (0.027) (0.243) (0.223)
InstOwn -0.235*** -0.066*** -0.081*** -0.022*** 1.681*** 0.471*** -0.086 -0.007
(Instrumented)+ (0.023) (0.006) (0.020) (0.006) (0.157) (0.046) (0.136) (0.041)

R&DChange at t− 1 -0.195*** -0.200***
(0.023) (0.022)

R&DChange at t -0.171*** -0.170***
(0.027) (0.027)

R&DCut at t− 1 -0.051*** -0.038***
(0.009) (0.009)

R&DCut at t -0.022** -0.023***
(0.009) (0.008)

LnCoverage 0.024*** 0.013*** 0.004** 0.000 -0.175*** -0.109*** 0.043*** 0.041***
(0.002) (0.001) (0.002) (0.001) (0.017) (0.012) (0.014) (0.011)

FirmSize -0.002*** 0.012*** 0.003*** 0.006** 0.027*** -0.103*** -0.018*** -0.003
(0.001) (0.003) (0.001) (0.003) (0.006) (0.026) (0.005) (0.025)

FirmAge 0.008*** 0.003*** 0.000 -0.001** -0.037*** -0.014 0.034*** 0.034***
(0.001) (0.001) (0.001) (0.001) (0.009) (0.009) (0.008) (0.008)

Leverage -0.002 -0.020*** -0.014** -0.018*** 0.011 0.175*** -0.045* -0.063
(0.006) (0.007) (0.006) (0.006) (0.031) (0.042) (0.025) (0.039)

Cash -0.017*** -0.002 0.005 0.008* 0.184*** 0.039 -0.096*** -0.079**
(0.005) (0.005) (0.004) (0.005) (0.033) (0.042) (0.029) (0.039)

Profitability 0.000 -0.004* 0.001 -0.001 -0.036*** -0.011 0.007 0.006
(0.002) (0.002) (0.002) (0.002) (0.013) (0.011) (0.011) (0.010)

PPE -0.025*** -0.021*** -0.011** -0.008 0.187*** 0.204*** 0.127** 0.115*
(0.007) (0.006) (0.005) (0.006) (0.058) (0.060) (0.050) (0.060)

Capex 0.068*** 0.132*** 0.004 0.018 -0.262* -0.860*** 0.171 0.244
(0.019) (0.023) (0.016) (0.020) (0.150) (0.184) (0.134) (0.183)

MarketCap -0.000*** -0.000 -0.000*** -0.000* 0.000*** -0.000 0.000 0.000
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

KZIndex 0.000*** 0.000*** -0.000*** -0.000*** -0.002*** -0.001** 0.001*** 0.001***
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

HHI -0.024*** -0.011 -0.002 0.004 0.283*** 0.194*** -0.021 -0.015
(0.009) (0.008) (0.007) (0.007) (0.083) (0.075) (0.073) (0.072)

HHI 2 0.022** 0.009 0.003 -0.004 -0.261*** -0.185** 0.011 0.008
(0.009) (0.007) (0.006) (0.006) (0.085) (0.078) (0.075) (0.075)

CGIndex 0.005*** 0.002** 0.001 -0.000 -0.037*** -0.014* 0.006 0.004
(0.001) (0.001) (0.001) (0.001) (0.009) (0.008) (0.008) (0.008)

Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

Observations 15904 15904 14532 14532 15904 15904 14532 14532
R2 -0.739 -0.337 -0.048 -0.015 -0.363 -0.154 0.026 0.025
C-D F -statistic 123.02 47.36 116.39 46.85 121.42 47.51 116.15 46.98
p-value of difference 0.000 0.004 0.000 0.427

+ The variable InstOwn is instrumented in columns (1), (3), (5), and (7).
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instruments have power.22 As we explained in Section 1.4, Russell index tracker institutions
will adjust their portfolio firms’ holdings to reflect changes in firms’ weights after index
recompositions. Still, non-index tracker institutions might also be indirectly affected by
recompositions due to the trading of index tracker funds. These adjustments are likely to
induce non-trivial changes in firms’ ownership composition. As a result, the net effect on
our different types of institutional ownership is difficult to predict. From our results, we
observe that motivated ownership decreases relative to total institutional ownership when
firms switch from the Russell 1000 to the Russell 2000 index. Specifically, ownership by
motivated monitors is reduced by 6 percentage points (i.e., about 40% with respect to the
unconditional mean). This result is consistent with Fich et al. (2015), who also observe
a decrease. We also observe that both motivated ownership and blockholder ownership
decrease when firms switch from the Russell 2000 to the Russell 1000 index, which is what
we would expect index tracker institutions to do because, after switching, firm weights
decrease. These rebalancing adjustments seem to be partly absorbed by the rest of the
institutional owners for whom ownership increases. Also, when firms move to lower ranks
along indexes, motivated ownership decreases relative to total institutional ownership, and
blockholder ownership increases suggesting that institutional owners adjust their holdings
in response to changes in market capitalization.

In Panel C of Table 1.3, the odd columns capture the causal effect of total institu-
tional ownership on R&D investment because the variable institutional ownership is in-
strumented. In the even columns, both motivated ownership and blockholder ownership
are instrumented, and institutional ownership is just a control in these regressions. Re-
garding the effect of institutional investors in general (i.e., odd regressions), the coefficients
of institutional ownership are significant at the 1% level in three of the four regressions.
These coefficients suggest that an increase in firms’ institutional ownership, prompted by
changes in the composition of the Russell 1000 or Russell 2000 indexes, leads firms to
reduce and even cut R&D expenses during the same year and to continue reducing R&D
spending one year later. When we distinguish between motivated owners and blockholders,
we observe that these two types of investors influence firms in strikingly different ways and
also different from the rest of institutional owners. Specifically, when the percentage of
institutional ownership in the hands of blockholders increases, firms tend to increase their
investment in R&D both in the current period and one year later. In contrast, an increase
in the ownership by motivated investors does not generally affect firms’ R&D investment.
The significant p-value of the difference between the impact of blockholders versus the mo-
tivated investors (reported at the bottom of the table) in all regressions corroborates these
heterogeneous effects. The coefficient of institutional ownership in the even regressions is
negative and significant, suggesting that the rest of institutional owners, which are not
motivated nor blocks, are negatively related to firms’ spending in R&D.

These results confirm our predictions for the effect of blockholder investors, which, as
we argued in the introduction, might be encouraging firm R&D spending indirectly through
improvements in corporate governance. The results do not verify our prediction that moti-
vated monitors will increase R&D investment. Still, we can observe a heterogeneous effect
of these two types of investors on firm R&D.

22The Cragg-Donald F-statistics of the regressions are all higher than the Stock-Yogo weak identification
test critical values, which rejects the hypothesis of weak instruments. The overidentification test (the Hansen
J statistics) has high p-values (untabulated). It indicates that we cannot reject the null hypothesis that
the IVs are valid instruments.
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Table 1.4: Institutional investors and acquisitions. This table presents regression results of the

effect of different institutional ownership measures on firms’ acquisition activity in the current year (t) and

one and two years forward (t+1 and t+2 ). We capture firms’ acquisition activity with two variables: the

dummy Acquisition that takes the value one if a firm acquires one or more companies in the year and equals

zero otherwise and LnAcquisitions that is the natural logarithm of (one plus) the total number of acquired

companies. Panel A presents the results of an OLS model, and Panels B and C report the second-stage

estimates of IV regressions. In the odd columns of Panels B and C, we instrument institutional ownership,

and in the even columns of Panels B and C, we instrument motivated and blockholder ownership. We use

three instrumental variables (see Schmidt and Fahlenbrach, 2017) that capture switches from the Russell

1000 to the Russell 2000 index (Russell1000to2000 ), switches from the Russell 2000 to the Russell 1000 index

(Russell2000to1000 ), and changes in the firms’ rank within one index (RankChange). In all regressions, we

include a battery of controls and fixed effects that are usual in the literature. All variables are defined in

Table 1.1. Robust standard errors clustered at the firm level are in parentheses. ∗ ∗ ∗, ∗∗, and ∗ indicate

significance at the 1%, 5%, and 10% level, respectively. We report the p-value of the difference between

MotivatedOwn and BlockOwn.

Panel A: OLS Acquisitions

Dependent variable Acquisition LnAcquisitions

(1) (2) (3) (4) (5) (6)
t t+ 1 t+ 2 t t+ 1 t+ 2

MotivatedOwn 0.132*** 0.203*** 0.180*** 0.164*** 0.212*** 0.173***
(0.034) (0.033) (0.034) (0.034) (0.034) (0.034)

BlockOwn -0.102*** -0.072*** -0.060*** -0.084*** -0.065*** -0.053***
(0.021) (0.022) (0.022) (0.019) (0.019) (0.019)

InstOwn 0.087*** 0.075*** 0.066*** 0.064*** 0.061*** 0.051***
(0.017) (0.018) (0.019) (0.016) (0.016) (0.017)

Control variables Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
industry fixed effects Yes Yes Yes Yes Yes Yes

Observations 19801 18844 17818 19801 18844 17818
R2 0.095 0.078 0.068 0.112 0.093 0.083
p-value of difference 0.000 0.000 0.000 0.000 0.000 0.000

The rest of the control variables in the regressions have the expected sign. Larger firms
and firms with more cash are more likely to increase (and less likely to cut) R&D one year
ahead, and firms with more fixed assets or more leverage are less likely to increase (or
more likely to cut) R&D. Also, firms with lower financial constraints and better corporate
governance are more likely to increase R&D.
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(Table 1.4 continued)
Panel B: IV 2SLS Acquisition dummy (second-stage)

Dependent variable Acquisition

(1) (2) (3) (4) (5) (6)
t t t+ 1 t+ 1 t+ 2 t+ 2

MotivatedOwn 0.456* 0.498** 0.125
(Instrumented) (0.235) (0.230) (0.228)

BlockOwn -0.561*** -0.538*** -0.459***
(Instrumented) (0.154) (0.153) (0.154)

InstOwn 0.818*** 0.194*** 0.804*** 0.179*** 0.537*** 0.139***
(Instrumented)+ (0.098) (0.030) (0.103) (0.029) (0.096) (0.027)

Control variables Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes

Observations 19801 19801 18844 18844 17818 17818
R2 -0.084 0.022 -0.094 0.009 -0.019 0.024
C-D F -statistics 142.80 59.08 142.56 58.20 145.47 57.86
p-value of difference 0.000 0.000 0.000

+ The variable InstOwn is instrumented in columns (1), (3), and (5).

Panel C: IV 2SLS Number of acquisitions (second-stage)

Dependent variable LnAcquisition

(1) (2) (3) (4) (5) (6)
t t t+ 1 t+ 1 t+ 2 t+ 2

MotivatedOwn 0.551*** 0.452** 0.143
(Instrumented) (0.189) (0.193) (0.193)

BlockOwn -0.522*** -0.540*** -0.383***
(Instrumented) (0.130) (0.132) (0.128)

InstOwn 0.807*** 0.168*** 0.773*** 0.165*** 0.460*** 0.112***
(Instrumented)+ (0.088) (0.026) (0.090) (0.025) (0.079) (0.023)

Control variables Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes

Observations 19801 19801 18844 18844 17818 17818
R2 -0.119 0.023 -0.118 0.015 -0.007 0.039
C-D F -statistics 142.80 59.08 142.56 58.20 145.47 57.86
p-value of difference 0.000 0.000 0.000

+ The variable InstOwn is instrumented in columns (1), (3), and (5).
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1.5.2 Institutional Owners and Acquisitions

In this subsection, we study whether motivated monitors and blockholder investors
affect firms’ acquisition activity differently. According to our previous arguments, moti-
vated monitors have incentives to gather costly information to understand the value of the
proposed acquisitions by management. They will also use this information to inform the
rest of the investors and convince them to vote with them. Since managers anticipate this
behavior, they will propose mostly value-enhancing acquisitions. Therefore, we predict
that increases in motivated investors’ ownership relative to other institutional investors’
ownership lead to increases in firms’ likelihood of acquiring other companies. As these
acquisitions are value-enhancing, we also expect the acquired companies to be more inno-
vative. In contrast, as we argued above, blockholders do not have incentives to acquire
costly information. We expect that, in equilibrium, an increase in blockholder ownership
relative to other institutional ownership will make firms less likely to acquire other firms.
We run our regression model presented in Section 1.4 and report the results in Table 1.4.

Panel A of Table 1.4 shows the results of the OLS estimates, and Panels B and C the
IV results. In Panel B, the dependent variable corresponds to a dummy variable equal to 1
when a firm acquires one or more firms that year and 0 otherwise. By looking at Panel B,
we can see that institutional investors overall increase the likelihood that firms engage in
acquisitions (odd columns). However, when we distinguish between motivated investors and
blockholders (even columns), we observe that motivated investors and blockholders have
opposite effects on firm acquisitions, as predicted. An increase in the presence of motivated
monitors relative to other institutional investors significantly increases the probability of
acquisitions, both in the current year and one year later. Specifically, a one percentage point
increase in institutional ownership by motivated investors relative to other institutional
owners raises the probability that a firm acquires a target company by about 0.46%. In
contrast, an increase in blockholder ownership reduces firms’ likelihood of acquiring other
firms up to two years later. Specifically, a one percentage point increase in blockholder
ownership reduces the probability that a firm acquires a target company by about 0.56%.
In Panel C, the dependent variable is the natural logarithm of (one plus) the number of
firms’ acquisitions in a year. The results of regressions in Panel C are consistent with those
in Panel B.

Since our final goal is to understand the effect of heterogeneous institutional owners
on innovation, we test whether, conditional on acquiring, these investors lead firms to
acquire more (or less) innovative targets. In this setting, both our OLS and IV models of
Section 1.4 could suffer from potential selection bias because we only observe target firms’
innovativeness for acquisitions that take place. However, firms’ decisions to acquire other
companies are not random. To address this selection problem, we use a two-step Heckman
selection model (Heckman, 1979). In the first-stage regression, we need to include an
exogenous variable that significantly affects firms’ likelihood of acquiring other firms (i.e.,
it is relevant) but is not related to target firms’ innovativeness (i.e., it is exogenous).
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Table 1.5: Institutional investors and acquisitions innovativeness. This table presents regression

results of the effect of different institutional ownership measures on the innovativeness of the acquired firms

in the current year (t) and one and two years forward (t+1 and t+2 ). We capture the innovativeness of the

acquired firms with two variables: LnTargPatent and LnTargCite that are the natural logarithms of (one

plus) the cumulative number of patents and citations, respectively, on average of the acquired companies.

Panel A presents the results of an OLS model, and Panel B reports the second-stage results of the two-

step Heckman selection model (Heckman, 1979). We use the exogenous variable FlowtoStock (see Wardlaw,

2020) that captures the fire sale pressure of mutual funds. In all regressions, we include a battery of controls

and fixed effects that are usual in the literature. All variables are defined in Table 1.1. Robust standard

errors clustered at the firm level are in parentheses. ∗ ∗ ∗, ∗∗, and ∗ indicate significance at the 1%, 5%,

and 10% level, respectively. We report the p-value of the difference between MotivatedOwn and BlockOwn.

Panel A: OLS target innovativeness

Dependent variable LnTargPatent LnTargCite

(1) (2) (3) (4) (5) (6)
t t+ 1 t+ 2 t t+ 1 t+ 2

MotivatedOwn 0.396** 0.543*** 0.392** 0.571*** 0.716*** 0.533***
(0.180) (0.184) (0.175) (0.201) (0.204) (0.189)

BlockOwn 0.043 0.154 0.143 0.078 0.173 0.204
(0.147) (0.149) (0.164) (0.162) (0.164) (0.178)

InstOwn 0.087 0.114 0.135 0.090 0.118 0.158
(0.099) (0.102) (0.102) (0.111) (0.113) (0.114)

Control variables Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes

Observations 2966 2853 2662 2966 2853 2662
R2 0.184 0.182 0.183 0.181 0.179 0.180
p-value of difference 0.073 0.058 0.222 0.026 0.017 0.141

Following Wardlaw (2020), we use the variable Flow-to-Stock as an instrument in the first-
stage regression. The idea behind this strategy is that large investor redemptions might put
pressure on mutual funds to sell the stocks they own. Funds’ sales of stocks, if sufficiently
large, put downward pressure on firms’ stock prices for reasons that are unrelated to firm
fundamentals. The variable Flow-to-Stock captures the relative flow pressure on each
stock’s price as a percentage of the stock owned by each fund. Changes in firm valuations
(i.e., prices) may change firms’ M&A activity without being related to firm fundamentals or
the innovativeness of the target firms they acquire.23 In the second-stage regressions of the

23The use of extreme mutual fund outflows as an identification strategy is first due to Edmans et al.
(2012). After this contribution, several finance papers have used this strategy to study different corporate
decisions, such as Bonaime et al. (2018) and Lou and Wang (2018). However, Wardlaw (2020) criticizes
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(Table 1.5 continued)
Panel B: Heckman target innovativeness

Dependent variable LnTargPatent LnTargCite

(1) (2) (3) (4) (5) (6)
t t+ 1 t+ 2 t t+ 1 t+ 2

MotivatedOwn 0.527*** 0.670*** 0.400** 0.693*** 0.780*** 0.499**
(0.185) (0.214) (0.179) (0.199) (0.231) (0.195)

BlockOwn -0.312 0.055 0.136 -0.256 0.123 0.232
(0.291) (0.197) (0.180) (0.315) (0.213) (0.197)

InstOwn 0.332* 0.206 0.142 0.322 0.165 0.129
(0.197) (0.151) (0.127) (0.213) (0.163) (0.139)

Control variables Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes

Censored obs 10685 10798 10989 10685 10798 10989
Uncensored obs 2966 2853 2662 2966 2853 2662
p-value of difference 0.030 0.061 0.294 0.023 0.064 0.333

two-step Heckman selection model, we test the effects of our different types of institutional
investors on target firms’ innovativeness measured by the natural logarithm of (one plus)
the average target firm’s cumulative number of patents and citations in the current year,
one year, and two years later.

Table 1.5 presents the results of these regressions. Panel A of Table 1.5 reports the
OLS results, and Panel B reports the results of the second stage of the two-step Heckman
selection model. The first-stage results (untabulated) show that the variable Flow-to-Stock
has explanatory power. The OLS results and Heckman’s two-stage regression results show
very similar findings. When the presence of motivated investors increases, firms tend to ac-
quire target companies with a significantly larger number of patents and citations. Instead,
blockholder ownership and other types of institutional ownership seem to have no effect.
These results suggest that motivated investors induce firms to use the acquisition channel
to acquire external know-how, patents, and other innovative assets that can stimulate and
increase the acquiring firms’ innovation output.

1.5.3 Institutional Owners and Corporate Venture Capital Investments

Another channel that firms can use to boost their innovation is via CVC investments
in start-ups. These start-ups may serve as a window to cutting-edge technologies and

the variable MFFlow (Mutual Fund Flow) used in Edmans et al. (2012) and the follow-up papers by
showing that it is correlated with firm fundamentals, which violates the exclusion restriction. Wardlaw
(2020) constructs a new variable, called Flow-to-Stock, which is orthogonal to firm fundamentals (i.e.,
stock returns and turnover). This is the variable that we use in our setting.

33



Table 1.6: Institutional investors and CVC investments. This table presents regression results

of the effect of different institutional ownership measures on the CVC investments in the current year

(t) and one and two years forward (t+1 and t+2 ). We capture the CVC investment with the dummy

CVC investment that takes the value one if a firm’s CVC fund invests in star-ups and zero otherwise.

Panel A presents the results of an OLS model, and Panel B reports the second-stage estimates of IV

regressions. In the odd columns of Panel B, we instrument institutional ownership, and in the even columns

of Panel B, we instrument motivated and blockholder ownership. We use three instrumental variables (see

Schmidt and Fahlenbrach, 2017) that capture switches from the Russell 1000 to the Russell 2000 index

(Russell1000to2000 ), switches from the Russell 2000 to the Russell 1000 index (Russell2000to1000 ), and

changes in the firms’ rank within one index (RankChange). In all regressions, we include a battery of

controls and fixed effects that are usual in the literature. All variables are defined in Table 1.1. Robust

standard errors clustered at the firm level are in parentheses. ∗ ∗ ∗, ∗∗, and ∗ indicate significance at the

1%, 5%, and 10% level, respectively. We report the p-value of the difference between MotivatedOwn and

BlockOwn.

Panel A: OLS CVC investments

Dependent variable CVC investments
(1) (2) (3)
t t+ 1 t+ 2

MotivatedOwn 0.090*** 0.094*** 0.075***
(0.021) (0.020) (0.020)

BlockOwn 0.031*** 0.024*** 0.015**
(0.007) (0.007) (0.007)

InstOwn -0.014* -0.005 0.010
(0.007) (0.007) (0.008)

Control variables Yes Yes Yes
Year fixed effects Yes Yes Yes
Industry fixed effects Yes Yes Yes

Observations 19801 18844 17818
R2 0.147 0.164 0.163
p-value of difference 0.000 0.000 0.000

innovative know-how that firms can incorporate in their R&D units by either developing
similar ideas in-house or acquiring the start-up. In this subsection, we estimate the poten-
tial heterogeneous effects of institutional owners on firms’ CVC investments. We present
the regression results in Table 1.6.

In Table 1.6, OLS results are in Panel A and IV results in Panel B. Both motivated
and block ownership are positively related to corporate investments in venture capital
(Panel A). However, this relationship is causal only for motivated investors (panel B). An
increase of one percentage point in a firm’s ownership by motivated investors increases
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(Table 1.6 continued)
Panel B: IV 2SLS CVC investments (second-stage)

Dependent variable CVC investments
(1) (2) (3) (4) (5) (6)
t t t+ 1 t+ 1 t+ 2 t+ 2

MotivatedOwn 0.182** 0.233*** 0.143**
(Instrumented) (0.090) (0.064) (0.063)

BlockOwn 0.053 0.029 0.009
(Instrumented) (0.058) (0.049) (0.045)

InstOwn 0.029 -0.015 0.088*** -0.000 0.071** 0.013
(Instrumented)+ (0.035) (0.011) (0.033) (0.009) (0.028) (0.008)

Control variables Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes

Observations 19801 19801 18844 18844 17818 17818
R2 0.129 0.131 0.133 0.142 0.143 0.150
C-D F -statistics 142.80 59.08 142.56 58.20 145.47 57.86
p-value of difference 0.021 0.000 0.000

+ The variable InstOwn is instrumented in columns (1), (3), and (5).

firms’ probability of investing in CVC by about 0.2%. The same increase in blockholder
ownership does not significantly affect firms’ CVC investments. These results show another
source of institutional investor heterogeneity regarding their effects on firms’ innovation
strategy.

1.5.4 Institutional Owners and Innovation outcomes

We now turn to investigate whether the heterogeneous influence of distinct institutional
owners on firms’ innovation channels results in significant and differential changes in firms’
innovation output. As we explained above, previous research suggests that investing in
external innovation can increase the efficiency and effectiveness of firms’ internal innova-
tion processes leading to more productive inventions. Our results in the previous sections
suggest that firms with more motivated monitors rely more on external innovation from ac-
quisitions or CVC investments to increase their innovation production. In contrast, firms
with more blockholders tend to produce innovation that comes mostly from developing
their internal R&D. Given these results, we expect firms with more motivated investors to
produce a larger amount of innovation output than firms with more blockholder ownership.
To see this, we study the effect on firms’ future patents and citations.

Table 1.7 presents the results of our estimations. In the IV regressions (Panel B),
both motivated monitors and blockholders have a positive and significant effect on firms’
future number of patents (columns (1) to (4) of panel B). Specifically, for the average
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Table 1.7: Institutional investors and innovation outputs. This table presents regression results of

the effect of different institutional ownership measures on the innovation outcomes of the firm two and three

years forward (t+2 and t+3 ). We capture the firm’s innovation output with two variables: LngPatents and

LnCitations that are the natural logarithms of (one plus) the number of patents and citations of the firm each

year. Panel A presents the results of an OLS model, and Panel B reports the second-stage estimates of IV

regressions. In the odd columns of Panel B, we instrument institutional ownership, and in the even columns

of Panel B, we instrument motivated and blockholder ownership. We use three instrumental variables (see

Schmidt and Fahlenbrach, 2017) that capture switches from the Russell 1000 to the Russell 2000 index

(Russell1000to2000 ), switches from the Russell 2000 to the Russell 1000 index (Russell2000to1000 ), and

changes in the firms’ rank within one index (RankChange). In all regressions, we include a battery of

controls and fixed effects that are usual in the literature. All variables are defined in Table 1.1. Robust

standard errors clustered at the firm level are in parentheses. ∗ ∗ ∗, ∗∗, and ∗ indicate significance at the

1%, 5%, and 10% level, respectively. We report the p-value of the difference between MotivatedOwn and

BlockOwn.

Panel A: OLS Innovation outputs

Dependent variable LnPatents LnCitations
(1) (2) (3) (4)
t+ 2 t+ 3 t+ 2 t+ 3

MotivatedOwn 0.725*** 0.679*** 0.796*** 0.751***
(0.165) (0.156) (0.173) (0.163)

BlockOwn 0.072 0.088 0.045 0.071
(0.080) (0.077) (0.087) (0.083)

InstOwn 0.008 0.074 0.056 0.106
(0.088) (0.082) (0.093) (0.087)

Control variables Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes

Observations 12601 12601 12601 12601
R2 0.476 0.461 0.446 0.432
p-value of difference 0.000 0.000 0.000 0.000

company with 30 patents, when motivated ownership increases by one percentage point,
the number of patents increases by about 0.69 (an increase of 2.3%); and when blockholder
ownership increases by one percentage point, the number of patents increases by about 0.26
(an increase of about 0.9%). These coefficients are economically and significantly different
from each other, as we can observe from the p-values of the differences reported at the
bottom of the table.

Similarly, when we take citations as a measure of firms’ innovation output (columns (5)
to (8) of Panel B), we observe that motivated owners have a significantly larger effect than
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(Table 1.7 continued)
Panel B: IV 2SLS Innovation outputs

Dependent variable LnPatents LnCitations
(1) (2) (3) (4) (5) (6) (7) (8)
t+ 2 t+ 2 t+ 3 t+ 3 t+ 2 t+ 2 t+ 3 t+ 3

MotivatedOwn 2.224*** 2.132*** 2.060*** 2.027***
(Instrumented) (0.550) (0.547) (0.599) (0.597)

BlockOwn 0.852** 0.719** 0.616 0.621
(Instrumented) (0.358) (0.350) (0.392) (0.387)

InstOwn 0.260 -0.090 0.393** 0.001 0.428* -0.012 0.467** 0.043
(Instrumented)+ (0.196) (0.068) (0.190) (0.066) (0.221) (0.074) (0.214) (0.073)

Control variables Yes Yes Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes
Industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

Observations 12601 12601 12601 12601 12601 12601 12601 12601
R2 0.387 0.369 0.383 0.367 0.354 0.348 0.356 0.345
C-D F -statistics 135.44 50.14 135.44 50.14 135.44 50.14 135.44 50.14
p-value of difference 0.000 0.000 0.000 0.000

+ The variable InstOwn is instrumented in columns (1), (3), (5), and (7).

blockholders (and the difference is significant at the 1% level). For the average company
with 343 citations, a one percentage point increase in the ownership by motivated monitors
relative to other institutional investors increases firms’ citations by about 7 (an increase of
2.03%). In contrast, an increase of one percentage point in blockholder ownership increases
firms’ citations by about 2 (an increase of 0.6%, although this effect is significant only at
the 11% level).

Overall, we observe that while both motivated and blockholder investors increase firms’
future patents significantly, the effect of motivated ownership increases on firms’ future
number of patents is about 2.5 times larger than that of blockholders. The differential
effect on firm citations is also significant and large: firms that experience an increase in
motivated investors’ ownership produce about 3.5 times more citations than firms that
experience increases in blockholder ownership. These results are in line with previous
studies that show that firms with an open approach to innovation, i.e., not only producing
internally but also acquiring external innovation, can generate a larger number of patent
and citation output. Interestingly, in our context, this open innovation approach seems to
be nurtured by the presence of motivated institutional owners.

1.6 Lazy Manager vs Career Concerns

The results in the previous sections confirm our hypotheses that motivated monitors
and blockholders have heterogeneous effects on firms’ innovation strategies and that, as a
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result, firms obtain a different innovation output. In this section, we want to shed light
on the mechanisms behind these heterogeneous outcomes. On the one hand, we argue
that motivated investors encourage firms to acquire innovation because these investors
have incentives to monitor managers, evaluate managerial proposals, and affect managers’
fate by sharing the information they collect with other shareholders. In a career concern
model à la Holmström (1999), even if managers dislike the risk that innovation involves, in
particular, because they risk being fired, monitoring by motivated investors may mitigate
that risk by insulating managers from the potentially bad outcomes that can result from
pure stochastic reasons. On the other hand, blockholders also encourage firm innovation,
but it is probably for a different reason. As we argue above, blockholders that are not
motivated monitors do not have incentives to monitor or get involved in complex decisions.
Instead, they vote in shareholder meetings on issues that require a low cost of acquiring
information, or they vote based on uniform rules or following the ISS recommendations.
According to the lazy manager hypothesis (Hart, 1983; Bertrand and Mullainathan, 2003),
blockholders may encourage managers to innovate by improving corporate governance.24

We test the presence of these mechanisms using the results of the model of Aghion
et al. (2013), which yields opposite predictions of these two mechanisms on the interaction
between institutional ownership and competition. According to Aghion et al. (2013), the
career concerns model predicts that institutional investors’ positive effect on innovation
will be stronger when competition is more intense because the probability of unsuccessful
risky innovations and the associated bad outcomes is larger. In contrast, the lazy manager
model predicts that, with fierce competition, institutional investor presence is less neces-
sary because competition is an external governance mechanism that disciplines managers
to work hard since it increases the threat of takeover or bankruptcy. Hence, the career
concerns hypothesis predicts complementarity between institutional ownership and intense
competition, while the lazy manager hypothesis predicts substitution. In other words, a
positive effect of the interaction between investor ownership and competition on innova-
tion provides support for the first model, and a negative interaction offers support for the
second model.

To test these mechanisms, we include in our regression model an interaction term
between motivated ownership and blockholder ownership with an indicator variable that is
equal to one if the company operates in a highly competitive industry (i.e., industry-year
is below the median of the Herfindahl-Hirschman index) and zero otherwise.

We report the results of our IV estimations in Table 1.8 (we exclude OLS results
for brevity). As we can see, the interaction term between motivated ownership and in-
tense competition (odd columns) is positive and significant for both patents and citations,
confirming the monitoring role of motivated investors. In contrast, the interaction term
between blockholder ownership and intense competition is negative and significant (even

24For example, a recent paper by Balsmeier et al. (2017) shows that improvements in corporate gover-
nance in the form of more independent boards have significant positive effects on innovation.
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Table 1.8: Institutional investors, industry competition, and innovation outputs. This table presents the second-

stage IV regression results of the effect of the interaction between institutional ownership measures and high industry

competition (a dummy equal to one if the HHI is below the median and zero otherwise) on the innovation outcomes of the

firm two and three years forward (t+2 and t+3 ). We capture the firm’s innovation output with two variables: LnPatents and

LnCitations that are the natural logarithms of (one plus) the number of patents and citations of the firm each year. In the

odd columns, we instrument motivated ownership and its interaction; in the even columns, we instrument block ownership

and its interaction. We use three instrumental variables (see Schmidt and Fahlenbrach, 2017) that capture switches from

the Russell 1000 to the Russell 2000 index (Russell1000to2000 ), switches from the Russell 2000 to the Russell 1000 index

(Russell2000to1000 ), and changes in the firms’ rank within one index (RankChange), as well as the interaction of these

variables with the high industry competition dummy. In all regressions, we include a battery of controls and fixed effects

that are usual in the literature. All variables are defined in Table 1.1. Robust standard errors clustered at the firm level are

in parentheses. ∗ ∗ ∗, ∗∗, and ∗ indicate significance at the 1%, 5%, and 10% level, respectively.

IV 2SLS Innovation outputs & high-competitive industries

Dependent variable LnPatents LnCitations
(1) (2) (3) (4) (5) (6) (7) (8)
t+ 2 t+ 2 t+ 3 t+ 3 t+ 2 t+ 2 t+ 3 t+ 3

MotivatedOwn 1.368*** 0.745*** 1.241** 0.667*** 1.279** 0.781*** 1.261** 0.735***
(Instrumented)+ (0.487) (0.107) (0.486) (0.107) (0.539) (0.116) (0.530) (0.116)

BlockOwn 0.260*** 0.651** 0.295*** 0.552* 0.231** 0.641* 0.257*** 0.505
(Instrumented)+ (0.085) (0.330) (0.084) (0.314) (0.095) (0.369) (0.093) (0.352)

InteractMotivatedOwn 0.792* 1.104** 1.025** 0.976**
(Instrumented)+ (0.455) (0.445) (0.508) (0.496)

InteractBlockOwn -0.913** -0.972** -1.193** -0.927*
(Instrumented)+ (0.461) (0.444) (0.522) (0.504)

InstOwn -0.019 -0.018 0.039 0.073 0.021 0.049 0.074 0.106*
(0.046) (0.059) (0.046) (0.057) (0.050) (0.065) (0.049) (0.063)

highComp -0.089 0.156** -0.143* 0.159** -0.134 0.187** -0.127 0.150**
(0.075) (0.068) (0.073) (0.066) (0.084) (0.077) (0.081) (0.074)

Control variables Yes Yes Yes Yes Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

Industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

Observations 12601 12601 12601 12601 12601 12601 12601 12601
R2 0.375 0.389 0.362 0.384 0.343 0.355 0.340 0.356
C-D F -statistics 43.92 63.30 43.92 63.30 43.92 63.30 43.92 63.30

+ The variables MotivatedOwn and InteractMotivatedOwn are instrumented in columns (1), (3), (5), and (7). The variables BlockOwn
and InteractBlockOwn are instrumented in columns (2), (4), (6), and (8).

39



columns), confirming the governance role of blockholders. The fact that the effect of block-
holder ownership on innovation is positive and significant in industries with less intense
competition and it switches to negative and significant for more competitive industries
provides further evidence that blockholders have a governance role. Their governance ef-
fect becomes less needed once competition is fiercer because intense competition disciplines
managers to work hard.

1.7 Institutional Owners and Financial Analysts

In this section, we further explore the monitoring and governance mechanisms behind
the heterogeneous effects of motivated and blockholder investors on innovation. As we
argued above, motivated investors monitor managers by collecting costly information and
sharing this information with other shareholders to affect corporate strategy. In that sense,
motivated investors’ monitoring role crucially relies on obtaining access to information. As
shown in Guo et al. (2019), financial analysts reduce information asymmetries between
investors and the market by releasing their reports and recommendations to investors. By
reducing information asymmetries, financial analysts have a positive and significant impact
on corporate innovation. We hypothesize that the effects of motivated investors and finan-
cial analysts on innovation reinforce each other. Financial analysts produce information
about firms facilitating the monitoring task of motivated investors. In contrast, as we saw
above, blockholders influence innovation through improvements in corporate governance.
Since, similarly to competition, financial analysts are viewed as an external corporate gov-
ernance mechanism (Chen et al., 2015), we expect that blockholders and financial analysts
are substitutes in increasing firm innovation.

To investigate the previous hypotheses, we construct the indicator variable highCov,
which is equal to one for those firm-years in which the number of analysts covering a firm
is above the average number of analysts in our sample (i.e., above 9.47) and zero other-
wise. That is, highCov identifies those firm-years where coverage by financial analysts is
extensive. We include this indicator variable and its interaction with our different insti-
tutional ownership variables in a regression where the dependent variable corresponds to
firms’ future patents or citations. We present the IV results in Table 1.9 (for brevity, we
exclude OLS results).

The IV results provide support for our hypotheses. The odd columns show that moti-
vated investors’ ownership does not affect firms’ future patents and citations when analyst
coverage is low. In contrast, the interaction term between motivated ownership and high
analyst coverage is positive and significant, indicating that the effect of motivated owner-
ship on firm innovation is driven by those firms with high analyst coverage. These results
suggest that motivated owners and financial analysts are complements in fostering firm
innovation and that this is due to an information effect: companies with more financial
analysts have more information available, in the form of analyst reports, analyst recom-
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Table 1.9: Institutional investors, financial analysts, and innovation outputs. This table presents the second-stage

IV regression results of the effect of the interaction between institutional ownership measures and high coverage by financial

analysts (a dummy equal to one if the coverage is above the median and zero otherwise) on the innovation outcomes of the

firm two and three years forward (t+2 and t+3 ). We capture the firm’s innovation output with two variables: LnPatents and

LnCitations that are the natural logarithms of (one plus) the number of patents and citations of the firm each year. In the

odd columns, we instrument motivated ownership and its interaction; in the even columns, we instrument block ownership

and its interaction. We use three instrumental variables (see Schmidt and Fahlenbrach, 2017) that capture switches from

the Russell 1000 to the Russell 2000 index (Russell1000to2000 ), switches from the Russell 2000 to the Russell 1000 index

(Russell2000to1000 ), and changes in the firms’ rank within one index (RankChange), as well as the interaction of these

variables with the high coverage dummy. In all regressions, we include a battery of controls and fixed effects that are usual

in the literature. All variables are defined in Table 1.1. Robust standard errors clustered at the firm level are in parentheses.

∗ ∗ ∗, ∗∗, and ∗ indicate significance at the 1%, 5%, and 10% level, respectively.

IV 2SLS Innovation outputs & financial analysts

Dependent variable LnPatents LnCitations
(1) (2) (3) (4) (5) (6) (7) (8)
t+ 2 t+ 2 t+ 3 t+ 3 t+ 2 t+ 2 t+ 3 t+ 3

MotivatedOwn -0.929 -0.156 -0.597 -0.261 -0.643 -0.119 -0.673 -0.230
(Instrumented)+ (0.848) (0.309) (0.833) (0.314) (0.961) (0.335) (0.932) (0.342)

BlockOwn 0.026 1.708*** 0.082 1.597*** 0.009 1.606*** 0.036 1.678***
(Instrumented)+ (0.098) (0.530) (0.097) (0.526) (0.110) (0.579) (0.108) (0.577)

InteractMotiCov 2.582*** 2.353*** 2.285** 2.355**
(Instrumented)+ (0.847) (0.830) (0.955) (0.924)

InteractBlockCov -6.213*** -6.396*** -6.304*** -6.738***
(Instrumented)+ (1.916) (1.941) (2.083) (2.121)

InstOwn 0.089 0.082 0.154*** 0.189** 0.129** 0.150* 0.196*** 0.231***
(0.054) (0.074) (0.054) (0.075) (0.060) (0.080) (0.058) (0.082)

highCov -0.194*** 1.016*** -0.170** 1.050*** -0.153* 1.044*** -0.159** 1.113***
(0.072) (0.304) (0.071) (0.308) (0.081) (0.331) (0.078) (0.337)

Control variables Yes Yes Yes Yes Yes Yes Yes Yes

Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

Industry fixed effects Yes Yes Yes Yes Yes Yes Yes Yes

Observations 12601 12601 12601 12601 12601 12601 12601 12601
R2 0.386 0.262 0.381 0.247 0.358 0.241 0.353 0.216
C-D F -statistics 47.71 8.37 47.71 8.37 47.71 8.37 47.71 8.37

+ The variables MotivatedOwn and InteractMotiCov are instrumented in columns (1), (3), (5), and (7). The variables BlockdOwn and
InteractBlockCov are instrumented in columns (2), (4), (6), and (8).
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mendations, press releases, etc., which makes it easier for motivated investors to collect
information and monitor firms. The results for blockholders are in the even columns. The
effect of blockholders on firm innovation is positive for firms with low analyst coverage and
negative for firms with high analyst coverage. Thus, blockholders and financial analysts
are substitutes in encouraging firms to innovate.

1.8 Conclusion

This paper inquires about the heterogeneous effects of different institutional owners
on firm innovation. We classify institutional ownership as motivated ownership if the
ownership stake represents a large holding from the point of view of the institutional
owner’s portfolio and as blockholder ownership if the ownership stake represents a large
holding from the firm’s point of view.

Our results provide extensive support for the heterogeneous effects of institutional in-
vestors. We find that motivated investors encourage firms to acquire external innovation
and invest in CVC. In contrast, blockholders shy away from innovative acquisitions and
CVC investments and rely more on developing their internal R&D. Both types of investors
have a positive and significant effect on firm innovation by increasing firms’ future patents
and citations. However, firms that experience increases in motivated ownership relative to
total institutional ownership generate 2.5 times more patents and 3.5 times more citations
than firms with increases in blockholder ownership.

We also shed light on the mechanisms behind these effects. Motivated investors have
incentives to obtain information from firms, and as a result, they get involved in complex
decisions such as innovative acquisitions. Indeed, we find that access to information is
crucial for motivated investors since we observe that their effect is reinforced when com-
panies have more financial analysts who also require, collect, and disseminate information
from firms. Then, motivated investors encourage firm innovation because their superior
information allows them to insulate managers from the potential bad outcomes of risky
investments in innovation that may be due to pure bad luck. Following the predictions of
Aghion et al. (2013), we find evidence of the career concerns hypothesis because we observe
that the effect of motivated ownership on innovation is more substantial when competition
is more intense.

In contrast, blockholders, who do not have incentives to monitor managers actively,
cast their votes in shareholder meetings to influence innovation decisions through corporate
governance improvements. We find evidence of this corporate governance effect by showing
that the impact of blockholders on innovation is stronger when other external corporate
governance mechanisms, such as intense competition or high analyst coverage, are not
present.

Overall, our paper contributes to the scarce literature on institutional owners’ hetero-
geneous effects on corporate decisions and performance. By focusing on firm innovation,
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we show that firms’ shareholder composition affects firm decisions about the innovation
process and that this has significant consequences for the final innovation outcome. Our
paper also contributes to the literature concerned about institutional investors’ increasing
reliance on uniform recommendations by proxy advisor firms.
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Chapter 2

Common Ownership and the
Market for Technology

2.1 Introduction

Innovation, technological progress, and new products drive economic growth and de-
velopment (Schumpeter, 1911; Romer, 1986; Aghion and Howitt, 1992). In particular,
corporate innovation is a key determinant of firms’ long-term profit growth (Arrow, 1962).

Firms usually invest in R&D and develop technologies to employ them in their pro-
duction. However, due to the uncertain nature of their R&D processes, they also obtain
patents for some inventions that they decide not to commercialize. For instance, an inno-
vation may turn out to be less useful for the firms’ core business activity (Akcigit et al.,
2016), or the firms may lack the necessary complementary assets to benefit from employ-
ing the innovation (Teece, 1986; Arora and Ceccagnoli, 2006). As a result, firms may seek
alternative ways to profit from these patents.

Some of these technologies can benefit other firms. Consequently, the innovators can
profit from selling their intellectual property rights to potential adopters of the technology.
Serrano (2010) finds that 13.5% of all patents granted by the USPTO are traded at least
once over their life cycle. This statistic indicates that the market for patents is an essential
factor for inventing firms to profit from their innovations. Furthermore, a well-functioning
market for technology improves the allocation of technological knowledge and property
rights to use this knowledge commercially. Akcigit et al. (2016) estimate that compared to
the status quo, an increase in the efficiency of the market for ideas could result in a welfare
gain up to 17.8%.

However, technology transfer is often hampered by the presence of information asym-
metries between sellers and buyers. A technology transfer consists of both trading of
intellectual property rights and also transferring of innovative know-how. This specialized
know-how facilitates the application of new technologies. It is generally not fully revealed

44



in the patents and, thus, is private knowledge of the inventing firm (Arora, 1995). Ensuring
that the buyer gains the full benefit of its adoption requires that the seller of the technology
has an incentive to transfer the uncodified know-how (Macho-Stadler et al., 1996).

In this paper, I explore, theoretically and empirically, whether the presence of common
institutional owners can help ease the information frictions in the market for ideas. Specif-
ically, I study whether firms that share common institutional shareholders with a potential
adopter have more incentives to reveal valuable information making the reallocation of
technology more beneficial for the acquirer. The market for technological knowledge is an
understudied area, especially in its relationship with the financial markets.

I present a simple model of technology transfer in which an innovator can sell its
intellectual property rights to potential buyers who benefit when adopting the innovation.1

I study the factors that determine the reallocation of the technology in the equilibrium of
a sequential game. In particular, I analyze how common ownership affects the selection of
the acquirer. Common owners, seeking to maximize the value of their portfolios, provide
incentives to the firms’ managers to internalize the effect of their decisions on the other
firms.

In the case of symmetric information and the absence of business stealing effects among
potential adopters, I show that common ownership has no impact on the allocation of
technologies. At equilibrium, the only determinant of the identity of the actual acquirer is
its increase in profits thanks to the new technology. For instance, the buyer’s technological
propinquity is an essential factor for its selection.

Then, I study the more realistic scenario where the transfer of know-how from the
technology provider to the selected buyer is unverifiable. I show that common ownership
alleviates the moral hazard problem in know-how transfer. The larger the overlap in owner-
ship, the stronger the incentives provided to the seller’s manager to internalize the buyer’s
profit, and the more know-how is transferred to the acquirer. Through this mechanism,
the value of a deal increases with the ownership overlap between the innovator and the
potential acquirer. As a consequence, the likelihood that the technology is transferred to
a particular firm increases with the level of common ownership between the seller and this
firm.

The empirical part uses USPTO patent reassignment data and different sets of common
ownership measures to provide evidence on the effect of common ownership incentives on
technology transfer. I construct a unique sample on the firm pair level merging information
from different data sources using a name-matching algorithm. I carefully identify traders
in the market for technology and match these firm pairs with control groups of firm pairs
consisting of the actual technology provider and counterfactual acquirers in the same sector
as the true adopter of the technology. I use this sample to estimate (using probit and con-
ditional logit regressions) the relationship between common ownership and the probability

1Although my model focuses on patent trades, the mechanism I describe also applies to other forms of
technology transfer, such as licensing.
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that a firm pair engages in technology transfer controlling for the technological propinquity
of the potential acquirers and a large set of firm and industry controls usual in studies on
corporate innovation in financial economics.

The results from the probit and conditional logit regressions may be biased due to
unobservable characteristics driving both technology transfer and common ownership. To
address the issues of omitted variable bias and reverse causality, I employ different strategies
to identify the causal effect of common ownership.

First, a potential concern is that more innovative firms tend to engage more in technol-
ogy transfer and may at the same time attract more institutional investment. This correla-
tion could lead to a spurious relationship between common ownership and the probability
of technology transfer. For this reason, I control for firms’ innovativeness by including
measures of firms’ R&D intensity and their long-term innovativeness, which I construct
from information on R&D expenses and past patent applications.

Second, to control further for unobservable characteristics, I construct matched samples
to select a subset of the control observations. For robustness, I employ two different
matching techniques. Namely, I perform a propensity score matching to select those control
pairs that are similarly likely to engage in technology transfer as the actual traders based
on their most relevant characteristics, other than common ownership. Since propensity
score matching may increase imbalances of the sample by pruning observations, I confirm
my results using a Mahalanobis distance matching (King and Nielsen, 2019).

Third, to additionally address the concern of reverse causality, I employ an instrumental
variable strategy based on the trading partners’ pairwise stock market index membership
to estimate the causal effect of common ownership. The idea behind this instrument is that
some institutional investors benchmark their funds against the performance of stock market
indices such as the S&P500 and the Russell1000. They track an index by investing in its
constituents. Therefore, if two firms are included in the same stock market index, they are
more likely to have these institutional investors as common owners (Newham et al., 2019;
Gilje et al., 2020). Thus, pairwise inclusion in a stock market index increases common
ownership for reasons unrelated to technology transfer. I use this exogenous variation
instrumenting my common ownership measures to establish causality.

I confirm that common ownership of investors increases the probability that two firms
engage in technology transfer. Importantly, I also show that this effect is stronger for
complex technologies, for which the transfer of the know-how is more likely to substantially
influence profits. These results suggest that the alleviation of moral hazard in know-how
transfer is a plausible mechanism through which common owners facilitate technology
transfer and, therefore, affect the reallocation of technologies and innovative knowledge.

My paper contributes to the recent debate on the influence of institutional investors’
common ownership on firm behavior. Institutional investment has been on the rise during
the last four decades.2 Since institutional investors usually hold diversified portfolios, this

2For instance, the average share of stocks of S&P500 corporations held by institutional owners has more
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increase in institutional investment goes hand in hand with tremendous increases in the
overlap of firms’ shareholders.3 As in other contributions to this debate, I show that
common ownership has a significant impact on firm behavior. However, despite the anti-
competitive effects and potential remedies discussed in the literature, my results show that
common ownership may facilitate the reallocation of technology and the dissemination of
technological know-how in the economy and, thus, may contribute to the functioning of
the market for ideas.

The remainder of the paper is organized as follows. Section 2.2 relates my paper to the
existing body of literature. The model is presented in section 2.3. In particular, section
2.3.1 discusses the influence of common ownership on the objective functions of firms. In
section 2.3.2, I solve the model under symmetric information. Section 2.3.3 introduces the
moral hazard problem in transferring unverifiable know-how and analyzes the consequences
for the allocation of the technology and the impact of common ownership. Motivated by
my model, I develop testable hypotheses. Section 2.4 describes the data and variables used
in the empirical analysis, and section 2.5 discusses the construction of the samples and
presents descriptive statistics. The empirical strategy is outlined in section 2.6. Section
2.7 contains the results. Finally, section 2.8 concludes.

2.2 Related Literature

My paper relates to different strands of literature. First, it relates to the literature on
the incentives and contracts in technology transfer (Gallini, 1984; Katz and Shapiro, 1985;
Shapiro, 1985; Gallini and Wright, 1990; Macho-Stadler et al., 1996; Duchêne et al., 2015)
and, in particular, to the papers on patent reassignments (Serrano, 2010; Akcigit et al.,
2016; Serrano, 2018; Figueroa and Serrano, 2019; Kwon et al., 2021). A closely related
paper by Arqué-Castells and Spulber (2021) studies the impact of business stealing effects
on the matching of firms in the market for technology.

Second, my paper contributes to the recent discussion on the influence of institutional
common ownership on the behavior of publicly traded companies. Scholars and policy
makers alike have been concerned about the potential anti-competitive effects of common
ownership (Azar, 2017; OECD, 2017; Azar et al., 2018, 2019; Frazzani et al., 2020) and
possible solutions have been proposed (Elhauge, 2016; Baker, 2016). To which extent
institutional investors with overlapping ownership stakes influence firms’ product market
strategies like output and prices is an ongoing debate (Kennedy et al., 2017; Dennis et al.,
2019; Azar et al., 2021; Backus et al., 2021).

Research has shown that common ownership could have different important implica-
tions, e.g., for managerial incentives (Antón et al., 2021b), acquisitions (Matvos and Ostro-

than doubled during this period reaching above 80% in 2017 (Backus et al., 2019).
3According to He and Huang (2017), the share of firms in the same four-digit SIC industry that have at

least one institutional blockholder in common has on average increased from under 10% in 1980 to around
60% in 2014.
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vsky, 2008; Harford et al., 2011; Brooks et al., 2018; Antón et al., 2021a), governance (He
et al., 2019), within-industry cooperation (He and Huang, 2017), and firm entry (Newham
et al., 2019). I add to this literature by analyzing the influence of common ownership in
the market for technology showing that the overlap in firms’ shareholders has a positive
effect on the quality of the technology transfer and the selection of patent assignees.

Third, using different measures of common ownership in my analysis, my paper also
contributes to the debate on how much common owners’ preferences are internalized by
firms’ management and, therefore, change actual firm behavior. Gilje et al. (2020) provide
a model of managerial incentives to internalize common ownership of the shareholders in
publicly traded companies. They emphasize the role of investor inattention, limiting the
extent to which common ownership influences managers’ decision-making and, therefore,
firm behavior. From this model, they derive a firm-pair measure of managerial common
ownership incentives, the GGL measure. There is ample evidence confirming that the
portfolio weight, i.e., the fraction that an institution’s investment in a firm takes in the
investor’s portfolio, matters for the degree to which the investor monitors the firm and to
which extent this monitoring impacts actual firm behavior.4 Motivated by this evidence
Gilje et al. (2020) assume that the probability that an investor is attentive to managerial
decisions increases in the portfolio weight.

Gilje et al. (2020) also replicate the findings of Azar et al. (2018) on the positive
relationship of common ownership on the average fare charged by airlines on different
routes in the US. However, using their GGL measure instead of the MHHIdelta used in
Azar et al. (2018), Gilje et al. (2020) do not find any significant effect of common ownership
on ticket prices. In my paper, I provide evidence that using the GGL measures, common
ownership incentives influence firm behavior in the market for technology.

Finally, my analysis also contributes to the theoretical literature on common ownership
(Rotemberg, 1984; Azar, 2017) and its relationship with corporate innovation (López and
Vives, 2019; Vives, 2020; Antón et al., 2021c). My paper differs from these articles by
considering endogenous know-how transfers rather than exogenous knowledge spillovers.
My model makes explicit which role information asymmetries play for the relationship
between common ownership and the matching of firms. I model how common ownership
alleviates the difficulties for these partners of the deal that are caused by asymmetric
information as first mentioned by He and Huang (2017). Due to the common ownership
incentives, the decision of the assignor concerning the transfer of know-how determines
the value of the match and, therefore, common ownership incentives affect the equilibrium
matching.

4For evidence on the importance of the portfolio weight of a firm in the investors portfolio see, for
instance, Iliev and Lowry (2015), Fich et al. (2015), Ward et al. (2018), and Iliev et al. (2020).
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2.3 The Model and Hypothesis Development

In this section, I present a model in which the owner of a technology (the assignor) can
sell this technology (patents) to two potential buyers (assignees). Let firm 0 be the initial
owner of the technology. I assume that it cannot benefit from applying it, for example,
because it is far from his core line of business as in Akcigit et al. (2016), or because it lacks
the necessary complementary assets and the access to these assets is restricted (Teece, 1986;
Arora and Ceccagnoli, 2006). On the other hand, firms 1 and 2 are the potential adopters
of the technology codified in firm 0’s patents and can benefit from obtaining exclusive rights
to use it.

Let πl be the operational profits of firm l, l = 1, 2. I denote the ex-ante operational
profits of firm l by π̃l, i.e., π̃l represents the profits of firm l if it does not adopt the
technology. In case firm l becomes the assignee and adopts the technology, it makes a higher
operational profit πrl , i.e., π

r
l > π̃l. In case its rival in the market for technology buys the

patents and adopts the technology, firm l continuous to operate with its old technology and
earns profits π̃l. Thus, I assume for now that there are no business stealing effects between
the potential adopters, i.e., the adoption of the technology by one potential assignee does
not hurt the other. Later, I will discuss what changes if we relax this assumption.

The extent to which a firm can benefit from applying the technology may depend,
for instance, on the technological propinquity between the reassigned technology and the
firm’s location in the technology space. Thus, πrl may depend on firm l’s experience in the
technological field and the usefulness of the technology for its core business activity.5

Furthermore, I assume that there is no product-market rivalry between the assignor and
the potential assignees. Thus, the operational profits of the assignor in its core business
activities are unaffected by the transfer of technology and can be ignored in the model.6

This assumption simplifies the analysis and helps understand the direct impact of common
ownership on the selection of the assignee in the subsequent analysis of the model. Then,
I normalize firm 0’s operational profits if it keeps the technology to zero.

A technology transfer contract reassigns the intellectual property rights of the tech-
nology from the assignor (firm 0) to the assignee (either firm 1 or 2). It also stipulates a
fixed fee payment F ≥ 0 paid by the assignee to firm 0. Thus, I do not consider contracts
including royalty payments. Contracts that exclusively contain lump-sum payments for
the provision of intellectual property rights seem to be common in the market for tech-
nology.7 Moreover, they are efficient in the absence of product market competition and

5I will use the notion of technological distance in my empirical analysis to gauge an assignee’s capacity
to benefit from applying a particular technology.

6For an analysis of the effect of product market interaction between providers and adopters of technology
see Arqué-Castells and Spulber (2021).

7In a study on patent assertion entities, the FTC (Federal Trade Commission, 2016) collected confiden-
tial business information on licensing contracts executing its authority under Section 6(b) of the Federal
Trade Commission Act. It reports that 83.7% of licensing contracts only include lump-sum payments, while
13.5% of contracts include only running royalties. In the case of 2.8% the contracts included both fixed
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asymmetric information between the seller and the buyer since a fixed fee does not distort
an adopter’s product-market strategy. All my qualitative results would remain if we al-
lowed for the possibility of royalties.8 Finally, if firm 0 reassigns the technology, it incurs
a cost of technology transfer C ≥ 0.

Having described the contract F , the cost of technology transfer C, and the operational
profits of the potential adopters πl, I define the firms’ net profit functions. Firm 0’s net
profits in case it reassigns the technology to firm l are the difference between the fixed
payment and the cost of the technology transfer, i.e., Π0 = F − C (remember that I have
normalized its profits to zero if it keeps the technology).

The potential adopters earn net profits denoted by Πl, for l = 1, 2. If firm 0 keeps the
technology, firm l’s net profits coincide with the ex-ante operational profits and Πl = π̃l.
If, however, one of the potential adopters, say firm 1, makes a deal with firm 0, it earns
net profits Π1 = πr1 − F , while the other potential assignee, say firm 2, earns net profits
Π2 = π̃2, and vice versa.

I analyze the transfer of the technology as a sequential game. The timing of this game
is the following. At the first stage, which I denote by S1, firm 0 decides whether to reassign
the technology. In case it does, it determines which potential adopter to approach first
and the fixed fee requested. I call firm α the potential adopter of the technology that firm
0 approaches first. Then, firm α decides whether to accept or reject the contract. If firm
α accepts the contract, the technology transfer occurs, and the fixed fee F is paid to firm
0. In this case, the game ends. Otherwise, we move to the stage S2, where firm 0 decides
whether to offer the technology to the other potential adopter, which I call firm β. If firm
0 chooses to offer a contract to firm β, it determines the fixed fee. Finally, firm β accepts
or rejects the offer, and profits are realized.

In the subsequent analysis, I apply the solution concept of subgame perfect equilibrium
and solve the game by backward induction. However, before I analyze the game, I describe
how common ownership influences a manager’s decisions in the following section.

2.3.1 Common ownership incentives

In Industrial Economics in general and in papers on technology transfer in particular,
it is standard to assume that the profit function of a firm is the objective function of the

and royalty payments. In the case of patent reassignments in which the ownership of patents changes, the
use of lump-sum payments is expectedly even more pervasive. In a sample of Spanish technology adopters,
Macho-Stadler et al. (1996) show that in case the technology transfer involves a transfer of property rights,
a higher share of contracts involves predominantly fixed fee payments compared to deals that involve only
the transfer of use or commercial rights. Variable royalty payments that depend on the use of the tech-
nology or the sales of the assignee associated with the application of the patents would require permanent
monitoring by the assignor, which is costly.

8Royalties introduce an inefficiency when the operational profits depend on the amount of royalty. For
example, suppose the two potential assignees are monopolists in their respective product markets, facing a
downward sloping demand function. In that case, a royalty payment on the produced quantities increases
the technology adopter’s effective marginal costs, reducing the value of technology transfer.
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agents that take decisions on behalf of the firm and, therefore, choose the firm’s strategy.
Thus, firms act as profit maximizers in these models. This assumption is motivated by the
reasoning that a firm’s owners can incentivize managers to work in their best interest. It
relies on the underlying assumption that owners want the firm’s managers to maximize its
profits.

On the contrary, the Common Ownership Hypothesis states that investors that hold
shares in various firms maximize the value of their portfolio, which might induce firm
behavior that departs from profit maximization (Schmalz, 2018; Backus et al., 2020).
Rather than behaving as independent profit maximizers, firms act as if being part of a
larger corporate structure. How the objective of common owners translates into managers’
incentives and, therefore, changes firm behavior has been studied in recent years. Azar
(2017) and Gilje et al. (2020) propose different models in which common owners induce
managers to internalize the effect of their decisions on portfolio firms through their voting in
annual meetings. Antón et al. (2021b) show that common ownership affects the incentives
provided by the compensation contracts to managers.

In my model, I abstract from the concrete mechanism that leads managers to take into
account the common owners’ interests. Instead, I assume that such a mechanism exists and
that its strength depends on the extent of common owners’ shares in the different firms.

Suppose, there is a set of investors i = 1, ..., I. Each investor can hold shares in several
companies. Following Rotemberg (1984), Azar (2017), and López and Vives (2019),9 I
assume that firm 0’s management maximizes a weighted average of its shareholders’ wealth.
A subset of firm 0’s shareholders also invest in firm l = 1, 2. As shown by López and Vives
(2019), this leads to the following objective function10

ϕ0 = Π0 + λ01Π1 + λ02Π2, (2.1)

where λ0l is the profit weight that the management of firm 0 puts on the profits of firm l
in its objective function. By definition, λ00 = 1, that is, the weights that the management
puts on the other firms are measured relative to firm 0’s profits. Therefore, firm 0 behaves
as if it would maximize the sum of own profits and a weighted sum of the other firms’
profits.

9See López and Vives (2019) for a discussion on how different arrangements of overlapping ownership
structures may influence how firms internalize the profits of rivals. See also O’Brien and Salop (2000).

10This objective function can be easily derived. Let the share hold by investor i in company j ∈ {0, 1, 2}
be denoted by βij ∈ [0, 1] with

∑
i βij = 1 and let investor i’s wealth be given by Wi =

∑
j βijΠj , i = 1, ..., I.

Assume that the manager of firm 0 maximizes a weighted sum of inverstors’ wealth, i.e.,∑
i

γi0Wi,

where γi0 are Pareto weights that the manager of firm 0 assigns to investor i. This maximization problem
yields the same solution as (2.1) with λ0l ≡ (

∑
i γi0βil)/(

∑
i γi0βi0), l = 1, 2. See the Appendix A.1 for a

detailed derivation.
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2.3.2 Technology Transfer under Common Ownership and Symmetric
Information

In this section, I analyze the equilibrium of the technology-transfer game and, in par-
ticular, the role of common ownership incentives of the technology provider (as described
in section 2.3.1) in the basic model outlined in section 2.3 above. Here, I assume that there
is no moral hazard in the provision of the technology, i.e., each potential adopter can sign
a contract with the technology provider in which the provision of technology is verifiable.
In other words, there are no information asymmetries between the parties.

I assume that firm 0 internalizes the preferences of its owners as described in equation
(2.1). Therefore, it has common ownership incentives λ0l ∈ [0, 1] with respect to each
potential assignee l ∈ {1, 2}.

I solve the model by backward induction. Consider the state where firm α was offered
the contract at the first stage of the game S1 and it rejected the offer. At stage S2, firm
0 can offer the technology to the second adopter, firm β. In case it decides to do so, it
chooses the fee FS2 in order to maximize (2.1). Then, firm 0’s objective function at stage
S2 is the following

ϕ0(F
S2) = FS2 − C + λ0απ̃α + λ0β(π

r
β − FS2). (2.2)

Notice that ϕ0(F
S2) increases in FS2 for all λ0β ∈ [0, 1).

Firm β accepts any offer if its profits are higher than its outside option π̃β, that is, if
FS2 ≤ πrβ − π̃β. Firm 0 has an incentive to set FS2 as high as possible. Hence, if it decides

to transfer, it will offer FS2 = πrβ − π̃β.
11 Therefore, firm 0 finds it profitable to transfer

the technology to firm β if πrβ − π̃β ≥ C, and keeps the technology otherwise.
Going backwards, assume that firm 0 approaches firm α at stage S1 and determines the

contract FS1 . Firm α’s profits when accepting the contract are Πα = πrα−FS1 . Its outside
option is π̃α. Firm 0’s profits increase with FS1 . Thus, its optimal contract for firm α is

FS1 = ∆πα ≡ πrα − π̃α. (2.3)

Firm 0 finds it indeed profitable to make an offer to firm α whenever

ϕ0(F
S1) ≡ ∆πα − C + λ0α(π

r
α −∆πα) + λ0βπ̃β ≥ ϕ̃0, (2.4)

where ϕ̃0 ≡ λ0απ̃α + λ0βπ̃β is firm 0’s ex-ante value of its objective function. From now

on, I assume that (2.4) holds for at least one firm, i.e., ϕ0(F
S1
l ) ≥ ϕ̃0 for some l = 1, 2.

Otherwise no technology transfer takes place.

11In this section, I analyze the model under the assumption that firm 0 has all the bargaining power
when offering a contract to a potential adopter. This is plausible since it is the owner of a unique technology
(i.e., a bundle of patents) and, therefore, is a monopolist. In Appendix A.2, I show that my results are
robust to this assumption, analyzing a two-sided matching model with contracts.
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Given that technology transfer is profitable, firm 0 decides the identity of the first
assignee by solving the following problem

max
{
ϕ0(F

S1
1 ), ϕ0(F

S1
2 )
}
. (2.5)

Taking stock of what we have learned, I state the first result in the following lemma
and proposition.

Lemma 1. Suppose that firm 0 wants to sell the technology in equilibrium, i.e., ϕ0(∆πl) ≥
ϕ̃0 for at least some l = 1, 2. Then, firm 0 sells the technology to firm 1 if and only if
∆π1 ≥ ∆π2. In this case, the fixed fee is F = ∆π1.

12

Proof. The proof is straightforward since ϕ0(F1) ≥ ϕ0(F2) is equivalent to ∆π1 ≥ ∆π2.

Proposition 1 is an immediate consequence of Lemma 1.

Proposition 1. The selection of the assignee is independent of the strength of common
ownership incentives.

Intuitively, if firm 0 can extract all the rents from the technology transfer, then the
increase in the adopter’s net profit from buying the technology is zero, i.e., ∆πl − Fl = 0,
for each potential assignee. Moreover, the reassignment does not hurt the non-assignee.
Therefore, firm 0 is only concerned by the fixed fee F it receives. Thus, the common
ownership incentives do not influence to which firm the assignor transfers the technology.
The only determinant that makes firm 0 choose one assignee over the other is that the first
can profit more from applying the technology than the latter and, thus, firm 0 can earn a
higher profit by selling to this firm.

The underlying assumption that leads to a fixed fee Fl = ∆πl, extracting all the rents
from the technology transfer, is that the technology provider has all the bargaining power
when proposing the contract. This assumption is plausible since the provider is a supplier
of a unique good, i.e., the concrete bundle of patents, and, therefore, acts as a monopolist.
In section A.2 of the Appendix, I relax the assumption that the provider has all the
bargaining power. I show in a simple model of a two-sided matching market with contracts
that the main result derived in this section (Proposition 1) holds for any distribution of
bargaining power between the provider and the adopters. The reason is that the firm that
benefits the most from adopting the technology is always able to compensate the provider
by paying a fixed fee that is at least as high as the provider’s benefit when selling to the
other firm. Thus, the firm with the highest increment in profits due to the technology ∆πl
always becomes the assignee, and the distribution of bargaining power does not affect the
equilibrium allocation of the technology. It only influences the amount F payed to the
provider. Hence, the impact of common ownership remains to be nil.

12I assume, without loss of generality, that if the technology provider is indifferent between the two firms,
firm 1 is always chosen.
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I also have assumed that a potential adopter is not affected by the technology transfer
to another firm. Here, I briefly discuss the case in which I relax this assumption. For a
detailed discussion, see section A.3 in the Appendix.

Consider the environments where there are business stealing effects between the poten-
tial assignees. Business stealing effects are relevant, for instance, if the two firms produce
similar products. The technology adopter benefits from the transfer and gains a compet-
itive advantage over the outsider of the deal. Hence, I assume that the outsider is hurt if
the other firm adopts the technology. Therefore, the outsider earns operational profits πnl ,
for l = 1, 2, which is less than its ex-ante operational profits, i.e., πnl < π̃l.

In this case, the technology provider can ask a potential adopter at stage S1 for a higher
fixed fee compared to the environment without business stealing when it is profitable to
sell to the other firm at stage S2. The reason is that the outside option of the adopter
decreases from π̃l to π

n
l if selling to the rival is profitable. Furthermore, the provider takes

into account the business stealing effect on a firm with which it has common owners when
deciding to sell to its rival. For example, suppose firm 0 wants to sell the technology to
firm 2 (with which it may have common owners or not). If firm 0 has common owners with
firm 1, it partially internalizes this business stealing effect on firm 1, which acts as a cost
for the technology provider, reducing the deal’s value when selling to firm 2. As common
ownership between firms 0 and 1 increases, firm 0 finds it less attractive to trade with firm
2, and it may decide to sell to firm 1 instead. Therefore, common ownership can make it
more likely that a firm becomes the assignee unless the business stealing effects are very
large. Consequently, we may observe a positive relationship between common ownership
and the probability that two firms will transfer technology with moderate business stealing
effects.13

To sum up the preceding sections, first, common ownership does not affect the selection
of the adopter in equilibrium if there are no business stealing effects between potential
adopters. Second, common ownership can positively affect the choice of a particular adopter
if business stealing effects are not too strong. In the proceeding analysis, I will abstract
from business stealing effects between potential adopters since this simplifies the analysis
without much loss of generality to show the consequences of the existence of moral hazard
regarding know-how transfer.

2.3.3 Technology Transfer under Common Ownership and Moral Hazard

In this section, I study environments where the transfer of the technology is not fully
verifiable. The technology provider, firm 0, transfers a patent, or a bundle of patents; but,
he can also transfer an unverifiable component of the technology, i.e., know-how. Thus,
the know-how transfer is subject to moral hazard. This know-how can help the technology

13To show this result, it is sufficient that the business stealing effects are not larger than the social
benefit from selling to the other firm. Otherwise, there exists a non-monotonic relationship. For details,
see section A.3 in the Appendix.
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adopter to increase the profitability of implementing the reassigned technology. Indeed,
innovators that sell a technology often possess specialized know-how that is useful for
adopting the technology. The adopter relies on the transfer of this know-how to leverage
the full potential of the technology. This know-how is not codified in the patents and,
therefore, the transmission of know-how is a separate and costly action. Only the owner
of the patents can use the specialized know-how.

I denote the amount of know-how transferred as kl ≥ 0. Then, πrl is a function of kl,
the know-how transferred to firm l together with the intellectual property. Denote ∆l the
increase in firm l’s profits if k = 0. I make the following two assumptions.

Assumption 1. If firm 0 reassigns the technology to firm l, then the ex-post profit of firm
l increases linearly in know-how transfer,14 i.e., πrl = π̃l +∆l + γkl.

Assumption 2. If firm 0 transfers an amount kl of know-how it incurs a cost of C(kl) =
1
2νk

2
l .

The timing of the game is the same as before. However, firm 0 also has to decide how
much know-how to transfer. It does so after some firm l = 1, 2 has accepted the proposed
contract at stage S1 or S2 of the game.

Since there are no business stealing effects (πnl = π̃l), the increase in operational profits
of firm l = 1, 2 if the know-how transferred is kl is ∆πl(kl) = πrl (kl)− π̃l if it becomes the
assignee. Furthermore, it is easy to check that the participation constraint of the assignee
has to be binding, and the optimal contract is, therefore, Fl = ∆πl(kl). However, firm 0
must have the incentives to transfer the expected amount of know-how after the contract
is signed. That is, the following Incentive Compatibility Constraint (ICC) must hold:

kl = argmax
k̂l

Fl + λ0l

[
(∆l + γk̂l)− Fl

]
− 1

2
νk̂2l . (2.6)

From the ICC follows that, independently of the fixed fee, firm 0 will credibly transfer to
firm l an amount of know-how

kl =
γ

ν
λ0l (2.7)

after the contract is signed. From (2.7), we see that more know-how is transferred to an
assignee if the common ownership incentive λ0l is higher since firm 0’s manager internalizes
the effect of the transferred know-how on the assignee’s profits. Moreover, the assignor
transfers more know-how if, given λ0l, know-how is more productive in the adoption of
the technology (higher γ) or the know-how transfer is less costly (lower ν). Using the

14Since kl is not verifiable we can assume that πr
l = π̃l +∆l + γkl + ϵl, where ϵl ∼ N (0, σ2

l ), such that kl
cannot be inferred from the assignee’s profit. Since all firms are assumed to be risk-neutral they maximize
the expected value of (a linear combination of) profits and, therefore, adding noise does not change the
analysis.
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participation constraints of the potential assignees and the ICC (2.7), we can derive the
fixed fee in the optimal contract firm 0 can offer to each potential assignee, i.e.,

Fl = ∆πl = ∆l +
γ2

ν
λ0l. (2.8)

The profit firm 0 can make from transferring the technology to firm l is the difference
between the fixed payment and the cost of know-how transfer, i.e.,

Π0 = Fl −
1

2
νk2l = ∆l + λ0l

(
1− 1

2
λ0l

)
γ2

ν
. (2.9)

Notice, that the ex-post net profits of both assignees equal their ex-ante profits, i.e., Πl =
π̃l, whether or not they adopt the technology. Therefore, the problem of firm 0 that
determines the choice of the assignee is

max

{
∆1 + λ01

(
1− 1

2
λ01

)
γ2

ν
,∆2 + λ02

(
1− 1

2
λ02

)
γ2

ν

}
. (2.10)

I state the result of this game in the following proposition.

Proposition 2. Let λ01 ≥ λ02. Firm 0 assigns the patents to firm 1 if

1. ∆1 ≥ ∆2, or

2. ∆1 < ∆2 and λ01 ≥ λ̄01(∆1, ∆1, λ02),

where λ̄01(∆1, ∆1, λ02) = 1−
√

1− 2 ν
γ2 (∆2 −∆1)− 2λ02(1− 1

2λ02).

Proof. See Appendix (section A.4).

Intuitively, if λ01 ≥ λ02 and firm 1 has at least the same potential to profit from
adopting the technology than firm 2, i.e., ∆1 ≥ ∆2, the assignor always prefers to sell the
technology to firm 1 because the incentives from common ownership lead firm 0 to transfer
more know-how after the contract is signed. Since the assignor can, therefore, promise to
share more know-how and this promise is credible, he can extract more profits from the
assignee with higher common ownership.

If firm 2 has an initial technological advantage, i.e., ∆2 > ∆1, the technology is still
assigned to firm 1 if the common ownership incentives are sufficiently large compared to the
common ownership incentives with regard to firm 2. If the common ownership incentives
are strong with regard to firm 1 compared to firm 2, the higher know-how transfer to firm
1 can make up for its technological disadvantage.

To see the effect of common ownership on the probability that firm 1 becomes the
assignee, I denote Λl ≡ λ0l − 1

2λ
2
0l, which is an increasing function of λ0l for all λ0l < 1.

Then, firm 0 sells to firm 1 whenever the following condition holds:

Λ1 − Λ2 ≥
ν

γ2
(∆2 −∆1). (2.11)
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Suppose that ∆2 > ∆1, i.e., firm 2 has an initial technological advantage. Then, the
right-hand side of (2.11) is positive. Therefore, firm 1 can only become the assignee if
firm 0 internalizes the effect of know-how transfer on firm 1’s profits to a sufficiently larger
extent compared to firm 2. We also see from (2.11) that the condition gets stricter if the
efficiency gain from know-how transfer decreases, i.e., as either know-how transfer becomes
more costly for firm 0 (higher ν) or the productivity of know-how decreases (lower γ). On
the contrary, if the profit of the assignee depends strongly on the know-how transferred,
i.e., γ is large, the effect of common ownership on the reallocation becomes more relevant,
i.e., the impact of common ownership on the allocation of the technology becomes more
substantial. I summarize the results of this section in the following proposition.

Proposition 3. (a) If there is a moral hazard problem due to unverifiable know-how in
the transfer of the technology, then common ownership increases the probability that a firm
becomes the assignee in equilibrium. (b) The effect of common ownership on the allocation
of the technology is stronger if the transfer of know-how is more crucial for the adoption
of the technology.

We have seen that moral hazard in the transfer of unverifiable know-how leads to a
positive relationship between common ownership and the probability of technology transfer
to an assignee. This effect of common ownership on the selection of the assignee was
absent in the case of technology transfer without unverifiable know-how in section 2.3.2
(Proposition 1). Therefore, in the empirical part of this paper I will test the following
hypothesis.

Hypothesis 1. The higher the common ownership between the assignor and a potential
assignee, the higher is the probability of engaging in technology transfer for the firm pair.

We also have seen that a primary determinant for the selection of the assignee is its
capability to profit from the technology it adopts. In the model, this corresponds to ∆πl in
section 2.3.2 and, in the current section, to ∆l, i.e., firm l’s technological capability to profit
from adopting the technology independent from the transfer of the unverifiable component.
A proxy for this capability is a firm’s technological proximity to the reassigned technology.
Akcigit et al. (2016) find that a patent contributes more to a firm’s stock market value the
closer it is to the firm in technological terms. That is, the closer the patent is to the firm’s
patent stock. Kwon et al. (2021) show that it is more likely that firms engage in a patent
trade if the patent is relatively closer to the patent stock of the buyer than to the initial
owner’s patent stock. Therefore, I expect firms’ technological proximity to the reassigned
technology to be crucial for selecting the assignee and test the following hypothesis.

Hypothesis 2. The probability that a potential assignee is selected to engage in technol-
ogy transfer decreases with the technological distance of its patent stock to the reassigned
technology.
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Furthermore, we have seen that the impact of common ownership is more substantial
if the agency problem is more severe. Since common ownership provides incentives to the
technology provider’s management to transfer know-how, the effect on the assignee selection
should be stronger if this know-how is more crucial for the adoption of the technology
as stated in Proposition 3. Technologies differ in their requirement of the provision of
specialized know-how by their initial owners. Simple technologies may not require the
transfer of know-how at all. In contrast, the adoption of more complex technologies depends
on the instruction of the initial owner so that their productivity can be fully exploited
(Macho-Stadler et al., 1996). A complex innovation combines novel know-how from many
different technological areas. This know-how, not codified in the individual patents of the
bundle that comprises the intellectual property of this technology, is not accessible for
the assignee without the transfer of the know-how by the technology provider. Thus, the
positive effect of common ownership on the selection of the assignee should be stronger for
complex technologies if the moral hazard problem in know-how transfer is a crucial issue.
Therefore, I test the following third hypothesis.

Hypothesis 3. The effect of common ownership on the assignee selection is stronger if
the reassigned technology is more complex.

2.4 Data and Variables

I now describe the data sources used to construct the sample and the variables I con-
structed. I first outline the process of merging the different data sets used in my analysis.

2.4.1 Data

I construct the sample based on information of US public firms for the period 1990 to
2006. First, I retrieve financial information for all the companies in Compustat, excluding
financial and utilities firms (standard industrial classification (SIC) codes between 4000
and 4999 and between 6000 and 6999) and merge these data with information from several
other databases.

I obtain information on patent reassignments from the USPTO Patent Assignment
Dataset. This data set contains the names of the assignors and assignees that engaged in
a transfer of ownership of patents. I clean this data set extensively to obtain reassignment
information that indicates real changes in ownership of patents. I eliminate reassignments
due to name changes, mergers, employee assignments, or other reasons unrelated to tech-
nology transfer between firms.

Following Akcigit et al. (2016), I use an algorithm to clean the names of the parties
involved in the reassignments. Next, I apply the same name cleaning algorithm to the
company names in Compustat. After that, I match firms between the reassignment data
set and Compustat using a fuzzy matching algorithm (the matchit function for stata).
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Finally, I manually check all matches and compared them with company information from
Google to obtain a data set that only includes matched firms where the firm’s identity is
the same in the two data sets.

Thomson Reuters Institutional Holdings 13F database provides institutional owner-
ship information. This data set is used to construct the main explanatory variables, i.e.,
the measures of common ownership. For 1990 to 2006, I collect information concerning
the number of outstanding shares, the share prices, and the shares held by institutional
investors in a given firm. The 13F data set suffers from several data quality issues. There-
fore, I manually clean the data from duplicate observations, incorrectly assigned holdings
information, and replace missing information. In particular, I supplement the information
with the Center for Research in Security Prices (CRSP) data for missing values on the
end-of-quarter stock price and outstanding shares. After cleaning the data, I aggregate
fund holdings at the institutional investor level.15

I obtain R&D expenses from Compustat and collect patent and citation information to
construct a measure of firms’ distance to the reassigned technology as an inverse measure
of technological propinquity, following Akcigit et al. (2016). I obtain data from 1990 to
2006 from the National Bureau of Economic Research (NBER) Patent Citation database
(Hall et al., 2001). I extend the patent and citation data using the Harvard Business School
(HBS) patent database, including information on citations received by each patent until
2010. Following Hall et al. (2001) and Atanassov (2013), I also scale the raw number of
citations of a patent by the average number of citations in the same technology class in
the same year.16

2.4.2 Variables

This section describes the main variables used to analyze the relationship between
common ownership and patent reassignments. A full list of variables and definitions can
be found in Table 2.1.

Main independent variable: Common Ownership

I construct several measures of common ownership on the firm-pair level.

Profit weights. A natural candidate for a firm-pair measure of common ownership is
the empirical counterpart of the profit weight λ the assignor puts on the profits of the
potential assignee, as in my theoretical model (see section 2.3.1). Since I cannot observe
the Pareto weights a manager puts on each investor, I follow the literature and assume

15 Some large institutional investors such as BlackRock report their holdings further disaggregated at
the asset manager level. I take this into account and aggregate this information when necessary, following
Gilje et al. (2020)

16I give more details on this in section 2.4.2, where I describe the construction of the variables that proxy
for the technological propinquity of firms.
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proportional control. Therefore, my first measure of common ownership incentives of firm
A with respect to firm B is calculated as follows:

κall,AB ≡
∑

i βiAβiB∑
i β

2
iA

, (2.12)

where i = 1, 2, 3... indexes the investors and βij is the share of stocks hold by investor i in
company j ∈ {A,B}.

To relax the assumption of proportional control, I also calculate variations of this
measure where I restrict the set of investors to those that at least hold 1%, 2%, or 5%
in the technology provider. The reason is that tiny investors may not have the power
to influence managerial decisions effectively. Furthermore, not restricting for the size of
holdings could lead to overestimating the influence of common owners that hold very small
shares of the assignor since the sum of squares of these holdings appears in the denominator
of the measure. Therefore, I construct the variables κ1%,AB, κ2%,AB, and κ5%,AB.

GGL measures. Investors, including the common owners, may differ in how they mon-
itor the managerial decisions of firms in their portfolios. Therefore, I also use the class
of measures provided by Gilje et al. (2020) that take into account the portfolio weights
of investors to proxy the attention an investor allocates to a firm. Their measures are
computed in the following way:

GGLAB =
∑
i

βiAg(ρiA)βiB, (2.13)

where i indexes investors, A,B are two different firms, and βiA and βiB are the share of
equity hold by investor i in firm A and B, respectively. The weight of firm A in investor i’s
portfolio is ρiA, i.e., the ratio of the value of the investment of investor i in firm A to investor
i’s assets under management. Thus, the function g(·) proxies for the probability that an
investor pays attention to firm A’s management’s decisions. Intuitively, the incentives
of a manager to internalize the common ownership interests of an investor i increases
with the shares of this investor in the firm (βiA). It also increases with the ownership
share of the investor in the other firm (βiB), since this influences how much manager A’s
decisions affect investor i’s portfolio value through its effect on firm B’s profits. Finally,
the measure increases in the probability g(ρiA) that the investor pays attention to the
manager’s decisions.

A crucial feature of the GGL class of measures is that it is flexible to accomodate
different assumptions on the functional form of g(·), i.e., how investor attention depends
on the portfolio weight of the firm. Gilje et al. (2020) compute their measures for different
assumptions on g(·). They propose, in particular, versions with full attention (g(ρiA) = 1),

linear (g(ρiA) = ρiA), concave (g(ρiA) = ρ
1/2
iA ) , and convex (g(ρiA) = ρ2iA) specifications

for g(·).
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Table 2.1: Variable Definitions

Variables Definitions
Dependent variables
ReassAB,r Indicator variable that takes value one if firm pair AB reassigns technology r

and zero otherwise
Independent variables
Measures of common ownership:
κall,AB Profit weight as defined in 2.4.2 that takes into account all institutional investors

in the assignor and their cross-holdings in the assignee
κx%,AB Profit weight that takes into account the cross-holdings of investors

that hold at least x% of the assignor’s outstanding shares
GGLLinear,AB GGL measure (Gilje et al., 2020) that assumes that investor attention

is a linear funtion of the firms’ portfolio weight in the investor’s portfolio
GGLFullAttention,AB GGL measure that assumes full attention of investors
GGLConcave,AB GGL measure that assumes a concave attention function
GGLConvex,AB GGL measure that assumes a convex attention function
GGLFitted,AB GGL measure using a attenfunction fitted to actual voting behavior

as describe in section 2.4.2
Technological distance measures:
dmeanB,r Distance measure equally weighting the distances between firm B and

each patent in reassignment r
dweightedB,r

Distance measure weighting the distances between firm B and each patent in

reassignment r by citations
dmost citedB,r

Distance of firm B to the most cited patent in reassignment r

dmost recentB,r Distance of firm B to the most recent patent in reassignment r
Control variables
InstOwn Percentage of firm’s outstanding shares held by 13F institutions

(Thomson Reuters s34 file)
Pstock Average number of patents per year that a firm applied for since

1975 and that were finally granted.
R&DtoAssets Firm’s R&D expenses (Compustat data item ♯46) to total assets (♯6)
AnalystCoverage Natural logarithm of (one plus) the arithmetic mean of the 12 monthly

numbers of earnings forecasts obtained from financial analysts
FirmSize Natural logarithm of the book value of total assets (♯6) at the end of the fiscal year
FirmAge Natural logarithm of the number of years listed on Compustat
Leverage Book value of debt (♯9 + ♯34) divided by book value of total assets (♯6)
CashtoAssets Cash (♯1) at the end of fiscal year divided by book value of total assets (♯6)
Profitability Operating income before depreciation (♯13) divided by book value of

total stockholders’ equity (♯216)
PPEtoAssets Property, plant, and equipment (♯8) divided by book value of total assets (♯6)
CapextoAssets Capital expenditure (♯128) divided by book value of total assets (♯6)
MarketCap Market capitalization of equity (♯199× ♯25)
KZindex Kaplan and Zingales index calculated as −1.002× cash flow [(♯18 + ♯14)/♯8] plus

0.283× Tobin’s Q plus 3.139× Leverage minus 39.368× dividends [(♯21 + ♯19)/♯8]
minus 1.315× cash holdings (♯1/♯8), where ♯8 is lagged

GovIndex Average of three standardized variables: the percentage of independent directors
on a board, G-index, and CEO duality

HHI Herfindahl-Hirschman Index of four-digit standard industrial classification (SIC) code
HHI2 Squared Herfindahl-Hirschman Index
Instruments
S&P500 Indicator variable equal to one if both firms in the firm pair observation belong to

the S&P500 index constituents and zero otherwise
Russell1000 Indicator variable equal to one if both firms in the firm pair observation belong

to the Russell1000 index constituents and zero otherwise
Russelltop200 Indicator variable equal to one if both firms in the firm pair observation belong to

the Russelltop200 index constituents and zero otherwise
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Furthermore, motivated by the evidence from Iliev and Lowry (2015), Gilje et al. (2020)
also fit g(ρiA) to the likelihood that an investor is attentive using an indicator for whether
an institution’s votes fail to follow the recommendations of the proxy advisor International
Shareholder Services (ISS). Proxy advisory firms are often accused of giving “blanket rec-
ommendations” or following a one-size-fits-all approach.17 Suppose investors increase their
attention to a given firm in their portfolios. In that case, they are more likely to gather
information and form an independent opinion about the corporate proposals they have to
vote on. Thus, they are less likely to follow those “blanket recommendations” of a proxy
advisor. The fitted attention function exhibits a concave relationship between portfolio
weights and investor attention and is used by Gilje et al. (2020) to construct another ver-
sion of their measure, GGLFitted.

18 Gilje et al. (2020) scale the measures by its sample
average so that a value of one indicates the average level of incentives. Since this increases
the variance of the measures and leads to very small coefficients in the probit regressions,
I rescale the variables by dividing them by one thousand.

Technological Distance

To control for the technological proximity of the reassigned technology to a potential
assignee, I construct technological distance measures between the bundle of patents that
is sold and the patent stock of the potential buyers. First, I follow Akcigit et al. (2016)
to construct a distance metric on the technology space and a measure of technological
distance between an individual patent and a firm. Then, I aggregate the distances of each
individual patent for the bundle that is reassigned. I use different methods to aggregate
these distances for all patents in the bundle.

The distance between two 2-digit IPC technology classes X and Y is given by

d(X,Y ) = 1− ||(X ∩ Y )||
||(X ∪ Y )||

, (2.14)

where ||(X∩Y )|| is the number of patents that cite patents from both classes and ||(X∪Y )||
is the number of patents that cite one or the other class (or both). Therefore, the distance
between a technology class and itself is d(X,X) = 0; likewise d(X,Y ) = 1 if no patent cites
both technology classes. I use all patents from 1975 to 2006 to construct this measure.
With this metric on the technology classes I proceed by constructing the distances of
individual patents to a firm’s patent portfolio at a given year. The patent portfolio of a
firm contains all patents it applied for since 1975 and that were finally granted. Then, the

17See Iliev and Lowry (2015) as a reference on ISS recommendations. See also Coles et al. (2008) and
Johnson et al. (2015) for illustrative evidence that one-size-fits-all approaches may not be optimal with
regard to Board size and takeover defenses, respectively.

18See Gilje et al. (2020) for details on how this measure is constructed. I thank the authors for providing
the data.

62



distance between a patent and a firm is given by

dι(f, p) =

 1

||Pf ||
∑
p′∈Pf

d(Xp, Yp′)
ι

 1
ι

, (2.15)

where p is a patent, f identifies a firm, and Pf is the firm’s patent portfolio. Following
Akcigit et al. (2016) I set ι = 2/3.

As mentioned above, I aggregate this measure for all patents p ∈ R. The bundle R is
the set of patents in reassignment r. For robustness, I perform the aggregation in different
ways.

The baseline version of my technological measures weights the patents in the reassign-
ment r by citations, i.e.,

dweightedf,r =
∑
p∈R

dι(p, f)wp, (2.16)

where wp is the weight of each patent, i.e., the number of citations the patent received until
2010 scaled by the average number of citations of patents in the same application year and
technology class divided by the sum of this statistic for all the patents in the reassignment,
such that

∑
p∈Rwp = 1.

The second measure is very similar. I average the distance measures dι(f, p) for each
patent in the reassignment without weighting by citations. The unweighted mean distance
between the patent bundle and a firm’s patent stock is given by

dmeanf,r
=

1

||R||
∑
p∈R

dι(p, f). (2.17)

The third measure of technological distance only takes into account the distance to the
most cited patent in the reassignment, i.e.,

dmost citedf,r = dι(p(w
max
p ), f), (2.18)

where p(wmax
p ) is the identity of the patent with the maximum weight wp in the reassign-

ment.
Finally, I construct a measure that takes into account the age of the patents. Citations

measure the impact a patent has for later innovation and the patent value. However, for a
given reassignment, the most recent innovation may be more important for its profitability.
Let ap be the age of a patent p and a

min
p the minimum age of the patents in the reassignment.

Then, the last measure of technological distance is given by

dmost recentf,r = dι(p(a
min
p ), f). (2.19)

63



Dependent Variable

This paper analyzes how common ownership influences the probability that two firms
engage in technology transfer. Therefore, the dependent variable is a binary outcome
variable. I construct the dummy variable ReassAB,r that takes the value one if firm A
reassigns technology r to firm B in a given year and zero otherwise.

Control Variables

As usual in the financial economics literature on innovation, I control for several firm
characteristics. First, I construct the measure InstOwn to control for total institutional
ownership (i.e., the share of stocks held by all 13F institutions in a firm). Second, I compute
a measure of a firm’s patent stock, Pstock. That is the natural logarithm of one plus the
average number of all patents per year a firm has applied for since 1975 and which were
finally granted.

The other control variables are FirmSize, which is the natural logarithm of total assets;
R&DtoAssets, which corresponds to R&D expenses scaled by total assets; FirmAge, which
is the number of years a firm has existed in Compustat; Leverage, which is the ratio of firm
debt to total assets; CashtoAssets, which corresponds to firms’ cash scaled by total assets;
Profitability, which is the return on equity (ROE), and Tobin’s Q gauging firm’s growth
potential; PPE, which is computed as firms’ property, plant, and equipment (PPE) scaled
by total assets; CapextoAssets, which corresponds to firms’ capital expenditures scaled by
total assets; MarketCap, which measures firm’s market capitalization at the fiscal year
end; and the KZindex which is a measure of financial constraints (Kaplan and Zingales,
1997). Another variable that has been shown to influence corporate innovation is the
number of financial analysts that issue forecasts for a firm. Therefore, I control for the
natural logarithm of one plus the number of financial analysts, AnalystCoverage.19 I also
include an index of corporate governance, CGIndex, following a similar approach to the
one in Bertrand and Mullainathan (2001). To mitigate the effect of outliers, I winsorize
Profitability and the KZIndex at the 1st and 99th percentiles. Table 2.1 contains a complete
list and definitions of the variables.

2.5 Sample construction and descriptive statistics

I construct a data set on the firm-pair-technology level. An observation in the data set
is a firm pair that may trade a particular technology, i.e., a bundle of patents that actually
was reassigned in a particular year during the sample period 1990-2006.

First, I collect all firm pairs consisting of the assignor and the actual assignee that trade
a bundle of patents in a given year. Then, similarly to Bena and Li (2014), in their paper on

19See Guo et al. (2019) for detailed information on how this variable is constructed. I thank the authors
for providing the data.
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acquisitions, I add potential counterfactual pairs to these observed traders in the technology
market. The counterfactual pairs consist of the same assignor and counterfactual assignees.
Each pair is constructed using the actual assignor since only the actual technology provider
can transfer the concrete bundle of patents. This allows to control for the trade of the
specific bundle of patents and its distance to the patent stock of a potential assignee,
rather than for a more noisy measure of technological overlap between firms. To gauge
the influence of the technological distance, I assume that the counterfactual pairs trade
the same technology. Therefore the technological distance of the counterfactual assignees
is the one to the patent bundle that is traded by the actual seller-buyer pair. All pairs in
the sample are restricted to firms that have at least been granted one patent since 1975 in
order to gauge their technological propinquity. To control for their differences in innovation
intensity I control for the Patent Stock (Pstock) and the innovation expenses (R&D) of all
potential assignees.

The counterfactual assignees are taken from the same 2-digit sic industry as the actual
assignee. I select firms in the same 2-digit sic industry since the reassigned technology may
serve in some sectors of the economy but not in others. This first sample where I consider
all the possible counterfactual pairs contains 129,319 firm-pair observations, among which
146 pairs of firms actually trade patents.

Second, I construct two other samples in which I select a subset of the counterfactial
observations as in Bena and Li (2014). In particular, I perform a propensity score matching
on technological distance, patent stock, R&D intensity, firm size, firm age, and Tobin’s Q.
As I will show in section 2.7.1, these variables have the most explanatory power for the
selection of the assignee in the full sample (besides common ownership). Therefore, I use
these measures to select suitable counterfactual assignees. Since propensity score match-
ing may increase imbalances of the sample by pruning observations (King and Nielsen,
2019), I also construct a Mahalanobis distance matched sample using the same assignee
characteristics to test robustness. In each of these matched samples I select up to 10 coun-
terfactual assignees that are close to the actual assignee in terms of the propensity score
or the Mahalanobis distance, respectively.

Table 2.2 presents summary statistics for the 146 actual technology adopters (assignees)
in the technology market between 1990 and 2006. In table 2.3, I report the main charac-
teristics of the technology providers. These are not used in the regression analysis since
they do not vary between factual and counterfactual pairs for each deal group.

Table 2.4 presents a comparison of summary statistics for the actual counterfactual
assignees in different samples. All common ownership measures but κall,AB are larger for
the actual assignees than for the counterfactual firms in the Full Sample. Similarly, the
technological distances are smaller for the actual assignees than for entire set of control
firms, i.e., the actual assignees are technologically closer to the reassigned bundle of patents
compared to the control group. Furthermore, the actual assignees have more institutional
ownership, for which I control in all regressions. Also actual assignees have a larger patent
stock, higher R&D intensity, are larger, older and have more growth potential.
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Table 2.2: Summary Statistics of actual Assignees. This table reports the descriptive statis-

tics for the variables of my regressions based on the full sample of actual traders in the market for

technology from 1990 to 2006.

Variable 25th percentile Median Mean 75th percentile Std. Dev. No. of Obs.
Dependent variable
ReassAB,r 1.000 1.000 1.000 1.000 0.000 146

Independent variables
κall,AB 0.330 0.641 0.795 0.996 0.712 146
κ1%,AB 0.280 0.517 0.666 0.891 0.563 146
κ2%,AB 0.184 0.410 0.618 0.881 0.646 146
κ5%,AB 0.000 0.019 0.199 0.240 0.333 146
GGLLinear,AB 1.265 9.115 31.938 42.041 55.976 139
GGLFullAttention,AB 28.569 50.199 65.192 89.957 60.517 139
GGLConcave,AB 56.289 196.909 335.470 499.457 381.553 139
GGLConvex,AB 0.002 0.036 0.657 0.371 1.737 139
GGLFitted,AB 59.132 195.192 256.714 398.653 254.062 139
dmeanB,r 0.335 0.598 0.557 0.775 0.285 146
dweightedB,r

0.329 0.600 0.556 0.783 0.291 146

dmost citedB,r
0.237 0.577 0.539 0.834 0.318 146

dmost recentB,r 0.242 0.577 0.539 0.791 0.317 146

Controls
InstOwnB 0.506 0.645 0.630 0.789 0.213 146
PstockB 2.048 3.202 3.282 4.249 1.594 146
R&DtoAssetsB 0.030 0.072 0.111 0.141 0.139 146
FirmSizeB 6.532 7.947 7.932 9.401 2.135 146
FirmAgeB 2.079 3.068 2.856 3.850 1.028 146
Tobin’sQB 1.421 2.598 4.260 5.322 4.913 146
KZindexB -4.400 -0.950 -4.094 0.386 12.010 146
ProfitabilityB 0.116 0.300 0.250 0.460 0.524 146
PPEtoAssetsB 0.122 0.195 0.244 0.333 0.165 146
CapextoAssetsB 0.024 0.042 0.057 0.078 0.051 146
CashtoAssetsB 0.034 0.111 0.205 0.294 0.216 146
AnalystCoverageB 2.048 2.624 2.511 3.016 0.714 146
LeverageB 0.042 0.194 0.205 0.310 0.170 146
GovIndexB -0.295 0.014 0.036 0.334 0.495 146
HHIB 0.112 0.178 0.334 0.480 0.276 146
HHI2B 0.012 0.032 0.187 0.230 0.272 146

Instruments
S&P500 0.000 0.000 0.363 1.000 0.483 146
Russell1000 0.000 0.000 0.452 1.000 0.499 146
Russelltop200 0.000 0.000 0.158 0.000 0.366 146

Table 2.4 shows also the same summary statistics for the matched samples. As can be
seen from the control variables, the matched control firms are more similar to the actual
assignees in terms of Pstock, R&DtoAssets, FirmSize, FirmAge, and Tobin’sQ compared to
the full sample. They are, on average, also closer to the reassigned technology than in the
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Table 2.3: Summary Statistics of technology provider characteristics. This table reports

descriptive statistics for main characteristics of the technology providers from 1990 to 2006.

Variable 25th percentile Median Mean 75th percentile Std. Dev. No. of Obs.
InstOwnA 0.484 0.610 0.596 0.733 0.207 143
PstockA 2.050 3.931 3.495 4.742 1.771 143
R&DtoAssetsA 0.025 0.058 0.079 0111 0.076 140
FirmSizeA 6.687 8.517 8.336 10.190 2.492 142
FirmAgeA 2.639 3.676 3.295 3.932 0.792 142
Tobin’sQA 1.350 1.694 3.105 2.781 4.337 138

Table 2.4: Comparison of actual and counterfactual Assignees in different Samples.

This table reports summary statistics for main characteristics of the Assignees for the different

samples.

Assignees Control groups
Sample: Full Sampel Full Sampel Propensity Score Mahalanobis
Variable Median Mean Median Mean Median Mean Median Mean
Dependent variable
ReassAB,r 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000

Independent variables
κall,AB 0.641 0.795 0.484 1.516 0.452 0.689 0.494 0.683
κ1%,AB 0.517 0.666 0.367 0.502 0.375 0.498 0.413 0.540
κ2%,AB 0.410 0.618 0.281 0.406 0.311 0.445 0.330 0.472
κ5%,AB 0.019 0.199 0.000 0.122 0.012 0.154 0.015 0.160
GGLLinear,AB 9.115 31.938 2.606 15.462 4.821 21.956 5.226 24.293
GGLFullAttention,AB 50.199 65.192 26.218 37.859 41.266 51.707 42.029 52.284
GGLConcave,AB 196.909 335.470 74.349 174.127 127.016 247.438 129.291 260.565
GGLConvex,AB 0.036 0.657 0.005 0.341 0.015 0.407 0.017 0.526
GGLFitted,AB 195.192 256.714 77.117 140.739 131.563 195.642 137.382 202.748
dmeanB,r 0.598 0.557 0.961 0.823 0.653 0.617 0.702 0.647
dweightedB,r

0.600 0.556 0.967 0.827 0.647 0.615 0.704 0.644

dmost citedB,r
0.577 0.539 0.984 0.829 0.682 0.609 0.722 0.636

dmost recentB,r 0.577 0.539 0.980 0.817 0.694 0.615 0.748 0.647

Controls
InstOwnB 0.645 0.630 0.532 0.510 0.611 0.586 0.631 0.599
PstockB 3.202 3.282 1.204 1.532 3.363 3.328 2.853 2.913
R&DtoAssetsB 0.072 0.111 0.060 0.101 0.079 0.112 0.057 0.088
FirmSizeB 7.947 7.932 5.753 5.940 7.977 7.986 7.712 7.588
FirmAgeB 3.068 2.856 2.639 2.687 2.890 2.903 3.091 2.952
Tobin’sQB 2.598 4.260 2.020 3.192 2.338 4.436 2.198 3.204

entire set of control firms. The average common ownership level in terms of all the different
measures is smaller for the matched sample control pairs than for the actual trading pairs.
Since there are still differences on average between the actual and counterfactual pairs in
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the matched samples, I include the control variable on which I have matched the controls
in the respective regressions.

2.6 Econometric Analysis

I am interested in which pairs of firms engage in technology transfer. I estimate the
coefficients of the independent variables in a sample of cross-sections of actual firm pairs
that engage in technology transfer and control pairs constructed from actual assignors and
counterfactual assignees. As in Banal-Estañol et al. (2018) and Arqué-Castells and Spulber
(2021), I estimate the following counterfactual-probit model:

ReassAB,rtj = β0 + β1COAB,tj + β2dB,rtj + δXB,tj + ηt + νj + uAB,rtj , (2.20)

where A indicates the actual seller of a technology (the assignor), B indicates the potential
buyers (assignees), and r indicates the reassignment, i.e., the bundle of patents reassigned
by firm A to some firm B in year t. The subscript j indicates firm B’s 3-digit sic industry.
The dependent variable of the binary outcome model ReassAB,rtj takes the value one if
firm A sells technology r to firm B in year t. COAB,tj is one of the common ownership
measures; the technological distance between the potential assignees and the reassigned
technology is captured by the variable dB,rtj ; XB,tj is a vector of firm characteristics; and
ηt and νj are year and industry fixed effects, respectively. Since the counterfactual assignees
are in the same 2-digit sic industry, I use 3-digit sic industry fixed effects to capture any
unobserved differences in the propensity of technology adoption between these industries.

Furthermore, I estimate a similar model by running conditional logit regressions, as in
Bena and Li (2014).20 Since I model the technology transfer decision as a choice of the
assignor to select a suitable assignee in the theoretical part of the paper, the conditional
logit may fit better to capture this choice of the assignor. I estimate the following equation:

ReassAB,rtj = β0 + β1COAB,tj + β2dB,rtj + δXB,tj + ζr + uAB,rtj , (2.21)

where ζr is the reassignment or group fixed effect.
As described in section 2.5, I construct matched samples, where I exclude observations

with counterfactual assignees that are too different from the actual assignee. Then, after
estimating (2.20) and (2.21) for the whole sample, I estimate (2.20) and (2.21) in the
matched samples with counterfactual-probit and conditional logit, respectively.

The matching of counterfactual pairs similar to the actual traders in the technology
market provides a more balanced sample and helps control for the assignee firms’ unob-
servable characteristics. However, the estimation of the effect of common ownership on

20For an introduction to the conditional logit model, see McFadden (1974). Besides Bena and Li (2014)
in their paper on acquisitions, conditional logit regressions were used in other applications in Finance. See,
for example, Kuhnen (2009) and Dyck et al. (2010).
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reassignments can still be biased due to reverse causality. For example, it may not be very
plausible that large institutional investors decide to invest in two firms (or increase their
holdings) because of a patent trade. However, institutional investors could invest more fre-
quently in innovative firms, and these firms could have a higher propensity to trade patents.
Therefore, I control for the innovativeness of firms using the average patents granted per
year (Pstock) and the research intensity R&DtoAssets. Nevertheless, I will further ad-
dress the issue of reverse causality by instrumenting the common ownership measures and
estimating an instrumental variable (IV) model in section 2.7.4.

For the IV, I estimate equation (2.20) instrumenting the common ownership measures
with three excluded instruments. The instruments are dummy variables that take the
value one if both firms of the pair are constituents of the same stock market index and zero
otherwise. In particular, I use firms’ membership in the S&P500, the Russelltop200 and
the Russell1000 indices. Institutional investors often offer investment instruments that
benchmark against these indices. These index-tracking institutions invest in the indices’
constituents, which leads to higher common ownership among these firms (Newham et al.,
2019; Gilje et al., 2020). Hence, the instruments satisfy the relevance condition. Since
the index-trackers invest in these firms only because of their membership in the index,
the effect on common ownership is unrelated to the firms’ innovativeness or engagement
in technology transfer. Thus, the instruments do not affect patent trades but through the
impact on common ownership and can be considered exogenous.

I will estimate the IV model running a probit regression using maximum-likelihood esti-
mation and by a linear probability model using the usual two-stage least squares estimator.
For this estimator, I use the following first stage regression:

COAB,tj = α0 + α1S&P500AB,tj + α2Russelltop200AB,tj + α3Russell1000AB,tj

+ α4dB,rtj + α5XB,tj + ηt + νj + εAB,rtj , (2.22)

where S&P500AB,tj , Russelltop200AB,tj , and Russell1000AB,tj are the three excluded in-
struments, and XB,tj are the control variables.

21 In all regressions presented in this paper,
I report robust standard errors clustered at the reassignment-group level.

2.7 Empirical Results

In this section, I present my empirical results. I first estimate equations (2.20) and
(2.21) for the entire sample, i.e., the sample of firm pairs consisting of actual assignors and
actual and counterfactual assignees of a given technology. The counterfactual assignees
are all Compustat firms, as described above, that are in the same 2-digit SIC industry

21The inclusion in an index depends on the market capitalization of firms. Since the value of the
respective instrument depends on the inclusion of both firms in the index, I control in the IV regressions for
the market capitalisation of the assignee MarketCapB , the ratio of market capitalization of the two firms
MarketCapRatioAB =MarketCapB/MarketCapA, and the square of this ratio, MarketCapRatio2

AB .
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as the actual assignee of the technology and have been granted at least one patent since
1975. Then, I estimate the same relationship in my matched samples as described in
sections 2.5 and 2.6. After that, I investigate the relationship between common ownership
and reassignments, taking into account the complexity of the technology to test if moral
hazard in technology transfer plays a crucial role in explaining the impact of common
ownership. Finally, I provide the results of the IV estimation to establish causality.

2.7.1 Common Ownership and Reassignments

Table 2.5 presents the regression results for the full sample using the variables that are
based on the empirical counterpart of the profit weights as measures of common ownership.
In column (1), κall%,AB is used to gauge the strength of common ownership incentives of
the assignor with respect to the potential assignees. The coefficient is negative and not
significant. If common ownership incentives play a role for the selection of the assignee,
as stated in Hypothesis 1, then this measure does not capture well the strength of these
incentives. A plausible reason for this is that in many firms, common owners hold relatively
small shares in the assignor. However, these investors may not have sufficient power to
induce managers to act in their interest. Therefore, I use the measures in which I restrict
the set of investors to those that at least hold 1%, 2%, or 5%, respectively, of the assignor’s
outstanding shares. Columns (2)-(3) present the results using κ1%,AB, κ2%,AB, and κ5%,AB

as measures of common ownership incentives. All three coefficients are positive and highly
significant. These measures seem to capture the influence of common owners that hold a
sufficiently large stake in the assignor on the probability of engaging in technology transfer
with a given assignee. The results support Hypothesis 1.

Furthermore, the results in Table 2.5 also support Hypothesis 2. The technological
distance between the potential assignees’ patent stock and the reassigned technology is
negative and significant at the 1% level in all four regressions. I have chosen to include my
preferred measure of technological distance, dweightedB,r

. In the next section, I will test the
robustness of the result, using the other measures described in section 2.4.2.

Some of the coefficients of the other control variables are also significant and have the
expected sign. For example, more innovative firms may have a higher absorptive capacity
and profit more from adopting technologies developed outside the firm. For this reason,
the coefficients of the potential buyers’ long-term innovativeness, measured by Pstock, and
their innovation intensity, R&DtoAssets, are positive and significant. Furthermore, firms
are also more likely to adopt technologies if they are younger, larger, and have higher growth
potential as seen from the coefficients of FirmAge, FirmSize, and Tobin’sQ, respectively.

In Table 2.6, I present the results when I use the different versions of the GGL class
of measures, instead of the profit weights, to account for common ownership. All versions
but one show a significant positive coefficient. Interestingly, the one coefficient that is
not significant in the regression is GGLConvex in column (4) that assumes that investor
attention is a convex function of the firm’s weight in the investor’s portfolio. As I mentioned
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Table 2.5: Probit, Common Ownership and Reassignments (Profit weights, full sample). This table reports

coefficient estimates from probit models in equation (2.20) using the whole sample of actual and counterfactual firm pairs of

technology providers and potential adopters. The dependent variable ReassAB,r is equal to one if the firm pair AB engages

in the transfer of the reassignment r and zero otherwise. All specifications include 3-digit sic industry and year fixed effects.

Robust standard errors (clustered at the reassignment level) are reported in parentheses; *, **, and *** denote significance

at the 10%, 5%, and 1% level, respectively.

(1) (2) (3) (4)
Dependent variable: ReassAB,r

κall,AB -0.002
(0.003)

κ1%,AB 0.141***
(0.030)

κ2%,AB 0.170***
(0.037)

κ5%,AB 0.157**
(0.072)

InstOwnB 0.347** 0.259 0.239 0.312*
(0.158) (0.163) (0.166) (0.161)

dweightedB,r
-1.250*** -1.258*** -1.257*** -1.251***

(0.109) (0.111) (0.111) (0.109)
PstockB 0.151*** 0.152*** 0.152*** 0.152***

(0.035) (0.035) (0.035) (0.035)
R&DtoAssetsB 1.153*** 1.153*** 1.143*** 1.155***

(0.177) (0.178) (0.177) (0.176)
FirmSizeB 0.134*** 0.137*** 0.136*** 0.135***

(0.039) (0.040) (0.040) (0.040)
FirmAgeB -0.283*** -0.286*** -0.288*** -0.282***

(0.051) (0.051) (0.051) (0.051)
Tobin’sQB 0.023*** 0.024*** 0.023*** 0.023***

(0.006) (0.006) (0.006) (0.006)
KZindexB -0.002 -0.002 -0.002 -0.002

(0.002) (0.002) (0.002) (0.002)
ProfitabilityB -0.086 -0.085 -0.085 -0.082

(0.064) (0.063) (0.063) (0.061)
PPEtoAssetsB 0.457 0.445 0.443 0.461

(0.328) (0.327) (0.329) (0.328)
CapextoAssetsB -0.174 -0.145 -0.132 -0.179

(0.921) (0.918) (0.924) (0.920)
CashtoAssetsB -0.379* -0.386* -0.385* -0.379*

(0.229) (0.230) (0.230) (0.229)
AnalystCoverageB 0.074 0.078 0.078 0.072

(0.055) (0.056) (0.056) (0.055)
LeverageB 0.174 0.177 0.170 0.169

(0.163) (0.165) (0.165) (0.163)
GovIndexB 0.030 0.026 0.026 0.031

(0.062) (0.062) (0.062) (0.062)
HHIB 0.476 0.446 0.454 0.473

(0.686) (0.693) (0.695) (0.685)
HHI 2B -0.346 -0.327 -0.330 -0.343

(0.657) (0.664) (0.665) (0.657)
Industry-FE YES YES YES YES
Year-FE YES YES YES YES
Observations 129319 129319 129319 129319
Pseudo-R2 0.229 0.232 0.233 0.230
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Table 2.6: Probit, Common Ownership and Reassignments (GGL, Full sample). This table reports coefficient

estimates from probit models in equation (2.20) using the whole sample of actual and counterfactual firm pairs of technology

providers and potential adopters. The dependent variable ReassAB,r is equal to one if the firm pair AB engages in the

transfer of the reassignment r and zero otherwise. All specifications include 3-digit sic industry and year fixed effects.

Robust standard errors (clustered at the reassignment level) are reported in parentheses; *, **, and *** denote significance

at the 10%, 5%, and 1% level, respectively.

(1) (2) (3) (4) (5)
Dependent variable: ReassAB,r

GGLLinear,AB 0.679***
(0.236)

GGLFullAttention,AB 2.260***
(0.531)

GGLConcave,AB 0.219***
(0.052)

GGLConvex,AB 1.633
(1.662)

GGLFitted,AB 0.445***
(0.102)

InstOwnB 0.316* 0.191 0.258 0.339** 0.217
(0.167) (0.177) (0.169) (0.167) (0.174)

dweightedB,r
-1.262*** -1.264*** -1.267*** -1.261*** -1.268***

(0.113) (0.114) (0.114) (0.113) (0.113)
PstockB 0.148*** 0.145*** 0.147*** 0.148*** 0.146***

(0.036) (0.036) (0.036) (0.036) (0.036)
R&DtoAssetsB 1.207*** 1.209*** 1.204*** 1.212*** 1.209***

(0.169) (0.168) (0.169) (0.169) (0.168)
FirmSizeB 0.131*** 0.128*** 0.128*** 0.133*** 0.128***

(0.041) (0.041) (0.041) (0.041) (0.041)
FirmAgeB -0.277*** -0.274*** -0.276*** -0.277*** -0.275***

(0.052) (0.052) (0.052) (0.052) (0.052)
Tobin’sQB 0.023*** 0.023*** 0.023*** 0.023*** 0.023***

(0.007) (0.007) (0.007) (0.007) (0.007)
KZindexB -0.002 -0.002 -0.002 -0.002 -0.002

(0.002) (0.002) (0.002) (0.002) (0.002)
ProfitabilityB -0.035 -0.037 -0.035 -0.035 -0.037

(0.047) (0.046) (0.047) (0.047) (0.047)
PPEtoAssetsB 0.500 0.481 0.493 0.498 0.476

(0.334) (0.337) (0.335) (0.334) (0.336)
CapextoAssetsB -0.142 -0.112 -0.138 -0.146 -0.123

(0.925) (0.923) (0.925) (0.926) (0.926)
CashtoAssetsB -0.332 -0.338 -0.335 -0.329 -0.339

(0.232) (0.229) (0.232) (0.231) (0.230)
AnalystCoverageB 0.075 0.073 0.076 0.074 0.074

(0.057) (0.057) (0.057) (0.056) (0.057)
LeverageB 0.187 0.184 0.183 0.187 0.179

(0.173) (0.173) (0.174) (0.173) (0.174)
GovIndexB 0.028 0.024 0.028 0.029 0.026

(0.062) (0.063) (0.062) (0.062) (0.062)
HHIB 0.574 0.512 0.554 0.573 0.527

(0.690) (0.688) (0.692) (0.689) (0.689)
HHI 2B -0.468 -0.400 -0.448 -0.467 -0.420

(0.671) (0.673) (0.674) (0.669) (0.672)
Industry-FE YES YES YES YES YES
Year-FE YES YES YES YES YES
Observations 118847 118847 118847 118847 118847
Pseudo-R2 0.229 0.233 0.231 0.228 0.232

72



Table 2.7: Cond. Logit, Common Ownership and Reassignments (Full sample). This table

reports coefficient estimates from conditional logit models in equation (2.21) using the whole sample of

actual and counterfactual firm pairs of technology providers and potential adopters. The dependent variable

ReassAB,r is equal to one if the firm pair AB engages in the transfer of the reassignment r and zero

otherwise. All specifications include reassignment-group fixed effects. Robust standard errors (clustered at

the reassignment level) are reported in parentheses; *, **, and *** denote significance at the 10%, 5%, and

1% level, respectively.

(1) (2) (3) (4)
Dependent variable: ReassAB,r

κ1%,AB 0.129***
(0.022)

κ5%,AB 0.675***
(0.248)

GGLFullAttention,AB 10.042***
(1.632)

GGLFitted,AB 1.947***
(0.316)

InstOwnB 1.756*** 1.681*** 1.121** 1.266***
(0.423) (0.438) (0.462) (0.452)

dweightedB,r
-4.142*** -4.102*** -4.001*** -4.007***

(0.338) (0.337) (0.347) (0.346)
PstockB 0.493*** 0.496*** 0.497*** 0.497***

(0.080) (0.080) (0.083) (0.083)
R&DtoAssetsB 3.113*** 3.076*** 3.166*** 3.144***

(0.494) (0.490) (0.471) (0.475)
Controls YES YES YES YES
Reassignment-FE YES YES YES YES
Observations 147378 147378 118847 118847
Pseudo-R2 0.221 0.221 0.233 0.232

in section 2.4.2, when Gilje et al. (2020) fit the attention function to actual voting data, the
relationship between investor attention and portfolio weights exhibits a concave functional
form. Thus, a concave attention function seems to be a more realistic model of how common
ownership interests translate into managerial incentives and decision-making. The convex
measure seems to be less sensible in the studied context, and I will exclude it from the
following analysis. The coefficients of the other GGL measures support Hypothesis 1.
Common ownership incentives influence the match of an assignee to a technology provider.

In most of the analysis that follows, I will present a subset of the results for brevity.
Therefore, I choose two measures of each class as my preferred measures of common own-
ership incentives. For the profit weights, a natural choice is to use κ1%,AB. As a second
measure for this class, I will also report results for κ5%,AB since a holding of 5% corresponds
to the traditional definition of blockholders in financial economics literature.22 Regarding
the GGL class, we see from Table 2.6 that the two measure that fit best the data in terms
of the Pseudo-R2 are GGLFullAttention,AB and GGLFitted,AB. Therefore, I will use these as
my preferred measures.

Next, I will use my preferred measures to estimate (2.21) running a conditional logit
regression. This model of choice may better capture the selection of the assignee by the
assignor. Table 2.7 shows the results. They are consistent with those obtained through the
previous probit regressions. The coefficients of the four measures of common ownership are
all positive and significant at the 1% level supporting Hypothesis 1. The coefficient of the

22See, for example, He and Huang (2017).
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technological distance measure is significantly negative at the 1% level in all regressions,
which supports my Hypothesis 2.

Matched Sample Analysis

In Tables 2.5 and 2.6, we have seen the influence not only of common ownership but also
of the other covariates on the probability that a reassignment takes place for a given firm
pair. I use these variables that significantly explain technology transfer except common
ownership to construct the matched samples. I select up to ten counterfactual pairs for each
actual trading pair. The matched counterfactuals are the closest in technological distance,
patent stock, R&D intensity, firm size, firm age, and Tobin’s Q to the actual assignees
in terms of their propensity score or the Mahalanobis distance, respectively. The assignor
firm in the counterfactual pairs is the same as in the real pair. Furthermore, counterfactual
assignees are exactly matched concerning the year and the 2-digit sic industry of the actual
assignee.

I present the results for the propensity score and Mahalanobis distance matched samples
in Table 2.8. Panel A shows the regression coefficients of the preferred measures for common
ownership in the probit regression using the propensity score matching. The coefficients
are all positive and significant supporting the results in Tables 2.5 and 2.6. The size of the
coefficients is larger than in the full sample regressions.

Panel B presents the results of the conditional logit model. Also in this specification, the
coefficients confirm the results in the initial analysis qualitatively and support Hypothesis
1. Panels C and D estimate the counterfactual-probit and the conditional logit models,
respectively, using the Mahalanobis distance matched sample. Some of the coefficients are
less significant. However, the qualitative results are confirmed, showing a positive impact
of the common ownership measures.

2.7.2 Technological distance and Reassignments

In this section, I confirm the impact of common ownership and technological distance
using the different technological distance measures I described in section 2.4.2. dB,r is the
technological distance between the potential assignee firm and the reassigned technology,
i.e., the bundle of patents transferred. The different distance measures vary in the way in
which they aggregate the technological distance measure à la Akcigit et al. (2016) between
the individual patents in the bundle and the potential buyers’ patent stock.

Table 2.9 presents the results for the different measures of technological distance, in-
cluding κ1%,AB as a measure of common ownership and using the full sample.23 Panel A
shows the results estimating the counterfactual-probit model, and in Panel B, conditional
logit regressions are presented. In all specifications, the corresponding measure of techno-
logical distance has the expected negative sign and is significant at the 1% level. Thus, the

23Results are qualitatively similar if I use the other measures of common ownership.
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Table 2.8: Common Ownership and Reassignments (Matched Samples). This table reports key coefficient esti-

mates for the different common ownership measures from probit (Panels A and C) and conditional logit models (Panels B

and D) in equations (2.20) and (2.21), respectively, using the propesity score (Panels A and B) and Mahalanobis distance

matched samples (Panels C and D) of actual and counterfactual firm pairs of technology providers and potential adopters.

The dependent variable ReassAB,r is equal to one for the firm pairs AB that engage in the transfer of the reassignment r and

zero for the control pairs that form the control group. All specifications include either industry and year or reassignment-

group fixed effects. Robust standard errors (clustered at the reassignment level) are reported in parentheses; *, **, and ***

denote significance at the 10%, 5%, and 1% level, respectively.

Panel A: Probit, propensity score matching
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κ1%,AB κ5%,AB GGLFullAttention,AB GGLFitted,AB

COAB 0.451*** 0.351** 3.265** 0.795***
(0.102) (0.169) (1.280) (0.237)

InstOwnB -0.110 0.188 0.026 0.021
(0.339) (0.304) (0.326) (0.324)

Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 1101 1101 1101 1101
Pseudo-R2 0.166 0.154 0.157 0.161

Panel B: Conditional logit, propensity score matching
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κ1%,AB κ5%,AB GGLFullAttention,AB GGLFitted,AB

COAB 1.049*** 0.660* 10.673*** 2.284***
(0.273) (0.356) (2.720) (0.542)

InstOwnB 0.506 1.087** 0.588 0.662
(0.541) (0.468) (0.500) (0.482)

Controls YES YES YES YES
Reassignment-FE YES YES YES YES
Observations 1443 1443 1443 1443
Pseudo-R2 0.088 0.066 0.085 0.086

Panel C: Probit, Mahalanobis distance matching
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κ1%,AB κ5%,AB GGLFullAttention,AB GGLFitted,AB

COAB 0.193* 0.318* 2.827** 0.677***
(0.101) (0.164) (1.161) (0.212)

InstOwnB 0.131 0.214 0.079 0.082
(0.310) (0.298) (0.309) (0.307)

Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 1062 1062 1062 1062
Pseudo-R2 0.194 0.193 0.196 0.197

Panel D: Conditional logit, Mahalanobis distance matching
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κ1%,AB κ5%,AB GGLFullAttention,AB GGLFitted,AB

COAB 0.726*** 0.594 8.089*** 1.851***
(0.235) (0.423) (2.591) (0.657)

InstOwnB 0.940* 1.295** 0.866 0.909
(0.561) (0.561) (0.578) (0.567)

Controls YES YES YES YES
Reassignment-FE YES YES YES YES
Observations 1397 1397 1397 1397
Pseudo-R2 0.198 0.190 0.202 0.201
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Table 2.9: Technological Distance (different measures, full sample). This table reports key

coefficient estimates for the different measures of technological distance and common ownership from probit

(Panels A) and conditional logit models (Panels B) in equations (2.20) and (2.21), respectively, using the

whole sample of actual and counterfactual firm pairs of technology providers and potential adopters. The

dependent variable ReassAB,r is equal to one for the firm pairs AB that engage in the transfer of the

reassignment r and zero otherwise. All specifications include either industry and year or reassignment-group

fixed effects. Robust standard errors (clustered at the reassignment level) are reported in parentheses; *,

**, and *** denote significance at the 10%, 5%, and 1% level, respectively.

Panel A: Probit
(1) (2) (3) (4)

Dependent variable: ReassAB,r

COAB 0.142*** 0.141*** 0.137*** 0.137***
(0.030) (0.030) (0.029) (0.029)

InstOwnB 0.257 0.259 0.258 0.251
(0.163) (0.163) (0.162) (0.161)

dmeanB,r -1.278***
(0.115)

dweightedB,r
-1.258***

(0.111)
dmost citedB,r

-1.106***

(0.096)
dmost recentB,r -1.066***

(0.098)
Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 129319 129319 129319 129319
Pseudo-R2 0.233 0.232 0.228 0.225

Panel B: Conditional Logit
(5) (6) (7) (8)

Dependent variable: ReassAB,r

COAB 0.130*** 0.129*** 0.125*** 0.125***
(0.022) (0.022) (0.022) (0.023)

InstOwnB 1.749*** 1.756*** 1.753*** 1.721***
(0.422) (0.423) (0.425) (0.423)

dmeanB,r -4.181***
(0.352)

dweightedB,r
-4.142***

(0.338)
dmost citedB,r

-3.546***

(0.280)
dmost recentB,r -3.415***

(0.271)
Controls YES YES YES YES
Reassignment-FE YES YES YES YES
Observations 147378 147378 147378 147378
Pseudo-R2 0.220 0.221 0.216 0.211

results strongly support Hypothesis 2. Furthermore, they are in line with similar results
by Akcigit et al. (2016) on the patent level.

The measures of technological distance performing best in the analysis are those that
average the distances to all the individual patents in the bundle. These measures have the
largest coefficients and perform best in terms of the Pseudo-R2. Thus, I use the citation
weighted distance measure dweighted as my preferred measure of technological distance.
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2.7.3 Testing for Moral Hazard: The influence of technological complex-
ity

In this section, I study the mechanism that explains a part of the impact of common
ownership on patent reassignments and the selection of the assignee. We have seen in
sections 2.7.1 and 2.7.2 that the effect of common ownership is positive and significant. In
section 2.3.3, I have presented a theoretical model that can explain this effect. In the model,
common ownership alleviates the moral hazard problem in transferring the unverifiable part
of the technology: specialized know-how. The know-how transfer increases the deal’s value
and, therefore, helps the assignor increase its profits when selling to a firm with which it
has more common ownership.

In section 2.3.3, I have argued that technologies may differ in the extent to which
the transfer of specialized know-how is required for their adoption by the assignee. More
complex technologies require specialized know-how stemming from different technological
areas. These complex technologies are more likely to require a know-how transfer from the
assignor to the assignee firm. Hence, the agency problem in transferring this know-how
is more severe when complex technologies are traded. Therefore, the effect of common
ownership should be stronger for these technologies (Hypothesis 3).

To capture the complexity of a reassigned technology, I construct a measure that uses
the IPC classes of the patents in the bundle. A technology combines more knowledge from
different technological areas and, thus, is more complex if the patents in the bundle are
dispersed in different IPC classes. Let sX be the share of patents in a reassigned bundle r
that falls into the 2-digit IPC class X. Then, the complexity of the reassigned technology
is given by:

Complexityr = 1−
∑
X

s2X , (2.23)

that is, the inverse of the concentration of patents in the IPC classes.
To test Hypothesis 3, I run the counterfactual-probit regression including Complexityr

and its interaction with the common ownership measure. If Hypothesis 3 is supported,
then the interaction term should be positive and significant, i.e., the higher the complexity
of the technology, the stronger should the effect of common ownership be.

In the conditional logit regressions I cannot include the same interaction term as in the
probit regressions. This is due to the group fixed effects that would capture the effect of
the technologies’ complexity since the complexity does not vary within groups. Therefore,
I construct a dummy variable, ComplexDummyr, that takes the value one if the reassigned
technology is more complex than the median technology in the sample and zero otherwise.
I include this interaction term of ComplexDummyr and the common ownership measure in
the conditional-logit model.

Table 2.10 presents the results for the different specifications and common ownership
measures. Panel A shows the results of the probit regressions for the profit weights using
the full sample. Besides for κall,AB (column 1) which does not capture well the common
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Table 2.10: Common Ownership and technological Complexity. This table reports key coefficient estimates for the

different common ownership measures and its interaction with a measure of technological complexity from probit (Panels

A, B and C) and conditional logit models (Panel D), using the full sample (Panels A and C) and the propensity score

matched sample (Panels B and D) of actual and counterfactual firm pairs of technology providers and potential adopters.

The dependent variable ReassAB,r is equal to one for the firm pairs AB that engage in the transfer of the reassignment r and

zero otherwise. In Panels A, B, and C the respective measure of common ownership is interacted with a continuous measure

of complexity. In Panel D it is interacted with a binary variable that takes the value one if the reassigned technology is more

complex than the median technology in the sample. All specifications include either industry and year or reassignment-group

fixed effects. Robust standard errors (clustered at the reassignment level) are reported in parentheses; *, **, and *** denote

significance at the 10%, 5%, and 1% level, respectively.

Panel A: Profit weights, full sample, Probit
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κall,AB κ1%,AB κ2%,AB κ5%,AB

COAB -0.011 0.096** 0.096 0.051
(0.014) (0.043) (0.063) (0.091)

COAB×Complexityr 0.016 0.183** 0.247* 0.492**
(0.019) (0.092) (0.141) (0.250)

Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 129319 129319 129319 129319
Pseudo-R2 0.230 0.233 0.234 0.232

Panel B: Profit weights, propensity score matched sample, Probit
(5) (6) (7) (8)

Dependent variable: ReassAB,r

Measure of COAB : κall,AB κ1%,AB κ2%,AB κ5%,AB

COAB 0.006 0.318*** 0.175* 0.341*
(0.038) (0.119) (0.104) (0.206)

COAB×Complexityr 0.159 0.799** 0.786** 0.068
(0.099) (0.380) (0.324) (0.644)

Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 1101 1101 1101 1101
Pseudo-R2 0.153 0.170 0.164 0.154

Panel C: GGL measures, full sample, Probit
(9) (10) (11) (12)

Dependent variable: ReassAB,r

Measure of COAB : GGLLinear,AB GGLFullAttention,AB GGLConcave,AB GGLFitted,AB

COAB 0.200 1.463** 0.152** 0.305**
(0.539) (0.718) (0.071) (0.129)

COAB×Complexityr 1.619 3.196* 0.272 0.743*
(1.866) (1.659) (0.238) (0.388)

Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 118847 118847 118847 118847
Pseudo-R2 0.229 0.234 0.231 0.233

Panel D: propensity score matched sample, Cond. Logit
(13) (14) (15) (16)

Dependent variable: ReassAB,r

Measure of COAB : κ1%,AB κ5%,AB GGLFullAttention,AB GGLFitted,AB

COAB 0.624* -0.055 5.329 1.054
(0.319) (0.497) (3.311) (0.644)

COAB×ComplexDummyr 0.826 1.547** 12.846** 3.644**
(0.576) (0.784) (6.033) (1.524)

Controls YES YES YES YES
Reassignment-FE YES YES YES YES
Observations 1443 1443 1443 1443
Pseudo-R2 0.093 0.071 0.094 0.100
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ownership incentives, as seen in Table 2.5 of section 2.7.1, for all measures of this class
in columns (2)-(4), the interaction term is positive and significant. Thus, the effect of
these profit weights increases as the complexity of the technology increases. This fact
lends support to Hypothesis 3. Also, in Panel B, we find evidence for the differential
effects of common ownership for different degrees of complexity of the technology using the
propensity score matched sample. The interaction term is positive in all four regressions
and is significant at the 5% level for κ1%,AB and κ2%,AB.

Panel C estimates the relationship using the GGL measures and the full sample. The
interaction terms are all positive. They are significant at the 10% level in columns (2) and
(4) for my preferred measures in this class.

Finally, Panel D shows results for my four preferred measures and the conditional
logit regression using the propensity score matching and including the interaction with the
ComplexDummyr. For all measures of common ownership, the coefficients of the interaction
term are positive. Moreover, they are significant at the 5% level for all but one measure.
Notice also that the size of the coefficients of the interaction term in columns (2)-(4) are
larger in size than the coefficient of the respective common ownership measures, which are
not significant. This indicates that the positive effect of common ownership mainly comes
from the reassignments of more complex technologies.

Summing up, the results in this section provide support for Hypothesis 3. Furthermore,
they suggest that moral hazard plays a crucial role in transferring technologies and that
giving incentives to the assignor to transfer specialized know-how can partly explain the
positive impact of common ownership.

2.7.4 Robustness Check: Addressing reverse causality

In this section, I further address the concern that common ownership is endogenous. To
do so, I instrument the common ownership variables using the strategy described in section
2.6. First, I use my propensity score matched sample to estimate a linear probability model
by two-stage least squares (2SLS).24 The first-stage equation is given by (2.22), and the
second-stage equation is given by (2.20). Second, I estimate an IV probit model of (2.20)
since the dependent variable is a binary outcome variable. To cluster standard errors at
the reassignment level, I use maximum likelihood estimation.

Table 2.11 presents the results of the linear probability model for the profit weights.
The odd columns report the first-stage regressions. Each following even column presents
the corresponding second-stage regression. Column (1) presents the first-stage regression to
instrument κall,AB. The coefficient of the S&P500 instrument shows the expected positive
sign and is highly significant. The coefficients of the other instruments are smaller and
less significant. The Kleibergen-Paap F-statistic reported at the bottom of column (2)
indicates that the regression does not suffer from weak identification. The p-value of the
Hansen J statistic shows that we cannot reject the null hypothesis that the instruments
are valid.

The coefficient of κall,AB in the second stage regression in column (2) is positive and
significant. The same holds for the following two measures of common ownership, κ1%,AB

and κ2%,AB in columns (4) and (6). The coefficient of κ5%,AB is also positive although not
significant. As the Kleibergen-Paap F-statistic indicates, the instruments do not explain
well the common ownership for the larger blockholders in the assignor. Indeed, none of

24The results for the full sample (untabulated) are qualitatively very similar.
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Table 2.13: IV Probit (full sample). This table reports key coefficient estimates from IV probit models

in equation (2.20) using maximum likelihood estimation and the instrumental variable strategy described

in section 2.6 for the whole sample of actual and counterfactual firm pairs of technology providers and

potential adopters. The dependent variable is ReassAB,r and is equal to one if the firm pair AB engages

in the transfer of the reassignment r and zero otherwise. All specifications include 3-digit sic industry and

year fixed effects. Robust standard errors (clustered at the reassignment level) are reported in parentheses;

*, **, and *** denote significance at the 10%, 5%, and 1% level, respectively.

Panel A: Profit weights
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κall,AB κ1%,AB κ2%,AB κ5%,AB

COAB 0.063*** 0.514*** 0.562*** 2.758***
(instrumented) (0.021) (0.193) (0.198) (0.721)
InstOwnB 0.100** 0.047 0.046 -0.299

(0.039) (0.194) (0.184) (0.210)
Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 123298 123298 123298 123298
p-Wald 0.000 0.054 0.049 0.017

Panel B: GGL Measures
(5) (6) (7) (8)

Dependent variable: ReassAB,r

Measure of COAB : GGLLinear,AB GGLFullAttention,AB GGLConcave,AB GGLFitted,AB

COAB 4.015** 4.687 0..449** 0.673*
(instrumented) (1.744) (3.854) (0.204) (0.350)
InstOwnB 0.268 0.098 0.237 0.210

(0.171) (0.255) (0.173) (0.177)
Controls YES YES YES YES
Industry and year FE YES YES YES YES
Observations 114788 114788 114788 114788
p-Wald 0.047 0.524 0.209 0.499

the coefficients of the instruments has a significantly positive effect. Nevertheless, the IV
results for the profit weights in total are qualitatively similar to the results in section 2.7.1
and support Hypothesis 1.

Table 2.12 shows the corresponding results for the GGL measures. All four instru-
mented variables show positive and significant effects. Furthermore, the F-statistics are
large, and the p-values of the Hansen J statistics are not significant. Therefore, I conclude
that the linear probability IV results support Hypothesis 1. Common ownership has a
positive effect on the probability that the firm pair engages in technology transfer.

Since I am using a binary outcome variable, I re-estimate the IV model using the
maximum likelihood estimator for the probit regression (IV probit). The results are shown
in Table 2.13 for the full sample and in Table 2.14 for the propensity score matching.
Almost all the coefficients of the different common ownership measures are positive and
significant in the two Tables. Only the coefficients of GGLFullAttention,AB in column (6) of
Table 2.13 and of κ5%,AB in column (4) Table 2.14 are not significant, but they are still
positive. As we have seen above, the latter may be caused by weak identification. However,
the p-value of the Wald test of exogeneity indicates that a simple probit model is preferred
in these two cases.

In general, the results of the IV estimation lend support for a positive effect of common
ownership on technology transfer. They confirm Hypothesis 1.
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Table 2.14: IV Probit (Propensity score matched sample). This table reports key coefficient esti-

mates from IV probit models in equation (2.20) using maximum likelihood estimation and the instrumental

variable strategy described in section 2.6 for the propensity score sample of actual and counterfactual firm

pairs of technology providers and potential adopters. The dependent variable in the second stage is Re-

assAB,r and is equal to one if the firm pair AB engages in the transfer of the reassignment r and zero

otherwise. All specifications include 3-digit sic industry and year fixed effects. Robust standard errors

(clustered at the reassignment level) are reported in parentheses; *, **, and *** denote significance at the

10%, 5%, and 1% level, respectively.

Panel A: Profit weights
(1) (2) (3) (4)

Dependent variable: ReassAB,r

Measure of COAB : κall,AB κ1%,AB κ2%,AB κ5%,AB

COAB 0.712*** 0.890*** 0.920*** 3.280
(instrumented) (0.218) (0.276) (0.249) (2.421)
InstOwnB 0.014 -0.263 -0.183 -0.247

(0.409) (0.368) (0.335) (0.671)
Industry and year FE YES YES YES YES
Controls YES YES YES YES
Observations 1079 1079 1079 1079
p-Wald 0.005 0.145 0.026 0.525

Panel B: GGL Measures
(5) (6) (7) (8)

Dependent variable: ReassAB,r

Measure of COAB : GGLLinear,AB GGLFullAttention,AB GGLConcave,AB GGLFitted,AB

COAB 9.425*** 10.704*** 0.990*** 1.419***
(instrumented) (2.402) (3.553) (0.251) (0.388)
InstOwnB -0.002 -0.327 -0.012 -0.009

(0.324) (0.364) (0.326) (0.324)
Industry and year FE YES YES YES YES
Controls YES YES YES YES
Observations 1079 1079 1079 1079
p-Wald 0.009 0.046 0.084 0.128

2.8 Conclusion

In this paper, I studied the impact of common ownership on patent reassignments.
Specifically, I have analyzed how common ownership by institutional investors shapes the
selection of the assignee. I outlined a model explaining how moral hazard can lead to
a positive effect of common ownership on the propensity to transfer the technology to a
particular firm. The model also describes the impact of the technological proximity of a
potential buyer to the reassigned technology. Moreover, it motivates the investigation of
the relationship between common ownership and assignee selection for technologies that
differ in their complexity.

I test the hypotheses using USPTO reassignment data. To mitigate concerns about
omitted variable bias, I have controlled for the R&D intensity and the patent stock of the
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potential assignees and employed different matching techniques to select counterfactual
firm pairs that are most similar to the actual firm pair that engages in the reassignment of
patents. In addition, I have used pairwise index membership of firms in the S&P500, Rus-
selltop200, and Russell1000 stock market indexes to address the issue of reverse causality.
The effect of common ownership appears to be robust in these tests.

The empirical results confirm the predictions of my theoretical model. Common own-
ership increases the probability that a firm pair engages in technology transfer, and this
effect is stronger if the reassigned technology is more complex. This fact suggests that
moral hazard in know-how transfer is a plausible mechanism through which common own-
ership influences technology transfer, i.e., common ownership increases the incentives to
transfer uncodified know-how.

As the theoretical mechanism in my model also applies to other modes of technology
transfer, a prolific extension of my analysis is the study of the effect of common ownership
on the matching of firms engaging in licensing, cross-licensing, and strategic alliances that
include R&D cooperation. Furthermore, the positive effect of common ownership on the
reallocation of technology and the dissemination of know-how must be weighed against
its potential adverse consequences, such as the anti-competitive effects discussed in the
literature. I leave these questions for future research.
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Chapter 3

Automation and Sectoral
Reallocation

3.1 Introduction

As a result of improved capabilities and falling production costs, the global operational
stock of industrial robots rose by about 65% within five years (2013-2018). The Covid-19
pandemic crisis is expected to accelerate further the speed of automation (see, e.g., Dolado
et al., 2020 and Leduc and Liu, 2020a). In addition to the potentially significant impli-
cations for labor markets, recent evidence reveals that higher exposure to robot adoption
has increased support for nationalist and radical-right parties in Western Europe (Anelli
et al., 2020).

Academic and policy debates have focused on whether robots cause job displacement or
job creation in the economy. On the one hand, a negative displacement effect arises from
the fact that robots can outperform workers in some tasks. For instance, Acemoglu and
Restrepo (2020) find that each robot installed in the US replaces six workers. On the other
hand, a positive productivity effect occurs because machines can help fewer workers produce
more output, which increases labor demand. In this vein, the seminal work by Graetz and
Michaels (2018) finds, using industry-level data from 17 countries, that cumulative changes
in robot adoption from 1993 to 2007 boost labor productivity and raise wages.1

Notably, the adjustment in other parts of the economy – for instance, when other
sectors expand to absorb the labor freed from robot adoption – has received little attention
so far. According to empirical evidence for Germany in Dauth et al. (2021), industrial
robots have changed the composition but not the aggregate size of employment, with job
gains in services offsetting the negative impact on manufacturing employment. Figure 3.1

1There are two main strands in the literature regarding a tangible measure of automation: information-
and-communication-technology capital (see, e.g., Eden and Gaggl, 2018) and robotics (see, e.g., Graetz and
Michaels, 2018).
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Figure 3.1: Robots, sectoral employment shares and labor compensation in Germany

Note: Employment shares and and labor compensation are calculated from EUKLEMS data. Data on the
stock of industrial robots are from the International Federation of Robotics (IFR).

shows the evolution of the employment shares and labor compensation (as a share of value
added (VA)) in the two sectors along with the stock of industrial robots. Germany is the
country with the highest robot density in Europe (see Figure 3.2).2

To rationalize the empirical evidence on the automation-driven sectoral reallocation
of labor in Germany, we develop a general equilibrium model with two production sec-
tors, a labor market participation choice, and matching frictions.3 Automation increases
the capital intensity of the technology in the manufacturing sector as motivated by the
microfoundations derived by Acemoglu and Restrepo (2018), consistently with empirical

2As one of the most important manufacturing exporters worldwide, Germany is a special case. There-
fore, the results in this paper cannot be generalized to other economies without further research.

3For empirical work on the decline in manufacturing and the rise in services, see a novel dataset for 10
sectors, 23 countries, and 150 years compiled by Priftis and Shakhnov (2020).
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Figure 3.2: Industrial robot density in the manufacturing sector of European economies

Note: Data on the stock of industrial robots are from the International Federation of Robotics (IFR). We
define the manufacturing sector as the aggregate of Industries A-F in the German WZ08 (NACE Rev. 2)
industry classification.

observations, and close in spirit to Bergholt et al. (2021).4 The presence of the extensive
margin in our model is motivated by recent literature highlighting the negative effect of
automation on participation, both in the short run and the long run (see, e.g., Grigoli
et al., 2020; Lerch, 2020; and Jaimovich et al., 2020). Overall, the adjustment of sectoral
labor markets in response to automation takes place in the model through three channels:
(i) job creation, (ii) sector-specific search of unemployed job seekers, and (iii) participation.
Since our representative household model is capable of rationalizing the empirical evidence
mentioned above, we abstract from heterogeneous households for simplicity.

Calibrating the model for Germany and focusing on long-run analysis, we show that
automation induces firms to create fewer vacancies and job seekers to search less in the
robot-exposed sector (manufacturing). The model is able to replicate the empirical evo-

4Bergholt et al. (2021) examine impulse responses to an automation shock, modeled as an exogenous
increase in the weight of capital in the production function of a New Keynesian model. They find that
automation is the main driver of the long-run labor share.
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lution of the sectoral employment shares and labor compensation in manufacturing and
services (Figure 3.1). Labor demand in services increases due to two effects. Firstly, an
increase in automation decreases the marginal cost in manufacturing in the long run. The
two sectoral goods are gross complements in the production of the final consumption good.
Therefore, the positive income effect on services dominates the negative substitution ef-
fect due to a decrease of the relative price of manufacturing caused by automation. This
result is consistent with the model of Acemoglu and Restrepo (2020), where higher robot
adoption increases demand for complementary inputs. Additionally, as more capital is
accumulated in the steady state due to the exogenous increase in automation, the demand
for the aggregate good increases (positive wealth effect). We show through analysis across
steady states that the reduction in manufacturing employment can be offset by the in-
crease in service employment, thus leaving aggregate employment unaffected, in line with
the empirical findings of Dauth et al. (2021).

In the model, structural change due to automation leads to a reallocation of workers
from the manufacturing sector to the service sector. Furthermore, the model generates a
negative effect of automation on participation in line with the literature. As we seek to
explain how total employment can consequently remain constant, the presence of unem-
ployment is crucial to generate the patterns observed in the data. Without unemployment
and endogenous participation, that would be true by construction.

Our analysis highlights vacancy creation (labor demand) as the primary channel through
which the two labor markets adjust to automation. The elasticities of substitution between
capital and labor in manufacturing production and between automatable (manufacturing)
and non-automatable (service) goods play an important role in the sectoral reallocation of
labor, while the sectoral mobility of job seekers and the strength of the positive income
effect versus the negative substitution effect on the demand for services due to a change in
relative prices also matter for the extent of sectoral reallocation.

Finally, the model can replicate the magnitude of the decline in the ratio of manufac-
turing employment to service employment in Germany from 1994 to 2014. Specifically, we
take from the German data the values of the capital share in manufacturing in these two
years. Then, we compute the values of the degree of automation in our model that gener-
ate these two values in the corresponding steady states, keeping the rest of the calibration
unchanged. We find that in the second steady state (for 2014) the model predicts a decline
of 34% in the ratio of manufacturing employment to service employment, which is close to
the one found in the data (30%). In addition, the model predicts a fall in the aggregate
labor share of 7.7%, which matches well the data value (7%).

Related Literature. The paper brings together the strands of the literature on au-
tomation and structural change. To the best of our knowledge, we are the first to build a
two-sector general equilibrium model with labor market frictions to analyze the long-run
impact of automation on both sectoral and aggregate employment. Very few studies in
the automation literature have considered a multi-sector economy but without accounting
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for labor frictions. Focusing on inequality, Berg et al. (2018) show that the inclusion of a
non-automation sector amplifies the high-skill labor gains and low-skill labor losses from
automation. In an overlapping generations set up with also a non-automatable sector,
Sachs et al. (2019) study the possibility of one generation improving their welfare at future
generations’ expense through robot adoption. The papers of Ngai and Pissarides (2008),
Cruz and Raurich (2020) and Leon-Ledesma and Moro (2020) are examples of models that
consider structural change with or without leisure (endogenous participation).5 Our con-
tribution to the structural change literature is to investigate the effects of automation as a
driver of sectoral reallocation in a search and matching framework.

In macroeconomic models with labor frictions, the role of automation remains little ex-
plored. Leduc and Liu (2020b) provide the first quantitative general equilibrium evaluation
of the interaction between automation and labor market fluctuations over the business cy-
cle. Automation acts as an endogenous wage rigidity by posing a threat to workers in wage
negotiations. Leduc and Liu (2020a) extend this model with nominal rigidities. They find
that pandemic-induced uncertainty shocks to worker productivity stimulate automation,
which helps mitigate the negative impact on aggregate demand.6 We extend this literature
by studying automation-driven sectoral reallocation.

Structure. Section 2 lays out the model. Section 3 establishes the equilibrium relation-
ship between relative labor demand and labor supply in the two-sector economy. Section
4 discusses the parameterization. Section 5 presents the results. Section 6 investigates the
role of key parameters and features of the model. Section 7 concludes.

3.2 The Model

We construct a general equilibrium model featuring search and matching frictions,
endogenous labor decisions, and two sectors (manufacturing and services). Figure 3.3
provides an overview of the model.

On the production side, there is a representative firm in each of the two sectors. Man-
ufacturing output is produced with capital and labor as inputs. Automation increases the
capital intensity of the technology in the manufacturing sector. This can be motivated by
the idea that some work operations, formerly performed by humans, are now executed by
robots (Acemoglu and Restrepo, 2018). Output in services is also produced with labor and
capital. The outputs of the two sectors are costlessly aggregated into the final consumption
good.

On the household side, there is a representative household consisting of employees,

5See also the survey by Herrendorf et al. (2014) and the model of structural change, skills mismatch
and matching frictions in Restrepo (2015).

6Models with automation, heterogeneous households, and matching frictions are developed by Cords
and Prettner (2019) and Jaimovich et al. (2020) to study the impact on inequality.
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unemployed job seekers, and labor force non-participants. The household rents out its
capital to the manufacturing and service firms, purchases the final consumption good, and
receives dividends through owning the two firms.

3.2.1 Labor markets

Jobs are created through a matching function. For j =M,S denoting the manufactur-
ing and service sectors, let υjt be the number of vacancies and ujt the number of job seekers.
We assume matching functions of the form,

mj
t = µj1(υ

j
t )

µj
2(ujt )

1−µj
2 , (3.1)

where the efficiency of the matching process is µj1 and µj2 denotes the elasticity of matches

with respect to vacancies. For each sector, we define the hiring probability ψhj
t and the

vacancy-filling probability ψfj
t ,

ψhj
t ≡ mj

t

ujt
, ψfj

t ≡ mj
t

υjt
.

Labor market tightness θjt ≡ vjt /u
j
t determines the matching market prospects of firms and

workers. The probability that a worker finds a vacancy is an increasing function of labor
market tightness, ψhj

t = f(θjt ), while the probability that a job vacancy is matched with

an unemployed worker is a decreasing function of tightness, ψfj
t = f(θjt )/θ

j
t .

In each period, jobs are destroyed at a constant fraction σj and mj
t new matches are

formed. The law of motion of employment njt is then given by,

njt+1 = (1− σj)njt +mj
t = (1− σj)njt + ψhj

t u
j
t . (3.2)

Using the vacancy-filling probability, we obtain an equivalent expression,

njt+1 = (1− σj)njt + ψfj
t υ

j
t . (3.3)

3.2.2 Household

Next, we present the structure of the household side in the model and the corresponding
optimization problem.

Utility function and budget constraint

The representative household consists of a continuum of infinitely lived members. Util-
ity is derived from consumption ct and from leisure, which corresponds to the fraction of
members out of the labor force lt. The instantaneous utility function is given by,

U(ct, lt) =
c1−η
t

1− η
+ Φ

l1−φ
t

1− φ
,

90



Household

Non-
participants

Searchers in
Manufacturing

Searchers
in Services

Employed in
Manufacturing

Employed
in Services

New
Matches

New
Matches

Vacancies in
Manufacturing

Vacancies
in Services

Manufacturing
Sector Firms

Service
Sector Firms

Manufacturing
Good

Service Good

Final Good

Capital in
Manufacturing

Capital in
Services

Figure 3.3: Model overview
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where η is the inverse of the intertemporal elasticity of substitution, Φ > 0 is the relative
preference for leisure and φ is the inverse of the Frisch elasticity of labor supply. At
any point in time, a fraction nMt (nSt ) of the household’s members are employees in the
manufacturing (service) sector. The household chooses the fraction of the unemployed
actively searching for a job ut versus those who are out of the labor force enjoying leisure
lt so that

nMt + nSt + ut + lt = 1. (3.4)

Of the unemployed ut, the household chooses the fraction of job seekers who look for a job
in the manufacturing sector st while the remaining 1− st search in services, so that

ut = stut + (1− st)ut = uMt + uSt , (3.5)

where uMt ≡ stut and uSt ≡ (1 − st)ut. The household accumulates assets, evolving over
time according to

kt+1 = it + (1− δ)kt, (3.6)

where it is investment and δ is a constant depreciation rate. The household budget con-
straint is given by,

ct + it ≤ rtkt + wM
t n

M
t + wS

t n
S
t + b̄tut − Tt +ΠM

t +ΠS
t , (3.7)

where wj
t is the real wage in each sector, rt is the real return on assets, b̄t is the unem-

ployment benefit (see Section 3.4), Tt refers to lump-sum taxes that adjust to satisfy the
government budget, i.e. b̄tut = Tt, and Π

j
t for j = M,S denotes dividends received from

ownership of the firms. We model the unemployment benefit as a share ϖ of the average

wage in the economy through the function b̄t = ϖ
(wM

t nM
t +wS

t n
S
t )

nM
t +nS

t
.

The optimization problem

The household maximizes the expected lifetime utility subject to equations (3.1), (3.2),

(3.4), (3.5), (3.6), and (3.7) (for details, see Appendix B.2). Denoting by λn
M

t , λn
S

t , and
λct the Lagrange multipliers on equations (3.2) for j = S,M and (3.7), the first-order
conditions with respect to ct, kt+1, n

M
t+1, n

S
t+1, ut and st are given by,

c−η
t = λct , (3.8)

λct = βEt

[
λct+1(1− δ + rt+1)

]
, (3.9)

λn
M

t = βEt

[
−Φl−φ

t+1 + c−η
t+1w

M
t+1 + λn

M

t+1(1− σM )
]
, (3.10)

λn
S

t = βEt

[
−Φl−φ

t+1 + c−η
t+1w

S
t+1 + λn

S

t+1(1− σS)
]
, (3.11)
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Φl−φ
t − λn

M

t ψhM
t st − λn

S

t ψhS
t (1− st) = λct b̄t, (3.12)

λn
M

t ψhM
t = λn

S

t ψhS
t . (3.13)

Equations (3.8) and (3.9) are the non-arbitrage conditions for the returns to consumption
and capital. Equations (3.10) and (3.11) relate the expected marginal value of being
employed in each sector to the utility loss from the reduction in leisure, the wage, and the
continuation value, which depends on the separation probability. Equation (3.12) states
that the value of being unemployed (rather than enjoying leisure) should equal the marginal
utility from leisure minus the expected marginal values of being employed in each sector,
weighted by the respective job finding probabilities and shares of job seekers. Equation
(3.13) states the choice of the share st is such that the expected marginal values of being
employed, weighted by the job finding probabilities, are equal in the two sectors. Notice
that the marginal value to the household of an additional member employed in each sector
is given by,

V h
nMt = −Φl−φ

t + λctw
M
t + (1− σM )λn

M

t , (3.14)

V h
nSt = −Φl−φ

t + λctw
S
t + (1− σS)λn

S

t . (3.15)

3.2.3 Production

We now turn to the structure of the production side in the economy and present the
optimization problem of the firms in the two sectors.

Final good

There are three goods produced in the economy. These include two intermediate goods,
namely manufacturing and service goods (Mt and St), which are combined in the produc-
tion of the final good Yt according to a CES technology,

Yt =

[
γM

χ−1
χ

t + (1− γ)S
χ−1
χ

t

] χ
χ−1

, (3.16)

where 0 < γ < 1 denotes the weight attached to the manufacturing good versus the service
good and χ is the elasticity of substitution.

The three goods are sold in competitive markets and we assume that the final good is
the numeraire. Therefore, the prices of the sectoral goods equal the marginal products,

pMt =
∂Yt
∂Mt

= γ

(
Yt
Mt

) 1
χ

, (3.17)
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pSt =
∂Yt
∂St

= (1− γ)

(
Yt
St

) 1
χ

. (3.18)

Manufacturing intermediate good

The manufacturing good is produced by combining capital kMt with employment nMt ,

Mt =
[
ζ(kMt )

α−1
α + (1− ζ)(nMt )

α−1
α

] α
α−1

, (3.19)

where ζ denotes the weight attached to capital versus labor and α is the elasticity of
substitution.

An increase in ζ makes output more capital-intensive at the expense of labor, represent-
ing in our setup an increased robot adoption (automation). The microeconomic foundations
are derived by Acemoglu and Restrepo (2018) in a framework where a continuum of tasks
is used in production. Automation in that context is interpreted as a shift in the share of
tasks that can be produced with capital. Acemoglu and Restrepo (2018) show how one
can aggregate the tasks to establish a production function with aggregate capital and labor
inputs (see also the discussion in Bergholt et al., 2021).

Firms maximize the discounted expected value of future profits subject to the technol-
ogy and the law of motion of employment (3.2). That is, they take the number of workers
currently employed njt as given and choose the number of vacancies to post υjt so as to
employ the desired number of workers next period njt+1. The firm also chooses the amount
of capital to demand. The manufacturing firm solves the problem,

QM (nMt ) = max
υM
t ,kMt

{
pMt Mt − wM

t n
M
t − rtk

M
t − κMυMt + Et

[
Λt,t+1Q

M (nMt+1)
] }
, (3.20)

where κM denotes the marginal cost of posting a vacancy. As the household owns the
firm, the term Λt,t+1 = βλct+1/λ

c
t refers to the household’s stochastic discount factor in

which λct denotes the Lagrange multiplier for the household budget constraint and β is the
household’s discount factor.

The first-order conditions with respect to vMt and kMt are,

κM = ψfM
t × EtΛt,t+1

pMt+1(1− ζ)

(
Mt+1

nMt+1

) 1
α

− wM
t+1 +

(
1− σM

)
κM

ψfM
t+1

 , (3.21)

rt = pMt · ζ
(
Mt

kMt

) 1
α

. (3.22)

Equation (3.21) states that the marginal cost of hiring a worker should equal the expected
marginal benefit subject to the vacancy-filling probability. The latter includes the net value
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of the marginal product of labor, where ζ enters with a negative sign, minus the wage plus
the continuation value. Equation (3.22) states that the return on capital is equal to the
value of its marginal product, where ζ enters with a positive sign.

The value of the marginal job for the firm is given by,

V f
nM t

= pMt (1− ζ)

(
Mt

nMt

) 1
α

− wM
t +

(
1− σM

)
κM

ψfM
t

. (3.23)

Service intermediate good

In the service sector, the production function is given by,

St =
[
ξ(kSt )

ρ−1
ρ + (1− ξ)(nSt )

ρ−1
ρ

] ρ
ρ−1

, (3.24)

where ξ denotes the weight attached to capital versus labor and ρ is the elasticity of
substitution. A firm operating in this sector solves the following problem,

QS(nSt ) = max
υS
t ,k

S
t

{
pSt St − wS

t n
S
t − rtk

S
t − κSυSt + Et

[
Λt,t+1Q

S(nSt+1)
] }
, (3.25)

The first-order conditions with respect to vSt and kSt are,

κS = ψfS
t × EtΛt,t+1

pSt+1(1− ξ)

(
St+1

nSt+1

) 1
ρ

− wS
t+1 +

(
1− σS

)
κS

ψfS
t+1

 , (3.26)

rt = pSt · ξ
(
St

kSt

) 1
ρ

. (3.27)

The value to the firm of a marginal job is given by,

V f
nSt

= pSt (1− ξ)

(
St

nSt

) 1
ρ

− wS
t +

(
1− σS

)
κS

ψfS
t

. (3.28)

3.2.4 Wage bargaining

Following standard practice, the Nash bargaining problem in each sector is to maximize
the weighted sum of log surpluses,

max
wj

t

{(
1− ϑj

)
lnV h

njt + ϑj lnV f
njt

}
, (3.29)
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where ϑj denotes the bargaining power of firms and V h
njt

, V f
njt

have been defined above.

The first-order condition with respect to wj
t is

ϑjV h
njt =

(
1− ϑj

)
λctV

f
njt
.

Through the derivations shown in the Appendix B.3, we obtain the equilibrium values for
wages in the two sectors,

wM
t =

(
1− ϑM

)(
pMt (1− ζ)

(
Mt

nMt

) 1
α

+

(
1− σM

)
κM

ψfM
t

)
+
ϑM

λct
(Φl−φ

t −
(
1− σM

)
λn

M

t ),

(3.30)

wS
t =

(
1− ϑS

)(
pSt (1− ξ)

(
St

nSt

) 1
ρ

+

(
1− σS

)
κS

ψfS
t

)
+
ϑS

λct
(Φl−φ

t −
(
1− σS

)
λn

S

t ). (3.31)

3.2.5 Resource constraint

The final good is used for consumption and investment, and also to cover vacancy costs.

Yt = ct + it + κMυMt + κSυSt . (3.32)

The derivation of the resource constraint is shown in Appendix B.4.

3.3 Relative Labor Demand and Supply in the Steady State

In this section, let us first provide the definition of steady-state equilibrium. We con-
sider the long run as the interesting frequency given that the empirical counterpart of
interest (Dauth et al. (2021)) focuses on long-run analysis, comparing the effects of au-
tomation in Germany between 1994 and 2014.

Steady-state equilibrium. A steady-state equilibrium is a set of values for prices {pM , pS , r, wM , wS}
and endogenous variables, {u, vM , vS , kS , kM , s}, such that,

1. The law of motion of employment (3.2) holds in both sectors,

2. The prices of the intermediate sectoral goods, pM and pS, equal the goods’ marginal
products in the final good production, i.e. (3.17) and (3.18) are satisfied,

3. The problem of the representative household is solved (Section 3.2.2),

4. The problem of the representative firm in each sector (3.20 and 3.25) is solved,
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5. Wages, wM and wS, solve the respective bargaining problems (3.29),

6. The capital market clears, i.e. k = kM + kS.

Next, we establish the steady-state equilibrium relationship between relative labor demand
and relative labor supply in the two sectors.

Proposition 1. In the steady-state equilibrium, the sectoral ratio of labor market tightness
depends only on the bargaining power and vacancy costs in the two sectors,

θM

θS
=

ϑM

(1− ϑM )

(1− ϑS)

ϑS
κS

κM
.

Proof. See Appendix B.1.

Proposition 1 establishes that the relative labor market tightness of the two sectors is
constant in the steady-state equilibrium and characterizes its level. Asymmetric bargaining
power and/or vacancy costs introduce a wedge in tightness between the two sectors. Con-
versely, if both the bargaining power and vacancy costs are symmetric, tightness is equal
in the two sectors. The derivation of Proposition 1 (see Appendix B.1) builds on Ravn
(2008), where a relationship between tightness and the marginal utility of consumption is
derived in a one-sector search and matching model with endogenous participation.

The relationship between relative labor supply and relative labor demand directly fol-
lows from the proposition,

s

1− s
≡ uM

uS︸ ︷︷ ︸
Relative labor

supply

=
(1− ϑM )

ϑM
ϑS

(1− ϑS)

κM

κS
vM

vS︸︷︷︸
Relative labor

demand

.

For a given level of relative labor demand (which depends, among others, on the degree
of automation ζ), the pool of job seekers in manufacturing increases with the relative (i)
bargaining power of workers and (ii) vacancy cost. In the second case, an increased pool
of unemployed is required to compensate for the higher vacancy cost when firms decide
about new vacancies so that the level of labor demand is sustained in equilibrium.

Finally, notice that the household decides how to allocate job seekers by comparing

the discounted expected values of searching in the two sectors, ψj,hβEt

[
V h
njt+1

]
, which, in

turn, is equal to the probability of finding a job times the discounted expected value of
being employed. The optimal value s∗t is given by,

s∗t =


1 ψM,h

t βEt

[
V h
nMt+1

]
> ψS,h

t βEt

[
V h
nSt+1

]
s∗t ∈ (0, 1) ψM,h

t βEt

[
V h
nMt+1

]
= ψS,h

t βEt

[
V h
nSt+1

]
0 ψM,h

t βEt

[
V h
nMt+1

]
< ψS,h

t βEt

[
V h
nSt+1

]
.
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In the steady-state equilibrium, we can rule out the two corner solutions. If s∗ = 1 and
all the unemployed search in manufacturing, there is no production in services. Yet, as
long as the two sectoral goods are not perfect substitutes in the final good production, the
marginal product of the service good becomes infinite, leading to an infinite wage, which
is incompatible with zero labor supply in this sector. If s∗ = 0 and all the unemployed
search in services, there is no production in manufacturing in the long run. Yet, as long
as capital and labor are not perfect substitutes in manufacturing production, the marginal
product of labor in manufacturing becomes infinite, which, again, is incompatible with a
zero supply of labor in that sector. Therefore, the only possible solution is s∗ ∈ (0, 1).

3.4 Parameterization

In this section, we describe the calibration of the initial steady state, which we take
to refer to the start year 1994 in the analysis of Dauth et al. (2021). We calibrate the
model annually for the German economy. Some of the model parameters are taken from
the literature. We choose the rest of the parameters to match a set of moments, using the
simulated method of moments. Table 3.1 summarizes our parameterization.

Household. We use the data set built by Jordà et al. (2019) to compute the return to
capital r in Germany, which is equal to 5% in 1994. We set the capital depreciation rate δ
equal to 4%. To choose the value for the discount factor, we use the Euler equation in the
steady state, β = 1/(1+ r− δ). For the inverse elasticity of the intertemporal substitution
η, much of the literature uses econometric estimates between 0 and 2 (see, e.g., Hansen and
Singleton, 1983). The estimated aggregate Frisch elasticity for Germany varies between
0.85 and 1.06 in a micro panel of men in Germany from 2000 to 2013 used by Kneip et al.
(2020). We thus set the Frisch elasticity to 0.85 (ϕ = 2). We have performed sensitivity
analysis for different values ϕ = 4, 6 (see Figure B.4 in Appendix B.7 and footnote 15). We
calibrate the relative utility weight for leisure Φ to target a steady-state participation rate
of 70%, in line with the data.

Production. To calibrate the parameters of the aggregate production function, we set
the share of manufacturing output γ to 0.32 to match a sectoral output ratio of 0.891,
measured by the ratio of value added in manufacturing and services in 1994. We set the
elasticity of substitution between the two sectoral goods χ to 0.3, as in Ngai and Pissarides
(2007). We set the weight attached to capital versus labor in manufacturing ζ by targeting
the manufacturing capital share in 1994, which is equal to 0.19.7 Similarly, we set the value
for the weight of capital in the production of services ξ by targeting the capital share in the

7EUKLEMS defines the capital share as the ratio of capital services to value added. Following Iftikhar
and Zaharieva (2019), we define our manufacturing sector as the aggregate of Industries A-F in the German
WZ08 industry classification.
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DESCRIPTION VALUE TARGET/SOURCE

HOUSEHOLD
β Discount factor 0.99 Return to capital, 5%
δ Depreciation rate 0.04 Standard calibration
Φ Relative utility from leisure 0.14 Participation Rate, 71%
ϕ Inverse Frisch elasticity of labor supply 2 Kneip et al. (2020)
η Inverse elasticity of intertemporal substitution 2 Hansen and Singleton (1983)

PRODUCTION
χ Manufacturing-services elasticity of substitution 0.3 Ngai and Pissarides (2007)
γ Share of manufacturing in total output 0.32 Sectoral output ratio, 0.891
ζ Weight attached to capital versus labor in manuf. 0.24 Capital share in manuf., 0.19
ξ Weight attached to capital versus labor in services 0.36 Capital share in services, 0.28

α, ρ Capital-labor elasticities of substitution 0.8 Knoblach et al. (2020)

LABOR MARKET
θM , θS Bargaining power of firms 0.43, 0.6 Iftikhar and Zaharieva (2019)

µ1 Matching efficiency 0.58 Iftikhar and Zaharieva (2019)
µ2 Elasticity of matching to vacancies 0.46 Literature
σ Separation rate 0.08 Iftikhar and Zaharieva (2019)
κ Vacancy cost 0.11 Share of the average wage, 20%
ϖ Replacement rate 0.6 OECD data

Table 3.1: Parameterization

service sector in 1994, which is 0.28.8 We set the elasticity of substitution between capital
and labor in manufacturing and services, α and ρ, equal to 0.6. Based on a meta-regression
sample, Knoblach et al. (2020) estimate a long-run elasticity for the aggregate economy in
the range of 0.45-0.87, noting that most industrial estimates do not deviate significantly
from the estimate for the aggregate economy. Oberfield and Raval (2020) find the US
manufacturing sector’s aggregate elasticity to be in the range of 0.5-0.7.

Labor Markets. To calibrate the parameters for the bargaining power of firms in each
sector, we take weighted averages of the estimates for high-skill and low-skill workers in
Iftikhar and Zaharieva (2019). A lower bargaining power for workers in the service sector
is in line with the empirical evidence that service workers get a lower fraction of output
produced in their sector, leading to a mild wage premium in manufacturing of around 2%
in our calibration. The same authors estimate the average job duration rate in Germany
to be 12.25 years, so we set the destruction rate in both sectors as σ = 1/12.25 = 0.08. We

8We calculate this value using EUKLEMS data for industries that are defined as ”Market Economy”,
excluding the set of industries (A-F) that define our automatable sector (manufacturing).
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set the gross replacement rate ϖ equal to 0.6.9 For the vacancy cost parameter, we set in
both sectors κ = 0.1, which implies that vacancy costs represent around 20% of the average
wage. We set the matching efficiency parameter µ1 equal to 0.58, in line with the estimate
in Iftikhar and Zaharieva (2019). We also perform sensitivity analysis for µ1 = 0.4, 0.5 (see
Figure B.5 in Appendix B.7). We set the elasticity of the matching function with respect
to vacancies µ2 equal to 0.46. This value is close to 0.5, often assumed in the search and
matching literature, and also close to the estimate of 0.54 in Iftikhar and Zaharieva (2019),
based on aggregate data of the Federal Employment Agency.

3.5 Automation and Sectoral Reallocation: Long-Run Anal-
ysis

In this section, we present the main results of our quantitative analysis.

3.5.1 Steady-State Results (Untargeted Moments)

Let us first report three side statistics to get an idea of the overall performance of our
quantitative theory. In Table 3.2, we report the steady-state aggregate labor share, the
aggregate unemployment rate, and the sectoral employment ratio. The overall picture that
emerges shows that our model does a good job in providing satisfactory values for these
side statistics.

VARIABLE EXPRESSION MODEL DATA

Labor share: aggregate wMnM+wSnS

Y
0.72 0.76

Unemployment rate u
1−l

0.09 0.08

Labor ratio: manuf./services nM

nS 0.99 0.86

Table 3.2: Steady-state results (untargeted moments)

3.5.2 Analysis Across Steady States

Next, we discuss steady-state comparative statics with respect to an increase in the
degree of automation ζ. Figure 3.4 depicts the results for the main variables in the model
for 0.24 < ζ < 0.45. The lower limit for ζ is the same as in Table 3.1. The upper limit for
ζ is chosen by targeting a manufacturing capital share of 0.34 in 2014, which is the end
year in the empirical analysis of Dauth et al. (2021).

9According to the OECD, the standard rates in Germany after 2000 are 60% of the previous earnings
net of tax.
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Figure 3.4: Steady-state effects of automation in a two-sector economy

Note: The y-axis shows steady-state levels.
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Sectoral Reallocation of Output. A higher degree of automation ζ corresponds to an
increased (decreased) capital (labor) intensity of manufacturing production. Therefore, an
increase in ζ reduces the importance of the limiting factor, labor, in the production of the
manufacturing good and the capital demand of the manufacturing sector increases. Since
the steady-state return to capital is constant, while the steady-state return to labor can
freely adjust, the capital increase due to a higher ζ dominates the labor decline. Therefore,
manufacturing output increases.10 Also, the level of output in services increases. Therefore,
the economy experiences an aggregate output expansion. Overall, a higher ζ increases the
steady-state ratio of manufacturing to service output M/S and decreases the relative price
of the manufacturing good (see equations (3.17) and (3.18)).

Consumption, Participation, and Labor Share. The positive effect on aggregate
income explains the increase in consumption and the decrease of participation in the long
run. Automation has a negative effect on the aggregate labor income share, which is driven
by the manufacturing sector and is in line with the previous evidence from the literature on
the importance of the automation mechanism for a countercyclical labor share (see, e.g.,
Bergholt et al., 2021; Leduc and Liu, 2020b).

Sectoral Reallocation of Labor. Vacancies in the manufacturing sector decrease. Au-
tomation affects labor demand in manufacturing through two competing channels: (a) pro-
duction becomes less labor-intensive, which tends to decrease employment (labor-intensity
channel) and (b) since capital and labor are complements, the increase in capital tends to
increase labor demand (capital-labor complementarity effect). Vacancies in services increase
due to the expansion in the demand for services. Total vacancies increase as well.

The number of unemployed searchers drops in the manufacturing sector as households
reduce participation and reallocate job search towards services. The unemployment rate
drops in the service sector too, but the share of searchers increases (see blue line in Figure
3.5). Total unemployment falls.

Labor market tightness increases in both sectors. The effect on the hiring rates follows
from the fact that they are a positive function of tightness (while the opposite holds for
vacancy-filling rates). The impact of automation on wages in both sectors is positive,
consistently with the decrease in the vacancy-filling probabilities.

10The effect of an increase in ζ on manufacturing output M is expressed by the derivative:

∂M

∂ζ
=

1

α
M (1−α)

[
(kM )α − (nM )α + ζα

∂k

∂ζ
+ (1− ζ)α

∂nM

∂ζ

]
An increase in ζ induces an accumulation of capital ( ∂k

M

∂ζ
> 0) in the long run and a decrease in

employment ( ∂n
M

∂ζ
< 0). The difference (kM )α − (nM )α also matters for which effect dominates. If the

initial value of ζ is sufficiently low, the steady-state capital stock kM is relatively low and labor nM is
relatively more important in the production, leading to a decrease in manufacturing output.
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Figure 3.5: Steady-state effect of automation on searchers’ share in manufacturing

Note: The y-axis shows steady-state levels. The blue line refers to the baseline model, whereas the red line
refers to a model variant where the sectoral allocation of job seekers is kept fixed.

Following the sectoral reallocation of labor, employment increases in services and falls
in manufacturing in such a way that aggregate employment remains relatively constant, in
line with the empirical evidence in Dauth et al. (2021). The pattern matches well the one
observed in Figure 3.1.

In sum, labor markets adjust to automation through vacancy creation, sectoral reallo-
cation of the unemployed, and participation. The findings also highlight the expansionary
effects of automation on the economy, namely the aggregate output expansion and unem-
ployment reduction.

3.5.3 Reproducing the Size of the Shift in Key Variables

To assess how well our model can explain the sectoral reallocation of employment in
Germany, we focus next on comparing two steady states in Table 3.3, namely with ζ = 0.24
(targeting a manufacturing capital share equal to 0.19 in 1994) and ζ = 0.45 (targeting a
manufacturing capital share equal to 0.34 in 2014).

Let us first examine the steady-state values for the ratio of manufacturing employment
to service employment for these two values of ζ. The model predicts a decline of 34% in
the ratio of manufacturing employment to service employment, which is reasonably close
to the one found in the aggregate data for the German economy (30%). Turning next to
the aggregate labor share, the model predicts a fall of 7.7%, which is extremely close to
the value in the data (7%). For the labor share in manufacturing, the model predicts a
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STEADY STEADY CHANGE: CHANGE:
VARIABLE EXPRESSION STATE 1 STATE 2 MODEL DATA

Degree of automation ζ 0.24 0.45 88% N/A

Manuf. capital share rKM

pMM
0.19 0.34 71% 71%

Sectoral labor ratio nM

nS 0.99 0.66 -34% -30%

Labor share: aggregate wMnM+wSnS

Y
0.72 0.67 -7.7% -7%

Labor share: services wSnS

pSS
0.68 0.69 1.4% 0%

Labor share: manuf. wMnM

pMM
0.77 0.64 -17.4% -18%

Table 3.3: Changes between two steady states and model fit to data

Note: In steady state 1 and steady state 2, the degree of automation ζ is set to target the capital share in
German manufacturing in 1994 and 2014, respectively. The change in the manufacturing capital share in
the model and data is therefore the same by construction.

decline of 17.4%, which again matches well with the observed change in the data (18%).
Finally, for the labor share in services, the model predicts a small increase of 1.4%, while
in the data the change is essentially zero.

Overall, the model can reproduce satisfactorily the magnitude of the decline in the labor
share and in the ratio of manufacturing employment to service employment in Germany
between 1994 and 2014.

3.6 What Determines the Extent of Sectoral Reallocation?

In this section, we investigate the role of key parameters and features of the model,
namely (i) the elasticity of substitution between the sectoral goods, (ii) the elasticity of
substitution between capital and labor in the automatable sector, and (iii) the sectoral
mobility of job seekers.

3.6.1 Elasticities of Substitution

Between the Sectoral Goods. The elasticity of substitution between the sectoral goods
χ matters for the sectoral reallocation of output and labor. Figure 3.6 compares the
change in key sectoral ratios of variables as the degree of automation ζ increases from
the initial steady state (with ζ = 0.24) for a higher elasticitity χ and for our benchmark
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calibration. Additional variables and the same results in levels of these ratios are included
in Appendix B.7. Relative to the baseline calibration (χ = 0.3), when we increase the
elasticity (χ = 1.5), the sectoral output ratio M/S changes by more due to automation
because it is easier now to substitute services by manufacturing intermediate goods in
the final good production. Even when manufacturing and services are gross substitutes
(χ = 1.5), output in services increases.11 This is because of two different effects that have
the same sign in our baseline calibration and opposite signs when we increase χ.

Firstly, the changes in the demand for services and manufacturing goods are affected
by the standard income and substitution effects due to a change in the relative price of the
manufacturing good. On the one hand, the increase in automation and the accumulation
of capital leads to a decrease in the marginal cost of production in manufacturing, given
the constant rental rate of capital in steady state. That is, the relative price of the man-
ufacturing good relative to services in the production of the final good decreases.12 This
implies a negative substitution effect on the use of services in the final good production.
On the other hand, the reduction in the cost of manufacturing has a positive income effect
for both inputs in the final good sector. In our baseline calibration, the positive income
effect dominates, while with higher χ the negative substitution effect dominates, as can be
seen in the evolution of the expenditure ratio for manufacturing and service goods in the
upper left panel of Figure 3.6.

Secondly, the increase in the capital stock (which represents household wealth) due to
automation in the long run generates a positive wealth effect that increases the demand
for services and manufacturing goods. This second effect leads to an increase in service
production for both calibrations, despite the fact that manufacturing and services are gross
substitutes if χ > 1.

However, the stronger substitution effect reduces the degree of sectoral reallocation if
the elasticity of substitution is higher, despite an overall increase in service production.
Consequently, an increase in χ mitigates the effect of automation on the sectoral realloca-
tion of output, labor, vacancies, and job seekers (see the plots of the sectoral labor ratios
nM/nS , vM/vS , and uM/uS). In line with these results, the drop in the wage premium in
manufacturing wM/wS becomes less pronounced and total employment decreases.13

Between Capital and Labor in the Automatable Sector. The elasticity of sub-
stitution between capital and labor in manufacturing matters for the sectoral reallocation
of labor. Figure 3.6 also depicts results for a lower value of this elasticitity (α = 0.7).
Through the capital-labor complementarity channel, a decrease in α tends to dampen the
automation-driven sectoral reallocation of vacancies, job seekers, and labor as well as the

11See the upper middle panel of Figure B.1 in Appendix B.7.
12We show an empirical counterpart of the relative prices for manufacturing and services in Figure B.6

of Appendix B.7.
13See Figure B.1 in Appendix B.7.
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Figure 3.6: Steady-state effects of automation in a two-sector economy: Different elasticities
of substitution between capital and labor (α = 0.7) and between the two sectoral goods
(χ = 1.5)

Note: All the plotted variables are normalized to zero in the initial steady state. We denote the ratios
of manufacturing to services variables as follows: pMM/pSS for the value of output, wM/wS for wages,
nM/nS for labor, vM/vS for vacancies, and uM/uS for job seekers.
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Figure 3.7: Steady-state effects of automation with and without sectoral mobility

Note: The y-axis shows steady-state levels. The blue line refers to the baseline model, whereas the red line refers to a model
variant where the sectoral allocation of job seekers is kept fixed.
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drop in the wage premium in manufacturing (see the plots of the sectoral labor ratios
vM/vS , uM/uS , nM/nS , and wM/wS).

3.6.2 Sectoral Mobility of Job Seekers

Last, we explore the extent to which shutting down the reallocation of job seekers
between the two sectors affects our findings. We examine the comparative statics with
(a) endogenous sector-specific search (as in the baseline model) and (b) fixed sectoral
shares of job seekers by keeping the share of searchers in manufacturing s equal to the
value it attains endogenously in the initial steady state with ζ = 0.24 (see Figure 3.5). In
other words, equation (3.13) is no longer used. Hence, although the number of employees
per sector can evolve separately through the dynamics of vacancy postings, matches, and
participation, households cannot freely reallocate job seekers between sectors.

With a fixed sectoral allocation of job seekers, as we move from a steady state with
ζ = 0.24 to a steady state with ζ = 0.45 (in line with Table 3.3), total employment de-
creases, rather than remaining constant as with endogenous allocation (see Figure 3.7).14

If job seekers cannot switch sector, the unemployment rate in manufacturing increases
with ζ, driving an increase in total unemployment. At the same time, the decrease in the
unemployment rate in services becomes sharper since there is less job competition in this
market without the sectoral reallocation of job seekers. Finally, the sectoral mobility of
job seekers also matters for the effect of automation on manufacturing vacancies with the
decline becoming stronger under fixed search. The positive wealth effect for the household
(increase in consumption and decrease in participation) is weakened under fixed search.15

3.7 Conclusion

The paper studies the sectoral impact of automation through the lens of a general
equilibrium model with matching frictions, endogenous participation, and two sectors. As
in empirical evidence from Germany (see Dauth et al., 2021), automation induces firms
to create fewer new vacancies and job seekers to search less in the robot-exposed sec-
tor. Analysis across steady states shows that the reduction in manufacturing employment
from automation can be offset by the increased service employment, thus leaving aggre-
gate employment unaffected. The model does a good job in replicating (a) qualitatively
the empirical evolution of employment and labor compensation in manufacturing and ser-
vices, and (b) the magnitude of the decline in the aggregate labor share and the ratio of
manufacturing employment to service employment between 1994 and 2014.

Our model can be extended along several dimensions. For instance, the good produced
in the automated sector (manufacturing) is, in fact, a tradable good. One plausible exten-
sion could therefore be to consider the sectoral impact of automation in an open economy
framework. Another interesting avenue for further research would be to introduce skill het-
erogeneity and capital-skill complementarity (see, e.g., Dolado et al., 2021, Santini, 2021).
Such a setup could capture the idea that robots are complements with high-skill workers

14Figure 3.7 omits the output and labor share variables as the differences between the two model variants
are minimal. Results are available upon request.

15In Appendix B.7, we also show results for different values of the parameter governing the Frisch
elasticity of labor supply (ϕ = 4, 6, see Figure B.4). A lower value of the Frisch elasticity (higher value of
ϕ) matters for the steady-state levels of the variables but without affecting our main results.
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but substitutes for low-skill workers, allowing to study implications for inequality. We leave
these topics for future research.
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Appendix A

Common Ownership and the
Market for Technology

A.1 Derivation of firms’ objective function (2.1)

Let Wi =
∑

l βilΠl be the wealth of investor i. When the manager of firm j maximizes
a weighted average of its investors wealth, then he solves the following program:

max
∑
i

γijWi = max
∑
i

γij
∑
l

βilΠl (A.1)

=max
∑
i

γijβijΠj +
∑
i

γij
∑
l ̸=j

βilΠl (A.2)

=maxΠj

∑
i

γijβij +
∑
l ̸=j

∑
i

γijβilΠl (A.3)

∝maxΠj +
∑
l ̸=j

∑
i γijβil∑
i γijβij

Πl. (A.4)

Denoting λjl ≡
∑

i γijβil∑
i γijβij

and considering firm j = 0 and firms l ∈ {1, 2} yields equation

(2.1).

A.2 Bargaining Power and Matching

In the analysis of the model in section 2.3.2, I assume that the contract is proposed by
the technology provider, making a take-it-or-leave it offer. This implies that the technology
provider has all the bargaining power. This assumption seems plausible, because for the
concrete technology, i.e., the bundle of patents the provider owns, the assignor is a mo-
nopolist. In this section, I relax this assumption and allow for the assignees to have some
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bargaining power. A suitable approach is to analyze the environment as a two-sided match-
ing model with contracts. In this kind of model, I can study all feasible stable matchings
µ for the situation outlined in section 3.2.1

In our simple market for technology transfer, a matching is a function µ, such that
µ(0) ∈ {1, 2}, i.e., one of the potential assignees is matched to firm 0 and adopts the
technology, and the other firm stays unmatched.2 Suppose, for instance, firm 0 and firm
1 are matched and engage in technology transfer, while firm 2 is the outsider, that is, it
is matched with itself. Then, the matching µ is the function, µ(0) = 1, µ(1) = 0, and
µ(2) = 2. An outcome is a tuple (µ, F ), i.e., a matching µ and a fixed fee F ≥ 0 payed by
firm µ(0) to firm 0. An outcome of this market is stable if it is (i) individually rational:

ϕ0(µ(0), F ) ≥ ϕ̃0, (A.5)

Πµ(0)(0, F ) ≥ π̃µ(0), (A.6)

and (ii) there is no blocking pair. In this simple model, this means that there does not
exist (µ′, F ′) with µ′(0) ̸= µ(0) and F ′ ≥ 0, such that:

Πµ′(0)(0, F
′) > π̃µ′(0) and (A.7)

ϕ0(µ
′(0), F ′) > ϕ0(µ(0), F ). (A.8)

Denote F o the fee that makes firm µ′(0) indifferent between buying or not buying the
technology, i.e.,

Πµ′(0)(0, F
o) = π̃µ′(0). (A.9)

Since an adopter’s profit decreases in the fixed fee, a blocking pair does not exist if and
only if

ϕ0(µ(0), F ) ≥ ϕ0(µ
′(0), F o). (A.10)

Then, we can rewrite (A.5) as

F ≥
C − λ0µ(0)∆πµ(0)

1− λ0µ(0)
, (A.11)

and (A.10) as

F ≥ 1

1− λ0µ(0)
(∆πµ′(0) − λ0µ(0)∆πµ(0)), (A.12)

where I have used that, by (A.9), F o = ∆πµ′(0).

1The model that follows is a simple case of an assignment game (Shapley and Shubik, 1972) since utility
is transferable.

2In case firm 0 keeps the technology, we have µ(0) = 0. This case, however, is not interesting for my
empirical analysis and, therefore, I exclude it from further consideration in this section.
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By (A.6) firm µ(0) finds it profitable to adopt the technology at a fixed fee F if and
only if

F ≤ ∆πµ(0). (A.13)

Therefore, by combining (A.12) and (A.13), we see that a necessary condition for F to
exist and for (µ, F ) to be a stable outcome is that

∆πµ(0) ≥ ∆πµ′(0). (A.14)

That is, as in the model analyzed in section 2.3.2, only the firm that profits the most from
the technology can become the adopter in equilibrium.

µ is indeed an equilibrium matching if, by (A.11), (A.12), and (A.13), there exists F ,
such that

F ∈
[
max

{
C − λ0µ(0)∆πµ(0)

1− λ0µ(0)
,

1

1− λ0µ(0)
(∆πµ′(0) − λ0µ(0)∆πµ(0))

}
, ∆πµ(0)

]
. (A.15)

If the set in (A.15) is non-empty then there exists a continuum of competitive equilibria
(µ, F ) which contains the equilibrium described in section 2.3.2, in which F = ∆πµ(0), i.e.,
the seller-optimal equilibrium. In the buyer-optimal equilibrium, F is equal to the lower
bound of the interval in (A.15), i.e., if the assignees have all the bargaining power. For any
other distribution of bargaining power, F lies within the interior of the interval. As can
be seen, the distribution of bargaining power does not change the equilibrium matching.
If a technology transfer occurs, the firm with the higher increment in profits, ∆πl, l = 1, 2,
becomes the assignee.

A.3 Business Stealing Effects

In this section of the Appendix, I discuss in more detail the impact of business stealing
effects on the results in the model of common ownership and technology transfer introduced
in section 3.2 and studied in section 2.3.2. Remember, that business stealing effects hurts
a potential adopter if the other firm becomes the assignee and adopts the technology. That
is, the outsider of the deal earns operational profits πnl , which are lower than its ex-ante
profits if no technology transfer takes place, i.e., πnl < π̃l.

I follow the same procedure of backward induction as in Section 2.3.2. As it is the case
without business stealing effects, the fixed fee offered in the state S2 to the second assignee,
firm β, is given by FS2 = πrβ − π̃β. Firm 0 offers a contract if FS2 is larger or equal than
what firm 0 looses due to the cost of technology transfer and the business stealing effect
exerted on the other firm, which is C + λ0α(π̃α − πnα). At stage S1 the contract depends
on whether firm 0 finds it profitable to transfer the technology at stage S2. If there is a
contract at stage S2 firm α earns πnα. If, on the other hand, there is no contract signed at
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S2, then its profits are π̃α. Therefore, F
S1 is given by

FS1 = ∆πα(λ0α) ≡

{
πrα − πnα if πrβ − π̃β ≥ C + λ0α(π̃α − πnα)

πrα − π̃α if πrβ − π̃β < C + λ0α(π̃α − πnα).
(A.16)

Notice, that π̃α−πnα ≥ 0 and, therefore, ∆πα(λ0α) is non-increasing in λ0α. To analyze
the model, let us consider the conditions in which the assignor (firm 0) sells the technology
to firm 1 to determine how the common ownership between firm 0 and firm 1, λ01, influences
this decision, given some λ02.

We can distinguish three cases. First, consider case 1 in which the assignor prefers to
keep the technology to selling it to firm 2 at stage S1, i.e.,

ϕ0(F
S1
2 ) < ϕ̃0. (A.17)

Then, it will never offer it to firm 2 at stage S2 of the game, since ϕ0(F
S1
2 ) ≥ ϕ0(F

S2
2 ) as

can be seen from (A.16). Notice that ϕ̃0 increases in λ01. Therefore, in a situation in which
condition (A.17) holds, either firm 1 will be the assignee in equilibrium, or no technology
transfer occurs. Thus, an increase in common ownership incentive λ01 can not change the
identity of the adopter from firm 1 to firm 2.

In case 2, firm 0 does not want to sell the technology to firm 2 at S2 (given firm 1
rejected the offer at S1). However, it prefers to sell it to firm 2 at the first stage S1 to
keeping the technology, i.e.,

ϕ0(F
S1
2 ) ≥ ϕ̃0 > ϕ0(F

S2
2 ). (A.18)

Then, FS1
1 = πr1 − π̃1. In this case, firm 0 again decides to which firm to sell at the first

stage by solving (2.5). Let πx2 ∈ {πn2 , π̃2}. Firm 0 prefers to offer the contract at stage 1
to firm 1 if

πr1 − π̃1 + λ01(π̃1 − πn1 ) ≥ πr2 − πx2 + λ02(π
x
2 − πn2 ). (A.19)

Given any λ02, a higher λ01 makes it more likely for this inequality to hold since the
left-hand side increases in λ01. Notice, also, that holding λ02 constant implies that we do
not have to consider the cases separately for which firm 0 wants to sell the technology to
firm 1 at S2. The reason is that it does not depend on λ01, but only on λ02, if the outside
option of rejecting the contract at S1 for firm 2 is πn2 or π̃2, as can be seen from (A.16).

Finally, in case 3 firm 0 prefers to sell to firm 2 at any stage to keeping the technology,
i.e., ϕ0(F

S1
2 ) ≥ ϕ0(F

S2
2 ) ≥ ϕ̃0. Then firm 0 sells the technology to firm 1 at stage S1 if and

only if
πr1 − πn1 ≥ πr2 − πx2 + λ02(π

x
2 − πn2 ), (A.20)

which does not depend on λ01. Given some λ02, it only depends on the incremental profits
of each firm due to technology transfer.

In each of the cases considered so far, we have seen that the common ownership incentive
λ01 has either no or a positive effect on the likelihood that firm 1 becomes the assignee
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in equilibrium, conditional on observing technology transfer. However, it depends on λ01
which of the cases occurs, since ϕ̃0 is an increasing function of common ownership incentives.
Therefore, we must consider what happens at the thresholds that discriminates the three
cases.

Case 3 can occur if λ01 is sufficiently low. Increasing λ01 we see from (A.16) that we
can cross a threshold λ̂01 at which we go from the third case (in which it is possible to sell
to firm 2 at S2 if λ01 ≤ λ̂01) to the case 2 (in which firm 0 never will sell to firm 2 at stage
S2 if λ01 > λ̂01). In this case, the probability that firm 1 becomes the assignee increases in
λ01. By (A.16) this threshold is

λ̂01 ≡
πr2 − π̃2 − C

π̃1 − πn1
, (A.21)

i.e., the ratio of the benefit from selling to firm 2 at S2 and firm 1’s cost of being the
outsider of this deal. Increasing λ01 further can lead eventually to case 1, in which firm 2
never becomes the assignee. Both thresholds coincide if firm 0 does not find it profitable
to sell to firm 1 in state S2. Thus, the relationship between λ01 and the probability that
firm 1 is the assignee in equilibrium is weakly monotonous and increasing if either firm 1
is the assignee in all three cases (for all the respective λ01), or firm 1 becomes the assignee
for some λ01 > λ̂01 in cases 1 or 2, while in case 3 firm 2 is the assignee.

Since the left-hand side of (A.19) increases in λ01, we have to check if for some λ01
larger but close to the threshold λ̂01 it is possible that (A.19) is violated while (A.20) holds.
This would imply that for any λ01 ≤ λ̂01 firm 0 sells the technology to firm 1, but for some
higher λ01 > λ̂01 it sells to firm 2. Comparing the two inequalities for the two cases and
using the definition of λ̂01, we see that this is only possible if

π̃1 − πn1 > πr2 − π̃2 − C, and (A.22)

πr1 − π̃1 − C < λ02(π
x
2 − πn2 ) + (π̃2 − πx2 ). (A.23)

Notice, that the two terms in brackets of the right-hand side of (A.23) are either equal
to (π̃2 − πn2 ) or 0, as πx2 ∈ {πn2 , π̃2}. On the one hand, inequality (A.22) tells us that the
business stealing effect that hurts firm 1 is higher than the benefit that the technology
transfer generates when firm 2 is the adopter. Therefore, firm 0 offers the technology to
firm 1 at S1 in case 3, since it can profit from a high fixed fee F1 due to the threat to sell
to firm 2 afterward if firm 1 rejects the offer. On the other hand, inequality (A.23) shows
that in case 2, when firm 0 is never willing to sell the technology to firm 2 at stage S2,
the benefit from selling to firm 1 at S2 must be small compared to the business stealing
effect it has on firm 2. Therefore, in case 2, firm 0 sells to firm 2 at S1 if (A.23) holds.
If both inequalities are satisfied, an increase in λ01, crossing the threshold λ̂01, leads to a
negative relationship between λ01 around the threshold and the probability of selling to
firm 1. However, a further increase of λ01 could reverse firm 0’s decision, making it again
more likely that firm 1 becomes the assignee because the left-hand side of (A.19) increases
in λ01.
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For this special case to arise, we need that business stealing effects are larger than the
social surplus of technology transfer, as indicated by (A.22) and (A.23). This does not seem
very plausible in the case of patent trades. Furthermore, an arrangement of non-exclusive
licensing contracts could be more profitable in this case. However, this is beyond the scope
of this paper.

A.4 Proof of proposition 2

Proof. 1. It follows directly from (2.10) and

∂

∂λ0l

[
∆l + λ0l

(
1− 1

2
λ0l

)
γ2

ν

]
= (1− λ0l)

γ2

ν
> 0, for all λ0l < 1. (A.24)

2. Rearranging ∆π1 − 1
2νk

2
1 ≥ ∆π2 − 1

2νk
2
2 yields the inequality

λ201 − 2λ01 + 2
ν

γ2
(∆2 −∆1) + 2λ02

(
1− 1

2
λ02

)
≤ 0.

Solving the corresponding quadratic equation yields two solutions, namely

λ̄01 =1−
√
1− 2

ν

γ2
(∆2 −∆1)− 2λ02(1−

1

2
λ02),

λ̄′01 =1 +

√
1− 2

ν

γ2
(∆2 −∆1)− 2λ02(1−

1

2
λ02),

and ∆π1 − 1
2νk

2
1 ≥ ∆π2 − 1

2νk
2
2 holds if λ̄01 ≤ λ01 ≤ λ̄′01. However, the profit from

assigning the technology to firm 2, ∆π2− 1
2νk

2
2, increases and λ̄

′
01 decreases in ∆2 and λ02.

This implies that the profit from assigning to firm 1 has to be decreasing in λ01 around
the threshold λ̄′01. By (A.24), this implies that λ̄′01 > 1. Thus, the relevant threshold is
λ̄01.
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Appendix B

Automation and Sectoral
Reallocation

B.1 Proof of Proposition 1

Proof. From the maximization problem of the household we have,

Φl−φ
t = λn

M

t ψhM
t st + λn

S

t ψhS
t (1− st) + λct b̄t, (B.1)

and
λn

M

t ψhM
t = λn

S

t ψhS
t . (B.2)

We can substitute (B.2) into (B.1) and obtain,

Φl−φ
t = λn

S

t ψhM
t + λct b̄t,

or alternatively we can get,
Φl−φ

t = λn
S

t ψhS
t + λct b̄t,

which states that the marginal utility of leisure is equal to the value of being unemployed.
The latter in turn is equal to the utility value of the unemployment benefit plus the
probability of finding a job times the value of being employed. We invert these equations
and obtain,

λn
M

t =
Φl−φ

t − λct b̄t

ψhM
t

,

and

λn
S

t =
Φl−φ

t − λct b̄t

ψhS
t

.

The values of an additional unit of employment in the two sectors are,

V h
nMt = λctw

M
t − Φl−φ

t +
(
1− σM

)
λn

M

t ,
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and
V h
nSt = λctw

S
t − Φl−φ

t +
(
1− σS

)
λn

S

t .

The Lagrange multipliers λn
M

t and λn
S

t are equal to,

λn
M

t = βEt

[
λct+1w

M
t+1 − Φl−φ

t+1 + λn
M

t+1(1− σM )
]
,

and
λn

S

t = βEt

[
λct+1w

S
t+1 − Φl−φ

t+1 + λn
S

t+1(1− σS)
]
.

Therefore, we can write,

λn
S

t = βEt

[
V h
nSt+1

]
, (B.3)

and
λn

M

t = βEt

[
V h
nMt+1

]
. (B.4)

Consider now the problems of the two representative firms where the first-order conditions
with respect to vacancies are given by,

κM

ψfM
t

= EtΛt,t+1

pMt+1(1− ζ)

(
Mt+1

nMt+1

) 1
α

− wM
t+1 +

(
1− σM

)
κM

ψfM
t+1

 ,
and

κS

ψfS
t

= EtΛt,t+1

pSt+1(1− ξ)

(
St+1

nSt+1

) 1
ρ

− wS
t+1 +

(
1− σS

)
κS

ψfS
t+1

 .
The marginal value of an extra unit of employment in period t for each sector is,

V f
nM t

= pMt (1− ζ)

(
Mt

nMt

) 1
α

− wM
t +

(
1− σM

)
κM

ψfM
t

,

and

V f
nSt

= pSt (1− ξ)

(
St

nSt

) 1
ρ

− wS
t +

(
1− σS

)
κS

ψfS
t

.

Therefore, we can write,
κM

ψfM
t

= EtΛt,t+1

[
V f
nM t+1

]
, (B.5)

and
κS

ψfS
t

= EtΛt,t+1

[
V f
nSt+1

]
.
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Recall that the first-order conditions of the wage bargaining problems are,

ϑMV h
nM t =

(
1− ϑM

)
λctV

f
nM t

, (B.6)

and
ϑSV h

nSt =
(
1− ϑS

)
λctV

f
nSt
.

By evaluating equation (B.6) for the next period, multiplying by β
λc
t
, and taking expecta-

tions we obtain,

ϑM

λct
βEt

[
V h
nM t+1

]
=
(
1− ϑM

)
EtΛt,t+1

[
V f
nM t+1

]
.

Substituting (B.4) and (B.5) we get,

ϑM

λct

(
Φl−φ

t − λct b̄t

)
ψhM
t

=
(
1− ϑM

) κM

ψfM
t

,

and, after rearranging terms, we obtain,

θMt =
ϑM

1− ϑM

(
Φl−φ

t − λct b̄t

)
κM

.

Similarly for the service sector, we have,

θSt =
ϑS

1− ϑS

(
Φl−φ

t − λct b̄t

)
κS

.

These relations are similar to the the linear relationship between labor market tightness
and the marginal utility of consumption derived by Ravn (2008) in a one-sector search
and matching model with endogenous participation. By taking the ratio of tightness in
the two sectors and considering the steady-state equilibrium, we obtain the relationship of
Proposition 1.

θM

θS
=

ϑM

1−ϑM

ϑS
1−ϑS

· κ
S

κM
.
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B.2 The maximization problem of the household

The Lagrangian is given by:

L = E0

∞∑
t=0

βt

{
c1−η
t

1− η
+ Φ

[
1− ut − nMt − nSt

]1−φ

1− φ

− λct
[
ct + kt+1 − (1− δ)kt − rtkt − wM

t n
M
t − wS

t n
S
t − b̄tut −ΠM

t −ΠS
t

]
− λn

M

t

[
nMt+1 −

(
1− σM

)
nMt − ψhM

t stut

]
−λnS

t

[
nSt+1 −

(
1− σS

)
nSt − ψhS

t (1− st)ut

]}
.

The first-order conditions with respect to ct, kt+1, n
M
t+1, n

S
t+1, ut, and st are,

[wrt ct]
c−η
t − λct = 0, (B.7)

[wrt kt+1]
− βtλct + βt+1Et

[
λct+1(1− δ + rt+1)

]
= 0, (B.8)

[wrt nMt+1]

− βtλn
M

t + βt+1Et

[
−Φl−φ

t+1 + λct+1w
M
t+1 + λn

M

t+1(1− σM )
]
= 0, (B.9)

[wrt nSt+1]

− βtλn
S

t + βt+1Et

[
−Φl−φ

t+1 + λct+1w
S
t+1 + λn

S

t+1(1− σS)
]
= 0, (B.10)

[wrt ut]

− βtΦl−φ
t + βtλct b̄t + βtλn

M

t ψhM
t st + βtλn

S

t ψhS
t (1− st) = 0, (B.11)

[wrt st]

λn
M

t ψhM
t − λn

S

t ψhS
t = 0. (B.12)

To simplify the system of equations, we combine (B.7) and (B.8),

c−η
t = βEt

[
c−η
t+1(1− δ + rt+1)

]
, (B.13)

and then rearrange terms in (B.9) - (B.12),

λn
M

t = βEt

[
−Φl−φ

t+1 + c−η
t+1w

M
t+1 + λn

M

t+1(1− σM )
]
, (B.14)

λn
S

t = βEt

[
−Φl−φ

t+1 + c−η
t+1w

S
t+1 + λn

S

t+1(1− σS)
]
, (B.15)

Φl−φ
t = λn

M

t ψhM
t st + λn

S

t ψhS
t (1− st) + λct b̄t, (B.16)

λn
M

t ψhM
t = λn

S

t ψhS
t . (B.17)

130



B.3 The wage bargaining problem

B.3.1 Manufacturing sector

The maximization problem is written as,

max
wM

t

{(
1− ϑM

)
lnV h

nM t + ϑM lnV f
nM t

}
, (B.18)

where
V h
nMt = −Φl−φ

t + λctw
M
t + (1− σM )λn

M

t , (B.19)

and

V f
nM t

= pMt (1− ζ)

(
Mt

nMt

) 1
α

− wM
t +

(
1− σM

)
κM

ψfM
t

. (B.20)

The first-order condition is written as,

ϑMV h
nM t =

(
1− ϑM

)
λctV

f
nM t

.

Using (B.19) and (B.20), we obtain,

ϑM
(
λctw

M
t − Φl−φ

t + (1− σM )λn
M

t

)
=

(
1− ϑM

)
λct

(
pMt (1− ζ)

(
Mt

nMt

) 1
α

− wM
t +

(
1− σM

)
κM

ψfM
t

)
,

ϑMλctw
M
t + ϑM

(
−Φl−φ

t + (1− σM )λn
M

t

)
=

− (1− ϑM )λctw
M
t +

(
1− ϑM

)
λct

(
pMt (1− ζ)

(
Mt

nMt

) 1
α

+

(
1− σM

)
κM

ψfM
t

)
,

ϑMλctw
M
t + (1− ϑM )λctw

M
t =

− ϑM
(
−Φl−φ

t + (1− σM )λn
M

t

)
+
(
1− ϑM

)
λct

(
pMt (1− ζ)

(
Mt

nMt

) 1
α

+

(
1− σM

)
κM

ψfM
t

)
.

The final expression for the wage in the manufacturing sector is,

wM
t =

(
1− ϑM

)(
pMt (1− ζ)

(
Mt

nMt

) 1
α

+

(
1− σM

)
κM

ψfM
t

)
− ϑM

λct

(
(1− σM )λn

M

t − Φl−φ
t

)
.
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B.3.2 Service sector

Similarly, the maximization problem is written as,

max
wS

t

{(
1− ϑS

)
lnV h

nSt + ϑS lnV f
nSt

}
, (B.21)

where

V h
nSt = λctw

S
t − Φl−φ

t +
(
1− σS

)
λn

S

t , (B.22)

and

V f
nSt

= pSt (1− ξ)

(
St

nSt

) 1
ρ

− wS
t +

(
1− σS

)
κS

ψfS
t

. (B.23)

The first-order condition is written as,

ϑSV h
nSt =

(
1− ϑS

)
λctV

f
nSt
.

Using (B.22) and (B.23) we obtain,

ϑS(λctw
S
t − Φl−φ

t +
(
1− σS

)
λn

S

t ) =
(
1− ϑS

)
λct(p

S
t (1− ξ)

(
St

nSt

) 1
ρ

− wS
t +

(
1− σS

)
κS

ψfS
t

).

We perform a simple algebra below,

ϑSλctw
S
t + ϑS(−Φl−φ

t +
(
1− σS

)
λn

S

t ) =

−
(
1− ϑS

)
λctw

S
t +

(
1− ϑS

)
λct(p

S
t (1− ξ)

(
St

nSt

) 1
ρ

+

(
1− σS

)
κS

ψfS
t

),

or equivalently,

ϑSλctw
S
t +

(
1− ϑS

)
λctw

S
t =(

1− ϑS
)
λct(p

S
t (1− ξ)

(
St

nSt

) 1
ρ

+

(
1− σS

)
κS

ψfS
t

)− ϑS(−Φl−φ
t +

(
1− σS

)
λn

S

t ),

or equivalently,

wS
t λ

c
t =

(
1− ϑS

)
λct(p

S
t (1− ξ)

(
St

nSt

) 1
ρ

+

(
1− σS

)
κS

ψfS
t

)− ϑS(−Φl−φ
t +

(
1− σS

)
λn

S

t ).

The final expression for the equilibrium wage is given by,

wS
t =

(
1− ϑS

)(
pSt (1− ξ)

(
St

nSt

) 1
ρ

+

(
1− σS

)
κS

ψfS
t

)
− ϑS

λct
(
(
1− σS

)
λn

S

t − Φl−φ
t ).
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B.4 Resource constraint

From the household budget constraint,

ct + it = rtkt + wM
t n

M
t + wS

t n
S
t + b̄tut − Tt +ΠM

t +ΠS
t .

We substitute the expressions of the instantaneous profits of firms,

ΠM
t = pMt Mt − wM

t n
M
t − rtk

M
t − κMvMt ,

ΠS
t = pSt St − wS

t n
S
t − rtk

S
t − κSvSt ,

and obtain,
ct + it = pMt Mt + pSt St − κSvSt − κMvmt .

Because of the constant returns to scale and frictionless production of the final good, we
have,

Yt = pMt Mt + pSt St.

So, we obtain the resource constraint,

Yt = ct + it + κSvSt + κMvmt .

B.5 Model Solution

We report below all equations that need to be satisfied in equilibrium.

Labor markets

mM
t = µ1(υ

M
t )µ2(uMt )1−µ2 (E.1)

mS
t = µ1(υ

S
t )

µ2(uSt )
1−µ2 (E.2)

nMt+1 = (1− σM )nMt +mM
t (E.3)

nSt+1 = (1− σS)nSt +mS
t (E.4)

ψhM
t ≡ mM

t

uMt
(E.5)

ψfM
t ≡ mM

t

υMt
(E.6)
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ψhS
t ≡ mS

t

uSt
(E.7)

ψfS
t ≡ mS

t

υSt
(E.8)

Household

c−η
t = βEt

[
c−η
t+1(1− δ + rt+1)

]
(E.9)

λn
M

t = βEt

[
−Φl−φ

t+1 + c−η
t+1w

M
t+1 + λn

M

t+1(1− σM )
]

(E.10)

λn
S

t = βEt

[
−Φl−φ

t+1 + c−η
t+1w

S
t+1 + λn

S

t+1(1− σS)
]

(E.11)

Φl−φ
t = λn

M

t ψhM
t st + λn

S

t ψhS
t (1− st) + λct b̄t (E.12)

λn
M

t ψhM
t = λn

S

t ψhS
t (E.13)

nMt + nSt + ut + lt = 1 (E.14)

uMt = stut (E.15)

uSt = (1− st)ut (E.16)

ct + kt+1 = (1− δ + rt)kt + wM
t n

M
t + wS

t n
S
t + b̄tut − Tt +ΠM

t +ΠS
t (E.17)

Capital market clearing

kt = kMt + kSt (E.18)

Firms

Λt,t+1 = β

(
λct+1

λct

)
(E.19)

κM

ψfM
t

= EtΛt,t+1

pMt+1(1− ζ)

(
Mt+1

nMt+1

) 1
α

− wM
t+1 +

(
1− σM

)
κM

ψfM
t+1

 (E.20)
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rt = pMt · ζ
(
Mt

kMt

) 1
α

(E.21)

pMt = γ

(
Yt
Mt

) 1
χ

(E.22)

Mt =
[
ζ(kMt )

α−1
α + (1− ζ)(nMt )

α−1
α

] α
α−1

(E.23)

Yt =

[
γM

χ−1
χ

t + (1− γ)S
χ−1
χ

t

] χ
χ−1

(E.24)

κS

ψfS
t

= EtΛt,t+1

pSt+1 (1− ξ)

(
St+1

nSt+1

) 1
ρ

− wS
t+1 +

(
1− σS

)
κS

ψfS
t+1

 (E.25)

rt = pSt · ξ
(
St

kSt

) 1
ρ

(E.26)

pSt = (1− γ)

(
Yt
St

) 1
χ

(E.27)

St =
[
ξ(kSt )

ρ−1
ρ + (1− ξ)(nSt )

ρ−1
ρ

] ρ
ρ−1

(E.28)

Wages

wS
t =

(
1− ϑS

)(
pSt (1− ξ)

(
St

nSt

) 1
ρ

+

(
1− σS

)
κS

ψfS
t

)
+
ϑS

λct
(Φl−φ

t −
(
1− σS

)
λn

S

t ) (E.29)

wM
t =

(
1− ϑM

)(
pMt (1− ζ)

(
Mt

nMt

) 1
α

+

(
1− σM

)
κM

ψfM
t

)
+
ϑM

λct
(Φl−φ

t −
(
1− σM

)
λn

M

t )

(E.30)
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B.6 Steady-state system of equations

mM = µ1(υ
M )µ2(uM )1−µ2 (S.1)

mS = µ1(υ
S)µ2(uS)1−µ2 (S.2)

nM =
mM

σM
(S.3)

nS =
mS

σS
(S.4)

ψhM ≡ mM

uM
, (S.5)

ψfM ≡ mM

υM
, (S.6)

ψhS ≡ mS

uS
, (S.7)

ψfS ≡ mS

υS
(S.8)

Household

r =
1− β

β
+ δ (S.9)

λn
M

= β
[
−Φl−φ + c−ηwM + λn

M
(1− σM )

]
(S.10)

λn
S
= β

[
−Φl−φ + c−ηwS + λn

S
(1− σS)

]
(S.11)

Φl−φ = λn
M
ψhMs+ λn

S
ψhS(1− s) + λcb̄ (S.12)

λn
M
ψhM = λn

S
ψhS (S.13)

nM + nS + u + l = 1 (S.14)

136



uM = su (S.15)

uS = (1− s)u (S.16)

c = k(r − δ) + wMnM + wSnS + b̄u (S.17)

Capital market clearing

k = kM + kS (S.18)

Firms

κS

ψfS
= β

[
pS (1− ξ)

(
S

nS

) 1
ρ

− wS +

(
1− σS

)
κS

ψfS

]
(S.19)

pS = (1− γ)

(
Y

S

) 1
χ

(S.20)

S =
[
ξ(kS)

ρ−1
ρ + (1− ξ)(nS)

ρ−1
ρ

] ρ
ρ−1

(S.21)

r = pS · ξ
(
S

kS

) 1
ρ

(S.22)

κM

ψfM
t

= β

[
pM (1− ζ)

(
M

nM

) 1
α

− wM +

(
1− σM

)
κM

ψfM

]
(S.23)

r = pM · ζ
(
M

kM

) 1
α

(S.24)

pM = γ

(
Y

M

) 1
χ

(S.25)

M =
[
ζ(kM )

α−1
α + (1− ζ)(nM )

α−1
α

] α
α−1

(S.26)

Wages

wS =
(
1− ϑS

)(
pS (1− ξ)

(
S

nS

) 1
ρ

++

(
1− σS

)
κS

ψfS

)
+
ϑS

λc
(Φl−φ−

(
1− σS

)
λn

S
) (S.27)
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wM =
(
1− ϑM

)(
pM (1− ζ)

(
M

nM

) 1
α

+

(
1− σM

)
κM

ψfM

)
+
ϑM

λc
(Φl−φ −

(
1− σM

)
λn

M
)

(S.28)

B.6.1 Steady state - simplified system

Given the unknowns u, vM , vS , kS , kM , s, the following variables are determined sequen-
tially:

r =
1− β

β
+ δ (SS.1)

uM = su (SS.2)

uS = (1− s)u (SS.3)

mM = µ1(υ
M )µ2(uM )1−µ2 (SS.4)

mS = µ1(υ
S)µ2(uS)1−µ2 (SS.5)

nM =
mM

σM
(SS.6)

nS =
mS

σS
(SS.7)

ψhM ≡ mM

uM
, (SS.8)

ψfM ≡ mM

υM
, (SS.9)

ψhS ≡ mS

uS
, (SS.10)

ψfS ≡ mS

υS
(SS.11)

l = 1− u− nM − nS (SS.12)
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S =
[
ξ(kS)

ρ−1
ρ + (1− ξ)(nS)

ρ−1
ρ

] ρ
ρ−1

(SS.13)

M =
[
ζ(kM )

α−1
α + (1− ζ)(nM )

α−1
α

] α
α−1

(SS.14)

Y =
[
γM

χ−1
χ + (1− γ)S

χ−1
χ

] χ
χ−1

(SS.15)

pS = (1− γ)

(
Y

S

) 1
χ

(SS.16)

pM = γ

(
Y

M

) 1
χ

(SS.17)

The wages of two sectors are obtained from the inverted FOCs with respect to sectoral
employment:

wS = pS(1− ξ)

(
S

nS

) 1
ρ

− κS

ψfSβ
+

(1− σS)κS

ψfS
(SS.18)

wM = pM (1− ζ)

(
M

nM

) 1
α

− κM

ψfMβ
+

(
1− σM

)
κM

ψfM
(SS.19)

b̄ = ϖ
(wmnM + wSnS)

nM + nS
(SS.20)

T = b̄u (SS.21)

k = kM + kS (SS.22)

c = k(r − δ) + wMnM + wSnS + b̄u− T +ΠM +ΠS (SS.23)

λc = c−η (SS.24)

λn
M

=
β

1− β(1− σ)

(
c−ηwM − Φl−φ

)
(SS.25)

λn
S
=

β

1− β(1− σ)

(
c−ηwS − Φl−φ

)
(SS.26)
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To solve for the unknowns, we numerically find the solution to the following system of
equations, in which we use expressions (S.1) to (S.25).

Φl−φ = λn
M
ψhMs+ λn

S
ψhS(1− s) + λcb̄ (SS.27)

pM · ζ
(
M

kM

) 1
α

− r = 0 (SS.28)

pS · ξ
(
S

kS

) 1
ρ

− r = 0 (SS.29)

κS

ψfS
= β

[
pS(1− ξ)

(
S

nS

) 1
ρ

− wS +

(
1− σS

)
κS

ψfS

]
(SS.30)

κM

ψfM
t

= β

[
pM (1− ζ)

(
M

nM

) 1
α

− wM +

(
1− σM

)
κM

ψfM

]
(SS.31)

wS =
(
1− ϑS

)(
pS(1− ξ)

(
S

nS

) 1
ρ

+

(
1− σS

)
κS

ψfS

)
+
ϑS

λc
(Φl−φ −

(
1− σS

)
λn

S
) (SS.32)

wM =
(
1− ϑM

)(
pM (1− ζ)

(
M

nM

) 1
α

+

(
1− σM

)
κM

ψfM

)
+
ϑM

λc
(Φl−φ −

(
1− σM

)
λn

M
)

(SS.33)

λn
M
ψhM = λn

S
ψhS (SS.34)
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B.7 Additional Figures
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Figure B.1: Steady-state effects of automation in a two-sector economy: Different elas-
ticities of substitution between capital and labor (α = 0.7) and between the two goods
(χ = 1.5)

Note: The y-axis shows steady-state levels.
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Figure B.2: Steady-state effects of automation in a two-sector economy: Different elas-
ticities of substitution between capital and labor (α = 0.7) and between the two goods
(χ = 1.5) (continued)

Note: The y-axis shows steady-state levels.
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Figure B.3: Steady-state effects of automation on key ratios in a two-sector economy:
Different elasticities of substitution between capital and labor (α = 0.7) and between the
two goods (χ = 1.5)

Note: The y-axis shows steady-state levels.
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Figure B.4: Steady-state effects of automation in a two-sector economy: Different values
of the Frisch elasticity

Note: The y-axis shows steady-state levels.
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Figure B.5: Steady-state effects of automation in a two-sector economy: Different values
of matching efficiency

Note: The y-axis shows steady-state levels.
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Figure B.6: Price Indexes for Manufacturing and Service goods normalized by the aggregate
CPI (2015=100)

Note: We calculate the relative prices using the consumption basket weights and price indexes for goods
and services from the Federal Statistical Office (Destatis) to match the definitions of the two sectors used
throughout the paper. We normalize the indexes by the aggregate CPI (2015=100) representing the price of
the numéraire good.
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