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I

Measure what can be measured,
and make measurable what cannot be measured.

– GALILEO GALILEI
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Abstract

English

Nowadays, one of the most active research fields within the domain of high energy physics is
the study of neutrinos. In the mainstream theory, encompassed in the Standard Model (SM)
of particle physics, the phenomenology of neutrino physics is determined by seven degrees of
freedom, consisting of three masses (m1,m2,m3), three mixing angles (θ12, θ13, θ23) and a
CP-violating phase (δCP). Currently, the most prominent experimental challenge in neutrino
physics is to determine precisely the values of these parameters in order to better understand the
fundamental behavior of nature and to to explore the validity of the SM.

The Tokai-To-Kamioka (T2K) experiment is one of the main references in the field. In T2K an
accelerator-based neutrino or antineutrino beam is produced and measured at two sites: At 280 m
from the production point using the ND280 detector and 295 km away in the Super-Kamiokande
detector. ND280 is used to characterize the properties of the neutrino beam before any significant
oscillation effects take place and to study how neutrinos scatter in matter at energies relevant
to T2K. With this knowledge, an event rate prediction is calculated for Super-Kamiokande
that in combination with data is used to measure neutrino properties, in particular θ13, θ23,
∆m2

23 ≡ m2
2 −m2

3 and δCP.

Two factors limit more accurate measurements in T2K. On one hand, the limited number of
collected neutrino events determines the amount of statistical error. On the other hand, event
rate predictions are affected by systematic uncertainties regarding the detector, beam, and
neutrino interaction models. While the statistical error will decrease in the coming years as
T2K continues to collect data, active work is needed to reduce systematic uncertainties. In this
thesis two ways to achieve it are studied consisting of analysis and instrumentation developments.

In T2K’s oscillation analysis (OA) one of the main sources of systematic uncertainty is that of
neutrino neutral current interactions that produce a single π+ in the final state (NC1π+). Current
knowledge about this process is limited due to the fact that the only reported measurement
consists of less than hundred interactions recorded in 1978 by the Gargamelle bubble chamber
experiment. In this thesis, the first study of this type of interactions in a modern neutrino
experiment is presented using T2K data collected by the ND280 detector. With this purpose,
a new selection algorithm for ND280 data has been developed. The preliminary analysis
of the output selected samples constitutes the most detailed description of the nature of this
process. In addition, the extracted cross section uncertainty is less than half of that currently used
in T2K OA and thus has the potential to significantly benefit future T2K oscillation measurements.

Improving existing instruments is an essential task to reduce systematic uncertainties. To this end,
the ND280 detector is being significantly upgraded with the addition of three new detection tech-
nologies: two new High-Angle TimeProjection-Chambers (HATPCs), a novel fully Super-Fine-
Grain-Detector (SuperFGD) and six Time-Of-Flight (ToF). In this thesis, relevant contributions
to the development of these technologies are presented, including: simulation-based sensitivity
studies, validation tests of the novel ERAM-based readout of the HATPCs, measurements of the
response and the PID potential of SuperFGD using prototype data and the development of new
deep learning reconstruction methods for SuperFGD and the ToF panels.
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Spanish

Hoy en día, uno de los campos de investigación más activos dentro del dominio de la física de
altas energías es el estudio de los neutrinos. En la teoría dominante, conteninda en el llamado
Modelo Estándar (ME) de la física de partículas, la fenomenología de la física de neutrinos está
determinada por siete grados de libertad, que consisten en tres masas (m1,m2,m3), tres ángulos
de mezcla (θ12, θ13, θ23) y una fase que viola la simetría CP (δCP). Actualmente, el desafío
experimental más destacado en la física de neutrinos es determinar con precisión los valores de
estos parámetros para ahondar en el comportamiento fundamental de la naturaleza y explorar la
validez del Modelo Estándar.

El experimento Tokai-To-Kamioka (T2K) es una de las principales referencias en el campo. En
T2K se produce mediate un acelerador un haz de neutrinos o antineutrinos que es medido en
dos ubicaciones: a 280 m del punto de producción mediante el detector ND280 y a 295 km
de distancia con el detector Super-Kamiokande. ND280 se utiliza con el fin de caracterizar las
propiedades del haz de neutrinos antes de que se produzcan efectos de oscilación significativos
y para estudiar cómo interactúan los neutrinos en las energías relevantes para T2K. Con este
conocimiento, se calcula una predicción de la tasa de eventos para Super-Kamiokande que, en
combinación con los datos, se usa para medir las propiedades de los neutrinos, en particular θ13,
θ23, ∆m2

23 ≡ m2
2 −m2

3 y δCP.

Dos factores limitan mediciones más precisas en T2K. Por un lado, el número limitado de eventos
recopilados determina la cantidad de error estadístico. Por otro lado, las predicciones de la tasa
de eventos se ven afectadas por incertidumbres sistemáticas relativas a los modelos que describen
las interacción, el detector y el haz. Si bien el error estadístico disminuirá en los próximos años
a medida que T2K continúe acumulando datos, se necesita trabajar activamente para reducir las
incertidumbres sistemáticas. En esta tesis se estudian dos formas de conseguirlo mediante el
desarrollo de un nuevo análisis y avances en instrumentación.

En el análisis de oscilación (AO) de T2K, una de las principales fuentes de incertidumbre
sistemática es la de las interacciones de neutrinos mediadas por corrientes neutras que generan
un único π+ en el estado final (NC1π+). El conocimiento actual sobre este proceso es limitado
debido al hecho de que la única medida reportada consiste en menos de cien interacciones
registradas en 1978 por la cámara de burbujas del experimento Gargamelle. En esta tesis se
presenta el primer estudio de este tipo de interacciones hecho con un experimento moderno
de neutrinos mediante el análisis de datos de T2K recolectados por el detector ND280. Con
este propósito, se ha desarrollado un nuevo algoritmo de selección de eventos en ND280. Los
resultados preliminares constituyen la descripción más detallada de la naturaleza de este proceso.
Además, la incertidumbre de la sección eficaz extraída es menos de la mitad de la utilizada
actualmente en el AO de T2K y por ende, tiene el potencial de mejorar significativamente las
futuras medidas de oscilación de neutrinos que se hagan en T2K.

Mejorar los instrumentos existentes es una tarea esencial para reducir las incertidumbres sis-
temáticas. Con este fin, el detector ND280 está siendo mejorado mediante la adición de tres
nuevas tecnologías de detección: dos nuevas cámaras de proyección temporal (HATPCs), un
novedoso detector de grano superfino (SuperFGD) y seis paneles de tiempo de vuelo (ToF). En
esta tesis, se presentan contribuciones relevantes al desarrollo de estas tecnologías, que incluyen:
estudios de sensibilidad basados en simulación, pruebas de validación de los módulos de lectura
ERAM para las HATPCs, la caracterización de las señales y del potencial de identificación de
particulas de SuperFGD usando un prototipo y el desarrollo de nuevos métodos de reconstrucción
para SuperFGD y los paneles ToF basados en algoritmos de aprendizaje profundo.
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Chapter 1

Introduction

“What do I advise? Forget it all. Don’t be afraid. Do
what you get the most pleasure from. Is it to build a cloud
chamber? Then go on doing things like that. Develop your
talents wherever they may lead. Damn the torpedoes - full
speed ahead! If you have any talent,or any occupation that
delights you, do it, and do it to the hilt.”

– RICHARD FEYNMAN

This Chapter works as an introduction for the thesis and summarizes its structure. Most of the
studies here presented have been made in collaboration with other researchers and, consequently,
this Chapter also reviews my individual contributions.

1.1 Introduction

High energy physics (HEP), i.e. the physics of the fundamental constituents of mater and its in-
teractions, is a widely studied field of research. The incremental development of HEP knowledge
over the years and its deep and diverse ramifications have created a whole scientific culture around
it which spans from almost pure mathematics to the manufacture and operation of some of the
most complex instruments developed by humankind. This incredibly rich environment has forced
the field to evolve into a community divided into two main branches: experimental and theoreti-
cal HEP. Nowadays, most experiments are run by scientific collaborations whilst the mainstream
theory has been grouped into the so-called Standard Model.
The work here presented focuses on the study of neutrinos, a type of elementary particles in the
Standard Model. This thesis is devoted to the experimental determination of neutrino properties
and, consequently, the bulk of the work has been carried out in the Tokai-To-Kamioka (T2K)
neutrino experiment, a leading reference in the study of the neutrino physics and, in particular, in
the measurement of neutrino oscillations.
The work here presented can be subdivided into two main blocks:

• On one hand, T2K data has been analyzed with the main goal to measure single positive
pion production in neutrino neutral current interaction. The measurement, which is the first
of its kind, aims to expand our knowledge on this type of processes, relevant for the study
of neutrino oscillations in T2K.

• On the other hand, R&D has been made to upgrade the ND280 detector of the T2K ex-
periment using three novel detector technologies. The work here presented has helped to
validate the upgrade design and to push it from the conceptual stage to the construction of
the final detectors.
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Both of the former tasks complement each other encompassing the whole domain of experimen-
tal HEP: from detector instrumentation to HEP data analysis and all the gray areas in-between.
Individually the results provide relevant information on how neutrinos behave and how to built
improved neutrino detectors. Together, the results add up and contribute to the future performance
of the T2K experiment and to our future understanding of neutrino physics.

1.2 Organization

The thesis is organized in three parts. The first of them, named Theoretical background, is dedi-
cated to the review of existing knowledge and the introduction of concepts that are fundamental
to contextualize and understand the studies in the rest of the Chapters.

• Chapter 2: It reviews the basics of neutrino physics presenting key concepts, defini-
tions and useful formulae, especially concerning the phenomenon of neutrino oscillations.
It describes the state-of-the-art of this field of research, its major challenges and future
prospects.

• Chapter 3: It reviews the state-of-the-art theoretical and experimental knowledge on neu-
trino interactions especially concerning neutrino-nucleus scatterings at Eν ≈ 1 GeV and
their connection to the measurement of neutrino oscillations.

• Chapter 4: It reviews the fundamental processes associated to the passage of particles
through matter and describes the basics of how Time-Projection-Chambers (TPCs), plastic
scintillators and photosensors work.

The second part of the thesis, named Study of NC1π+ interactions in T2K, is dedicated to the
study of neutrino neutral-current interactions producing a single positive pion (NC1π+). The
study uses T2K’s data measured in the near detector ND280.

• Chapter 5: It describes the T2K experiment. It presents its working principle and reviews
one by one its main elements: the neutrino beam, the near detectors INGRID and ND280
and the far detector Super-Kamiokande.

• Chapter 6: It reviews the motivations to study NC1π+ interactions in the context of T2K,
outlines previously existing studies and outlines the analysis strategy.

• Chapter 7: It describes a new selection algorithm to identify NC1π+ interactions in
ND280, discusses its performance and details the evaluation of its associated systematic
uncertainties.

• Chapter 8: It explains the fitting method and presents fit validation tests, fake data studies
and the extracted cross section preliminary results.

The third part, named T2K-II and the ND280 upgrade, describes a series of upgrades and im-
provements for the T2K experiment. In particular, it focuses on the upgrade of the ND280 de-
tector describing developments and tests for its three new sub-detector technologies: the High-
Angle Time-Projection-Chambers (HATPCs) the Super-Fine-Grained-Detector (SuperFGD) and
the Time-Of-Flight panels (ToF).

• Chapter 9: It reviews the motivations and plans for the upgrades of T2K including: the
upgrade of its beam, the inclusion of a new near detector named WAGASCI-BabyMIND
to the experiment, the addition of a Gadolinium salt to the water of Super-Kamiokande and
overviews the upgrade of the near detector ND280 and its expected performances.
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• Chapter 10: It presents the new HATPCs detectors. It reviews its design and presents
the prototype testing of its field-cage box and novel readout technology. In particular,
it describes the development, validation and characterization studies of the Encapsulated
Resistive Anode Micromegas (ERAM) technology.

• Chapter 11: It describes the novel SuperFGD detector from its design to the prototype
testing and its final construction. Several studies relative to this detector are presented: The
validation and characterization of this technology using a beam of charged particles, the
development of a novel deep learning method for signal classification and the study and
measurement of neutrons with this technology.

• Chapter 12: It explains the new ToF detector from its construction to its ongoing final
characterization. In this context, a novel deep learning method is presented to perform
data-driven signal characterization.

Additionally, the thesis contains two Appendices presenting work that has been done out of the
scope of the T2K experiment.

• Appendix A: It overviews the DUNE experiment and describes the protoDUNE-DP detec-
tor and the preparation and installation of its photo detection system.

• Appendix B: It presents simulation-based feasibility studies proposing a novel range tele-
scope, named ASTRA, for proton computerized tomography.

1.3 Contributions

The background and introductory Chapters 1, 2, 3 and 4 correspond to the review and presentation
of well-established knowledge necessary to contextualize and understand the upcoming Chapters
and, consequently, the material there presented is extracted from previously existing sources,
cited throughout the text. Nonetheless, the compilation of the information, its organization and
the text itself are the result of my own understanding and insight on the topics discussed on them.
Chapter 5, describes the T2K experiment. I am a member of the T2K collaboration since 2019.
In 2018 and 2019 I took data with ND280 for T2K runs 9 and 10. Those Runs have already
been used in the latest oscillation analyses and used to show for the first time a potentially large
matter-antimatter asymmetry in neutrino oscillations [1, 2].

The possibility to study NC1π+ interactions as part of this thesis was suggested by Prof.
Federico Sánchez. The work of the NC1π+ analysis, presented in Chapters 6,7 and 8, is my
original work: The development of the selection algorithm, the evaluation and of its performance
and systematics, the fitting tests, fake data studies and preliminary cross-section results. It must
be noted that this study has been carried out within the T2K collaboration and, therefore, its
outcome relies and has benefit on the previous work of many researchers as well as on the
feedback and guidance of numerous T2K collaborators.

In Chapter 9, my contributions are relative to my participation to the refurbishments tasks
of Super-Kamiokande in 2018 in preparation for the addition of the Gadolinium salt to the
water and to the studies and confection of the ND280 upgrade Technical Design Report
(TDR) [3]. As part of the ND280 upgrade simulations and reconstruction working group I
played an important role in the development of the GEANT4 based simulation framework that
was used to perform the TDR physics studies and the determination and validation of the final
sub-detector envelopes. Concerning the physics studies, building upon the previous work of col-
laborators I calculated to final expected event rates, efficiencies and purities for the νµ CC studies.
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Chapter 10 describes the work relative to the HATPC technology. Under the supervision
of Dr. Thorsten Lux I joined the HATPCs project in 2018, when the overall HATPC design was
still under discussion. As part of the ND280 TDR, I implemented the HATPC geometry in the
simulation and used the early νµ CC studies to validate its design from the physics perspective.
I participated in setting up the first beam test in 2018 at CERN and collected data with a first
prototype of the new HATPCs readout, based on the ERAM modules. Later, I played a major
role on the first analysis of its data, presented in Ref. [4], doing a significant fraction of the final
studies (gas quality, gain, dE/dx) and substantially participating in others (pad uniformity, spatial
resolution). In 2019, a second beam test was done at DESY to test a second ERAM prototype.
The data was collected and analyzed by collaborators. Nonetheless, this new analysis was built
upon the strategies and software solutions developed for the CERN beam test and, consequently,
I continued actively involved in this study, specially at the beginning of the analysis, helping
collaborators to adapt the existing tools to perform the second analysis which can be found
in Ref. [5]. With respect to the field-cage development and construction, I attended to the
construction of the first prototype box with which I took data at CERN in 2019. In 2020 a second
box prototype was built and measured by collaborators in 2021 in a beam test at DESY. It was
later also tested in a second beam test at CERN in which I participated. The data of these last
two tests, not presented in Chapter 10, is still being analyzed by collaborators. The final detector
production is ongoing. This includes the fabrication and commission of the final boxes and the
manufacture of 40 ERAMs. Concerning the latter, I participated in the commissioning of the
final ERAMs using a dedicated test-bench at CERN.

Chapter 11 describes the work relative to the SuperFGD technology. My first interaction
with SuperFGD was in 2018, in the TPC beam test at CERN. On it, the final SuperFGD prototype
took data in the same beam line, placed behind the TPC were the first ERAM prototype was
being tested. Close to the finalization of the first ERAM prototype analysis and with the support
of my thesis supervisors, I decided to join the team analyzing SuperFGD’s prototype beam test
data. I adapted the TPC analysis software tools to the necessities of the SuperFGD prototype
analysis flow and I played a main role in the analysis of the data, producing a significant fraction
of the results reported in Ref [6]. In particular, I was responsible for the attenuation, light yield
and crosstalk measurements, for the search of gamma conversions, for the studies of the dE/dx
of different particles and its resolution for MIPs, inspired on the ERAM studies. Also inspired
by the ERAM analysis I proposed using a DBSCAN-based method to perform clustering in
SuperFGD using time-slices of 2D hits in windows of 100 ns. These ideas have been later
integrated in the final SuperFGD reconstruction flow. In that context, I made some of the first
studies on 2D to 3D reconstruction in SuperFGD which, together with collaborators, lead to the
development of a novel application of graph neural networks to perform 3D signal classification
in SuperFGD. In those studies, reported in Ref [7], I developed the simulation environment to
generate realistic detector signals, provided all datasets, designed all signal features to be input to
the Network and participated in the strategy conceptualization and evaluation of the systematic
uncertainties associated to the method. This method is also expected to be used in the final
reconstruction chain. Regarding the detection of neutrons in SuperFGD, I have worked on it since
its first studies. In 2019, as a continuation of the TDR physics studies, a project was suggested by
collaborators to study the physics potential of measuring neutrons in SuperFGD-like detectors. I
used the TDR simulation to estimate a realistic smearing for the reconstructed lepton kinematics
and I participated in the discussion of the optimal description of the time resolution for neutrons.
The results of the study are described in Ref. [8]. In 2020, the SuperFGD prototype was sent
to LANL and exposed to a beam of neutrons. Neutron data was collected and analyzed using
software tools adapted from those built to analyze the CERN beam test data the year before. As
one of its main contributors, I helped in the transition from one project to the other. In 2021,
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neutron data was collected again at LANL and I participated in the data taking remotely. Using
2020 and 2021 neutron beam test data, I suggested to Dr. Thorsten Lux to study the SuperFGD
hits’ time resolution dependence with the light yield. This project lead to a master thesis where
this measurement was done under my co-supervision.

In Chapter 12, the work relative to the ToF detector is presented. In the summer of 2021
I started a one year stay at CERN and at the University of Geneva, were the final ToF hardware
had been built. Under the guidance of Prof. Federico Sánchez and Dr Thorsten Lux, I decided
to join the ToF working group were I supported diverse activities, such as taking data, setting
up the analysis framework, doing installation tests, validating the DAQ, etc. As a result of the
discussions on how to characterize the ToF waveform signals with Prof. Federico Sánchez, I
developed a deep learning algorithm to perform data-driven detector signal characterization and
evaluated its performance and potential, as described in Ref. [9].

Aside of my activities reported in the former chapters I participated in a number of side
projects along the duration of the PhD. Together with Dr. Thorsten Lux I participated in the PHIL
project were we studied a new method to perform liquid biopsy as reported in Ref. [10]. Also
together with Dr. Thorsten Lux I joined activities related to the DUNE experiment, summarized
in Appendix A. I worked partially for DUNE during the summers of 2018 and 2019 in two
separate stays at CERN and became DUNE collaborator in 2019. In the first summer, along
with collaborators, I coated and tested 40 PMTs with tetraphenyl butadiene (TPB) for the
protoDUNE dual phase (DP) detector, as reported in Ref. [11]. In the second summer, the PMTs
were installed inside the protoDUNE-DP cryostat. I participated in the final preparation of the
cryostat and in the installation of the PMTs. The photo-detection system (PDS) of this detector is
reported in Ref. [12] and a study of its performance can be found in Ref. [13]. In 2021, I attended
remotely the International Neutrino Summer School where I made a project on Core-Collapse
Supernova (CCSN) neutrinos. This experience lead me to suggest a master thesis project to
Dr. Thorsten Lux with the aim to estimate the mass-hierarchy sensitivity of Hyper Kamiokande
in the eventuality of a CCSN. The master thesis is currently ongoing under my co-supervision.
In 2020, after conversations with a colleague working in proton computerized tomography (pCT)
I realized that the necessities of the pCT community to track and reconstruct protons could be
satisfied by recent hardware developments in the context of the ND280 upgrade. After feedback
from Dr. Thorsten Lux I proposed a novel range telescope named ASTRA and a synergy started
between IFAE, University of Birmingham and University of Geneva to evaluate the potential
performances of this conceptual device using numerical simulations. The outcome of the study, in
which I played a main role, is presented in Ref. [14] and summarized in Appendix B. Currently,
plans to request funding and to build and test a first prototype are ongoing. As a result of this
project in 2021 I suggested to Dr. Thorsten Lux a master thesis project to improve some of the
initial reported performances using machine learning. The master thesis is currently ongoing
under my co-supervision.



6

Part I

Theoretical background
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Chapter 2

Neutrino physics

“We must not forget that when radium was discovered no
one knew that it would prove useful in hospitals. The work
was one of pure science. And this is a proof that scientific
work must not be considered from the point of view of the
direct usefulness of it. It must be done for itself, for the
beauty of science, and then there is always the chance that
a scientific discovery may become like the radium a benefit
for humanity.”

– MARIE CURIE-SKŁODOWSKA

The work presented in this thesis focuses on studying neutrinos. Neutrino physics is a vast and
well established field of research within the domain of high energy physics (HEP). Studying
neutrinos has a been key in shaping our current understanding on how nature works at its most
elementary level and, still nowadays, plays a crucial role to push forward the theory. To under-
stand why, this chapter reviews the history of this field of research, its most prominent theoretical
features and our current experimental knowledge.

2.1 Neutrino history

2.1.1 Proposal, early theory and discovery

At the beginning of the 20th century the observation of new experimental phenomena was piling
up and an upraising quantum theory to explain it was under development. In particular, three
sources of natural radioactivity were known and under study: α, β, and γ. A major issue to
overcome was the apparent non-conservation of spin nor energy in β processes described as two
body decays at that time. In 1930 Pauli proposed a new particle, the neutrino1, ν, as a desperate
solution to the problem [17]. If true, the neutrino would be a neutral particle carrying the missing
energy and spin in β decays. In 1933, shortly after the neutrino was proposed and the neutron
was discovered, Fermi developed a theory involving neutrons, protons, electrons and neutrinos to
explain β decays [18]. It was the first precursor to the modern description of weak interactions2.
Remarkably, Fermi noticed already then that, due to the energy spectrum of β decays, neutrino
masses should be either zero or much smaller than that of the electron [19]. Fermi’s description

1He called it neutron, but after the modern neutron was discovered by Chadwick in 1932 [15] Pauli’s neutron was
re-named by Fermi and his student Amaldi to its final diminutive name neutrino [16].

2Fermi’s paper was such a breakthrough that was rejected by Nature ’because it contained speculations too remote
from reality to be of interest to the reader’. This in turn, motivated Fermi to move from theory to experimentation.
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of the β decay considered only transitions where the outgoing particles have antiparallel spin. In
1936, Gamow and Teller [20] showed that Fermi interactions including transitions with outgoing
particles with parallel spins are also possible. In 1934, using Fermi’s theory, Bethe and Peierls
calculated the cross-section for detecting neutrinos from β decays to be σ < 10−44 cm [21]. Such
a remarkably small value led them to conclude: ‘It is therefore absolutely impossible to observe
processes of this kind with the neutrinos created in nuclear transformations.’ [21]. In 1936, the
muon µ was discovered in cosmic rays by Anderson and Neddermeyer [22] and confirmed by
Street and Stevenson [23] with no apparent connection to neutrinos. In 1938 muons from cosmic
rays were observed to decay3 [25] and in 1940 evidence was found in cosmic rays4 for the emis-
sion of β particles in muon decays [28]. Given the mass difference between both, the presence of
a neutrino in the decay was suspected. In 1949 the energy distribution of the decay electrons was
measured to be continuous [29] suggesting the presence of not one but two neutrinos in the final
state of the muon decay. In 1951 the cross-section for the free neutron decay was measured [30]
allowing to have a reliable prediction±25% [31]) for the cross section of the antineutrino capture
by the proton. In 1953 Konopinski and Mahmoud [32] proposed the law of lepton number conser-
vation which for the first time introduced a clear difference between neutrinos and antineutrinos
and suggested that the two neutrinos emitted in muon decays could be different. The means to
attempt an experiment would be provided by Fermi who, in the mid 1930s, had transitioned to
experimental physics and following the recent findings from Joliot-Curie [33] started looking into
inducing artificial radioactivity by bombarding heavy atoms with neutrons. Under the context of
World War II, Fermi led the construction of the first human-made nuclear fission reactor which
went critical on 1942 [34]. According to the theory it was known that nuclear reactors should
be tremendous sources of neutrinos, allowing in the 1950s to attempt two experiments to finally
detect the neutrino. On one hand, Davis tried to measure the neutrino for the first time in 1954
via the lepton number violating process:

ν̄e + n→ p+ e−

without success [35]. On the other hand, an experiment led by Cowan and Reines in 1956 at the
Savannah River Nuclear Plant succeeded measuring the process:

ν̄e + p→ n+ e+

confirming the existence of the neutrino and the difference between neutrinos and antineutri-
nos [31]. Six years later, in 1962, the existence of a second neutrino flavor, the νµ, would be
confirmed by Lederman, Schwartz and Steinberger [36].

2.1.2 The birth of the Standard Model

In the decade of the 1930s, while computing physical observables using early quantum electro-
dynamics (QED), unphysical results in the form of infinities were found [37, 38, 39]. This funda-
mental problem of the theory was overcome in the 1940s by Tomonaga, Schwinger and Feynman
whom, in doing so, rebuilt the mathematical description of QED5. Their work was combined by
Dyson in 1949 [41] directing HEP towards the theoretical formalism that continues being used to-
day. During the 1950s Yang and Mills [42] illustrated the types of symmetries and invariances any
field theory must satisfy. In 1955 Dirac described QED in a gauge-invariant formalism realizing
that the symmetry group U(1) dictates the form of the interactions involving the electromagnetic

3Incidentally, the study of muon decays allowed to experimentally test special relativity predictions about time
dilation for the first time [24].

4In the early 1940s Fermi [26] and Rossi [27] grounded the theory to study cosmic rays which would be seminal
for the development of many important experimental techniques.

5A great insight on this process can be found on Feynman’s Nobel Lecture [40].
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field with the photon as the gauge boson [43]. Thus, QED was the first renormalizable theory
to arise in a gauge invariant fashion. It provided excellent predictions for the behavior of funda-
mental particles and in consequence, it was regarded as a template to build up field theories able
to describe all other types of interactions. In 1956 Lee and Yang proposed that parity could be
violated in weak interactions to solve the so-called τ − θ (modern kaon) puzzle [44]. This was
proven experimentally to be correct by Wu in 1957 [45]. In 1958 the theory of weak interactions
was casted into its modern V-A shape by Feynman and Gell-Mann [46]. In 1961 Glashow showed
that QED and weak interactions could be united in a single electroweak description [47]. In 1961
Nambu [48] and Golstone [49] paved the way for the description of the phenomena of spontanous
symmetry breaking in HEP6. In 1964 three teams formed by Brout and Englert [51], Higgs [52],
and Guralnik, Hagen and Kibble [53] described what is known today as the Higgs mechanism.
This culminated in 1967 with the work of Salam [54] and Weinberg [55] whom independently
presented a full description of the electroweak interaction under the SU(2)LU(1) symmetry group
spontaneously broken by the Higgs field which predicted three new bosons, W± and Z0, as well
as the existence of weak neutral currents. Weak neutral currents were observed in 1973 in neu-
trino interactions measured in the Gargamelle experiment [56], confirming the great success of
the electroweak unification.
In the 1960s the advancements in accelerator technology had unraveled a confounding variety
of particles, nicknamed the particle zoo, creating great confusion and disconcert. In 1964 Gell-
Mann [57] and Zweig [58] proposed the SU(3) gauge symmetry group to explain the particle
zoo as arising from more fundamental constituents, named quarks by Gell-Mann, which at that
time were thought to be three: up, down and strange. This new symmetry group required 8
gauge bosons, named gluons. The concept of color to intuitively represent SU(3) was introduced
in 1965 by Greenberg [59] and Han and Nambu [60], such that this theory would eventually
be named Quantum Chromodynamics (QCD). In 1968, experiments at SLAC showed hints of
a sub-structure in protons in deep inelastic collisions. An effective theory to study them, later
extended by Bjorken [61], was originally developed by Feynman7 [62] who dubbed partons the
inner-components of the nucleons8. In 1970 Glashow, Iliopoulos and Maiani [63] presented the
so-called GIM mechanism to explain the experimental non-observation of flavor-changing neutral
currents, this model predicted the existence of a new quark, the charm. In 1973 Kobayashi and
Maskawa [64] extended the number of quarks to six to explain the experimental observation of
CP violation. The two new quarks were named as top and bottom in 1975 by Harari [65]. In
1974 the quark model was finally accepted when two teams, led by Ting [66] and Richter [67],
independently discovered the J/Ψ meson formed by a charm anticharm quark pair. Also in 1974,
a team headed by Perl found the tauon τ at SLAC [68, 67], increasing the number of leptons
from two to three and suggesting the existence of a tau neutrino ντ . In 1977 the bottom quark
was experimentally found at Fermilab by a team led by Lederman [69], and that same year the
term generation was coined by Harari [70]. The much more massive top quark was discovered
in 1995 at Fermilab [71], and in 2000 the DONUT collaboration detected the tau neutrino [72].
The theory arising in the 1970s, including all of the former particles and their interactions, would
eventually get to be known as the Standard Model (SM) of HEP [73]. The last missing piece of
the Standard Model, the Higgs boson predicted in 1964, was finally discovered in the early 2010s
by the CMS [74] and ATLAS [75] experiments at CERN.

6Described earlier in the context of superconductivity [50].
7The paper has deep implications on the experimental approach to measure accelerator collisions, e.g. in the paper

the concept of exclusive and inclusive cross-section measurements, very much used later in this thesis, are introduced.
8Initially, the HEP community was reluctant to identify partons with quarks and gluons. However, the sub-structure

observed at SLAC would eventually be identified as up and down quarks as further evidence piled up. Nonetheless,
the two descriptions continue to be used today as they have complementary features.
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2.1.3 Neutrino oscillations

Whereas from the 1960s to the 2000s the modern picture of HEP evolved with remarkable success,
the phenomenology of neutrinos started to departure from that of massless particles as assumed
in the SM. First, the idea of neutrino oscillations, only possible for massive neutrinos, arose in the
theory. As early as 1937 Majorana realized that neutrinos might be their own antiparticles [76].
Building on this concept in 1957 Pontecorvo proposed neutrino-antineutrino oscillations in anal-
ogy with neutral kaon mixing [77]. This work was followed up in 1962 by Maki, Nakagawa
and Sakata [78] and completed in 1967 by Pontecorvo [79] to describe the oscillatory transitions
not from neutrinos to antineutrinos but among neutrinos of different flavors. To experimentally
study neutrino oscillations three elements are needed: A source of neutrinos, a detection method
and a prediction of the rate of interactions under the unoscillated hypothesis. A potential source
was presented in 1939 when Bethe showed using Fermi’s theory that the energy produced by
the Sun might have its origin in thermonuclear reactions [80] such that a high flux of neutrinos
would be produced in the Sun. In 1945, Pontecorvo realized that neutrinos coming from the Sun
could transform 37Cl nucleus it into an unstable 37Ar allowing its direct detection [81]. It was
not until the 1960s that the Homestake experiment, led by Davis, detected for the first time solar
neutrinos [82] using Pontecorvo’s method. Remarkably, this was achieved only a few years after
the first discovery of the neutrino and signified the birth of neutrino astrophysics. There was,
however, a caveat. A very significant neutrino deficit was found when comparing the expected
number of neutrino interactions, calculated by Bahcall [83], to the measurements. This was the
first historical hint for neutrino oscillations, however, it was not identified as such until other ex-
periments reported additional measurements. In the 1990s, similar flux deficits were found in the
GALLEX/GNO [84, 85] and the SAGE [86] experiments, which used Gallium instead of Chlo-
rine, sensitive to lower neutrino energy detection thresholds. The appearance of Water Cherenkov
detectors able to study neutrino interactions in an event-by-event basis was a major step forward
in the study of neutrino oscillations. The first of this new type of detectors was the Kamioka
Nucleon Decay (KamiokaNDE) experiment [87], built in the 1980s. Although it was originally
designed to search for proton decay signatures, in 1985 it was upgraded and optimized for neu-
trino detection and became the world reference neutrino observatory9. In 1989 the Kamiokande
experiment was able to prove that the measured flux of neutrinos was indeed coming from the Sun
by measuring the recoil direction of electrons ejected by neutrino elastic scattering interactions
and provided further evidence for the deficit of solar neutrinos [91]. In the 1990s Kamiokande also
found a deficit in the predicted flux of atmospheric neutrinos [92], a major independent indication
in favor of the true existence of neutrino oscillations. In 1996 an evolution of the Kamiokande
experiment, the Super Kamiokande (SK) detector was built. Finally, in 1998 SK reported for the
first time10 direct evidence of neutrino oscillations in atmospheric neutrinos [94]. In 2002, the
solar neutrino problem was solved by the SNO experiment, which demonstrated that the deficit in
the solar neutrinos flux was produced as the result of matter effects in neutrino oscillations11 [96]
earlier described by Wolfenstein [97] and Mikheyev and Smirnov [98] in the 1980s.

2.1.4 Overview of a new era: status and prospects

The discovery of neutrino oscillations proved that neutrinos are massive particles in disagree-
ment with their Standard Model description. In addition to the unknown origin and value of their

9As a remarkable apart, in 1987 neutrinos coming from a Super Nova (SN 1987A) were measured for the first and
only time in history in the Kamiokande [88], IMB [89] and Baksan [90] experiments.

10The eagerly expected results from SK were first presented by Kajita at the 1998 Neutrino conference [93].
11To do so, SNO measured charge-current (CC), neutral-current (NC) and elastic scattering (ES) solar neutrino in-

teractions. Whilst neutrinos of all flavors interact via NC, CC interactions were only sensitive to electron neutrinos.
Moreover, CC and ES flux were also related by ΦES ≈ 4

3
ΦCC [95]. All predictions matched the SNO observa-

tions. [96]
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masses (m1, m2, m3), four additional parameters consisting of three angles (θ12, θ13, θ23) and
one CP violating phase (δCP ) ruling the phenomenon of the oscillations were either largely or
completely unknown. Thus, the main goal of the new era in neutrino physics, which is still ongo-
ing, is to experimentally determine the value of the new degrees of freedom with high accuracy.
In order to set up the grounds to study this parameters and contextualize their scientific signifi-
cance, the next sections of this Chapter will review the most prominent features of HEP theory
regarding neutrinos, as well as the current knowledge about their physics in light of the existing
measurements. It is however useful to state from the beginning that the origin of the neutrino
masses is currently unknown, that only upper bounds exist concerning the value of the neutrino
masses and that their relative size (m2 > m3 or m3 > m2) is unknown. Although all of the
three mixing angles have been measured to be different from zero, the value of δCP , potentially
of crucial importance to understand the matter-antimatter asymmetry in the universe [99, 100],
remains largely uncertain.
To tackle this questions there is an ambitious experimental program ongoing which will largely
increase the experimental sensitivity in the next years. Specially relevant to understand neu-
trino masses will be the future results of the ongoing experiment KATRIN [101], the search for
Majorana signatures at the many experiments described in section 2.4.1, and the results of the
next-generation cosmological surveys. Regarding oscillations, major improvements are expected
to come with the upgrades of T2K [3] discussed in this thesis and IceCube [102]. In addition,
the construction of several new major neutrino oscillation experiments with unprecedented bud-
gets is ongoing: KM3NeT [103] and Baikal-GVD [104] which will complement IceCube for a
full sky view of high energy neutrinos, Hyper Kamiokande [105] which also opens the door to
T2HK [106] (from 2027) and possibly T2HKK [107] further in the future, JUNO [108, 109] and
DUNE [110, 12, 111, 112]. Therefore, as of today, the future of neutrino physics is bright.

2.2 Neutrino theory

Abundant literature exists discussing the theoretical grounds of neutrino physics, both in the con-
text of the Standard Model and beyond. The following sections introduce a summary of the most
prominent knowledge, equations and remarks that currently constitute the basics of this field of
research. The reader might find additional details, demonstrations and insights in excellent avail-
able textbooks, out of which I highlight those in Refs. [113, 114, 115, 116, 117].

2.2.1 The neutrino in the Standard Model

The Standard Model of particle physics (SM) is a relativistic quantum field theory classifying
and describing the properties of all the known elementary particles as well as their interplay
through three of the four fundamental interactions we are aware of, i.e electromagnetic, weak and
strong, but not gravitational. The SM calculations have shown for decades excellent agreement
with experimental data. In addition, for its theoretical self-consistency several predictions were
made that, over years, have been demonstrated to be correct. Consequently, the SM is nowadays
nominally accepted by the HEP community as the best existing description of nature at its funda-
mental level. The SM describes the fundamental particles and its interactions as quantum fields
of half-integer (fermions) or integer (bosons) spin belonging to the gauge symmetry group

GSM = SU(3)C︸ ︷︷ ︸
color

×SU(2)L︸ ︷︷ ︸
weak isospin

×U(1)Y︸ ︷︷ ︸
hypercharge

SSB→ SU(3)C︸ ︷︷ ︸
QCD

×U(1)EM︸ ︷︷ ︸
QED

. (2.1)

GSM is spontaneously broken (SSB) by the Higgs field. As in all gauge theories GSM fixes
the number and properties of the vector gauge bosons leaving only as free parameters the gauge
couplings which need to be experimentally measured. In GSM three different interaction types
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(or forces) are described. The group SU(3)C has 8 massless generators, the gluons, carrying a
charge referred to as color. The groups SU(2)L×U(1)Y are intertwined and have four generators
that after the SSB can be identified with three massive (W± and Z0) and one massless ( photon
γ) gauge bosons.
In gauge theories the fermions and scalar bosons are left unconstrained, in the sense that they
might, or might not, be realized in nature. If they do exist, however, they must transform under
the GSM symmetry group, and accordingly, their fundamental properties must be described by
the representations of GSM . In addition, not all choices of representations are allowed, as the
sets occurring in nature must cancel anomalies out. Consequently, the fermion and scalar content
of the SM is chosen heuristically to match up experimental evidence under the former rules.
In its current description, the SM has a single scalar boson, the Higgs, and twelve fermions,
encompassed in three groups of four, forming a hierarchical structure often referred to as fermion
generations: [

νe u
e d

]
︸ ︷︷ ︸

1st generation

,

[
νµ c
µ s

]
︸ ︷︷ ︸

2nd generation

,

[
ντ t
τ b

]
︸ ︷︷ ︸

3rd generation

.

Each generation spans a copy of fermions, identical from the symmetry group perspective. The
mass of their fermions, however, gradually grows as one moves from the first to the third genera-
tion12. In each generation, two fundamentally different types of fermions can be found. On one
hand, up, down, charm, strange, bottom and top (u, d, s, c, b, t) are known as quarks q, and are
sensitive to all the SM interactions. On the other hand the electron, muon, tauon (e, µ, τ ) and their
associated neutrinos (νe, ν, ντ ) are known as leptons ℓ, insensitive to the strange force. Finally, an
important difference exists among leptons. Whereas e, µ and τ interact via the electromagnetic
and weak forces, the neutrinos only interact through the latter.
Fermions can form bound-states. In particular, u and d quarks are the constituents of protons
(uud) and neutrons (udd) which together with electrons are the most abundant building blocks of
matter in form of atoms. Bound-states of quarks are named, with generality, hadrons. Hadrons
with three quarks, such as neutrons and protons, are called baryons whereas quark-antiquark
bound-states are referred to as mesons where pions π are their lightest form.

The Standard Model Lagrangian

Observables, e.g. cross-sections and decay-rates, are functions of the probability amplitude M of
a given transition to happen between and initial and final state. In practice, such an amplitude is
calculated from the action of the system which is a function of the Lagrangian density L which
contains the dynamical information of the system. For a given model, L can be built writing up
the most general expression invariant under the model’s symmetries. In the case of the SM such
a Lagrangian is LSM .

The electroweak Lagrangian before SSB

As neutrinos do not carry color charge for the sake of studying neutrino phenomenology it is
enough to study the electroweak Lagrangian LEW , which before SSB is

LSM ⊃ LEW = Lg + Lf , (2.2)

12A rule that might be broken exclusively by neutrinos, as later discussed in Sec. 2.3.1.
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with

Lg = −
3∑

a=1

1

4
Wµν
a W a

µν −
1

4
BµνBµν , (2.3)

and

Lf =

N∑
i=1

Qii /DQi + uii /Dui + dii /Ddi + Lii /DLi + eii /Dei . (2.4)

Here:

• Lg is the kinetic term for the gauge bosonsWµ
a andBµ, involving the field strength tensors

Bµν and W a
µν defined as

Bµν = ∂µBν − ∂νBµ and W a
µν = ∂µW

a
ν − ∂νW a

µ − gϵabcW b
µW

c
ν . (2.5)

• Lf is the kinetic term for the fermions. The index i iterates over generations, Q and L are
left-handed doublets

Q1,2,3 =

((
uL
dL

)
,

(
cL
sL

)
,

(
tL
bL

))
, L1,2,3 =

((
νeL
eL

)
,

(
νµL
µL

)
,

(
ντL
τL

))
(2.6)

and u, d, e are right-handed singlets

u1,2,3 = uR, cR, tR, d1,2,3 = dR, sR, bR and e1,2,3 = eL, µR, τR . (2.7)

Both left- and right-handed fermion fields being Weyl spinors. Feynman slashed notation
is used such that /D = γµDµ where

Dµ = ∂µ − i
g

2
Y Bµ − i

g′

2

a=3∑
a=1

TaW
a
µ (2.8)

is the covariant derivative involving the generators of the SU(2)L and U(1) groups, τa and
Y respectively, with associated couplings g and g’.

The electroweak SSB

If a complex scalar doublet ϕ is included in the model additional terms need to be considered and
the electroweak Lagrangian becomes

L ′
EW = LEW + Lh + Ly , (2.9)

where Lh and Ly are defined as

Lh = |Dµϕ|2 − V (|ϕ|) = |Dµϕ|2 − µ2(|ϕ|)− λ(|ϕ|)2 , (2.10)

Ly = −yiuϕcQiui − yid ϕQidi − yeϕLiei + h.c. . (2.11)

Here:

• Lh is the Higgs Lagrangian describing the interactions of the scalar doublet ϕ = ϕ1 + iϕ2
with itself and with the gauge bosons implicit in the covariant derivative. The potential V
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has a set of minima defined by the circle equation

ϕ21 + ϕ22 =
−µ2
2λ

. (2.12)

Notoriously, choosing a particular minimum spontaneously breaks the Lagrangian sym-
metry. A usual choice (convention) is, ϕmin1 = v, ϕmin2 = 0, where v ≡

√
−µ2/2λ is

the so-called vacuum expectation value (VEV). In a physical scenario where v = 0, Lh

and Ly vanish. However if v > 0, the symmetry is broken. The physical consequences
of a non-null VEV are revealed in the former equations by the use of the field definitions
H ≡ ϕ1− v, ξ ≡ ϕ2 which upon substitution into |Dµϕ|2 lead to a collection of new terms
involving H, ξ and v. Then, the Lagrangian can be rearranged by redefining the gauge vec-
tor bosons (in the process some of them acquire mass) and ξ can be set to zero using gauge
symmetry (this is the so-called unitarity gauge).

• Ly contains couplings between the scalar doublet ϕ and the fermion fields. The Higgs
doublet allows to connect left-handed and right-handed spinors which, through SSB, form
the so-called Dirac mass terms. This can be readily seen by doing the matrix product of the
multiplets in LY and evaluating the Higgs field at its minimum

Ly =
yiuv√
2
uLuR +

yidv√
2
dLdR +

yiev√
2
eLeR + h.c. =

∑
ψ=u,d,e

mi
ψ(ψLψR + ψRψL︸ ︷︷ ︸

ψψ

) . (2.13)

Where for m > 0 the Weyl spinors ψL,R get mixed into Dirac bispinors ψ. In general,
Dirac bispinors, ψ, can be decomposed into two Weyl spinors by means of the projection
operators

ψL,R = PL,Rψ =

[
1∓ γ5

2

]
ψ . (2.14)

In Eqs. 2.11 and 2.13 the index i iterates over generations and the parameters yiu,d,e are
the so-called Yukawa couplings. Remarkably, the masses mi

u,d,e are proportional to the
couplings provided that v is identical for all fermions. Hence, one might expect that in the
absence of an underlying mechanism that modifies the Yukawa couplings all masses would
be similar. However, that is experimentally known to not be true, e.g. mu/md is O(1) but
mu/mt is O(10−5). Moreover, upon SSB a number of terms are generated from Ly which
contain both fermion fields and the Higgs, responsible for the Higgs-fermion interactions.

The electroweak Lagrangian after SSB

After spontaneous symmetry breaking, field redefinitions lead to the following gauge bosons:

W±
µ =

1√
2

(
W 1
µ ∓ iW 2µ

)
with mass mW = g

v

2
. (2.15)

Z0
µ =

1√
g2 + g′2

(
gW 3

µ − g′Bµ
)

with mass mZ =
v
√
g2 + g′2

2
. (2.16)

Aµ =
1√

g2 + g′2
(g′W 3

µ + gBµ) with mass mA = 0 . (2.17)
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As a result three gauge bosons are massive (W±
µ , Z

0
µ) whereas the photon field (Aµ) remains

massless. The covariant derivative becomes

Dµ = ∂µ − i
g√
2
(W+

µ T
+ +W−

µ T
−)− i g

cos θW
Zµ(g

2T 3 − g′2Y )− ieAµQ , (2.18)

with T± = T 1 ± iT 2. The electroweak unification is explicit by means of

g =
e

sin θW
, e =

gg′√
g2 + g′2

and Q = T 3 + Y , (2.19)

where e is the electron’s electric charge, θW is the Weinberg angle satisfying mW = mZ cos θW
and Q is the electric charge quantum number (-1 for electrons, 2/3 for up-type quarks, 1/3 for
down-type quarks and 0 for neutrinos). Moreover, the Fermi constant can be written as a combi-
nation of the previous parameters, i.e GF = g/4

√
2m2

W .
With the previous modifications, the new terms in the electroweak Lagrangian can be grouped as

LEW = LK + LNC + LCC + LH + LV + LHV + LY . (2.20)

Here:

• LK is the kinetic term, containing the dynamic terms (those with partial derivatives) for all
bosons and the mass terms for all the fermions, the Higgs, and the massive gauge bosons.

• LH contains the three-point and four-point Higgs interactions with itself.

• LV contains the three-point and four-point gauge vector boson interactions with them-
selves.

• LHV contains the Higgs interactions with the gauge vector bosons.

• LY contains the Higgs interactions with the fermions.

• LNC and LCC are the neutral- and charged-current electroweak interactions. This terms
arise from the multiplication of fermion fields with the gauge boson fields in the covariant
derivative and are, for the study of neutrino physics, the most important ones as are the only
interaction terms in the SM which involve neutrino fields. In particular, all interactions with
neutrinos are described by

LCC ⊃ L
(W )
L = − g

2
√
2

 ∑
i=e,µ,τ

2νL
iγµℓiL

W+ + h.c.

= − g

2
√
2
jµW,LW

+ + h.c. (2.21)

and

LNC ⊃ L
(Z)
L =

g

2cosθW

 ∑
i=e,µ,τ

2gνLνL
iγµνiL + 2gℓLℓL

iγµℓiL + 2gℓRℓR
iγµℓiR

Zµ

=
g

2cosθW
jµZ,LZµ , (2.22)
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Fermions gV gA

νe, νµ, ντ gνV = 1
2 gνA = 1

2
e, µ, τ gℓV = −1

2 + 2s2W gℓA = −1
2

u, c, t gUV = 1
2 − 4

3s
2
W gUA = 1

2
d, s, b gDV = −1

2 + 2
3s

2
W gDA = −1

2

TABLE 2.1: Values of gV and gA for the fermion fields with sW ≡ sin θW . The superscripts ν, ℓ, U,D
indicate, respectively, a generic neutrino, charged lepton, up-type quark, and down-type quark.

with jµZ,L and jµW,L being the weak neutral and charged currents associated to leptons. The
coefficients gνL, g

ℓ
L, g

ℓ
R are in general for a fermion f described by

gfL = T f3 + gfR and gfR = −qf sin2 θW . (2.23)

Here T3 is the third component of the weak isospin and qf is the electromagnetic charge of
the fermion such that using the definitions

gfV = gfL + gfR = T f3 − 2qf sin2 θW and gfA = gfL − g
f
R = T f3 (2.24)

it is possible to write jµZ,L as

jµZ,L =
∑

i=e,µ,τ

νiγµ(gνV − gνAγ5)νi + ℓiγµ(gℓV − gℓAγ5)ℓi . (2.25)

Notice that γµ transforms like a vector whereas γµγ5 transforms like an axial-vector. Thus,
the couplings gV and gA are respectively named the vector and axial couplings, such that
the structure of weak interactions is often referred to as V-A. In the case of quarks, one
finds

jµW,Q =
∑

i=1,2,3

2uL
iγµdiL (2.26)

and

jµZ,L =
∑

i=1,2,3

uiγµ(gUV − gUAγ5)ui + diγµ(gDV − gDA γ5)di . (2.27)

To perform calculations it is useful to have in mind the values of gV and gA presented in
Table 2.1.

The Standard Model parameters

The SM Lagrangian contains physical parameters, constants in LSM , not predicted by the theory
but playing a fundamental role in the calculation of observables. In total, 26 free parameters can
be identified, including 7 relative to neutrinos. Which ones to use is a matter of choice due to the
existing relations connecting them. By specifying the values of these parameters one can control
all SM predictions. A possible particular choice is:

• The electromagnetic, weak, and strong couplings ge, gw, gs.

• The electroweak symmetry breaking scale v.

• The Higgs mass mH .
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• The three mixing angles θCKM12 , θCKM23 , θCKM13 and the CP violating phase δCKPCP contained
in the Cabibbo-Kobayashi-Maskawa (CKM) matrix, ruling quarks mixing.

• The three mixing angles θPMNS
12 , θPMNS

23 , θPMNS
13 and the CP violating phase δPMNS

CP

contained in the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix, ruling neutrino mix-
ing.

• The twelve fermion masses me, mµ, mτ , mν
1 , mν

2 , mν
3 , mu, md, ms, mc, mb and mt.

• The angle Θ quantifying the amount of CP-violation in pure QCD interactions13.

The current experimental knowledge on this values, is collected and annually published by the
Particle Data Group [119]. Notably, in the discussion presented up to now neutrinos have assumed
to be massless. The motivations for this choice are two-fold. On one hand, all of the equations
presented so far are with generality excellent approximations to perform electroweak calculations
since neutrino masses are know to be small enough to be generally omitted without measurable
consequences14. On the other hand a full description of neutrino masses is not available at the
Lagrangian level as to do so extensions that go beyond the Standard Model are necessary.

2.2.2 The neutrino beyond the Standard Model

Since its inception the SM has been known to be, at most, an approximate theory surfacing from
a more fundamental one. At least a fourth type of interaction is known to exist, gravity, for which
there is not a successful description at the quantum level. Moreover, cosmology provides solid
evidence of the existence of dark matter and dark energy in the Universe with still rather unknown
properties. Even within the SM there are unsettling aspects. To quote some of the most relevant:

• The hierarchy problems. Why is the gravity coupling strength so low with respect to the
other interactions? Why the Higgs mass is so light compared to the Plank mass?

• The structure of generations. Is there an underlying theory to explain the observed fermion
masses? Is there a fundamental explanation for the CKM hierarchical pattern? Why are
there three generations?

• The elementary charge. Why quarks have multiples of 1/3 the charge of the electron?

• The matter-antimatter imbalance. Why is there much more matter than antimatter in the
Universe?

• The strong CP problem. Why there is not (or extremely small) CP violation in pure QCD
processes?

These open questions have attracted the research efforts of many. On the theoretical end, re-
searchers have sought for SM extensions either simplifying the current picture, looking for grand
unification theories (GUTS) or including extra features, such as dark matter candidates. Those
efforts have led to developments of generalized and powerful frameworks, such as Super Symme-
try and String theory, each with its own appeals and caveats. However, so far, no new physics has
been found and many theoretically appealing BSM models have already been excluded. On the
experimental end, under the light of the initial LHC results it might very well be that new physics
lies at an energy scale far from the reach of modern collider experiments, even if great hopes
were placed in theories predicting new physics around the TeV scale. The LHC will continue
taking data for another two decades during which it will continue to be undisputed as the most

13Θ is experimentally tightly compatible with zero constituting the strong CP problem and motivating the experi-
mental search for axions [118].

14The one exception is that of neutrino mixing.
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powerful collider in the world. Along its operation it will continue to increase very significantly
its accumulated data. Thus, the main hopes for finding new physics on collider experiments in the
next decades remain in the discovery of SM-forbidden processes with very small cross-sections,
or in the identification of tension in SM observables getting BSM corrections from physics at an
upper energy scale.
The up to now scarce hints of new physics at collider experiments, which have for decades cen-
tralized the development of HEP, and the difficulty and economic cost of upgrading them beyond
the TeV scale are approaching the field to a possible change of paradigm. Evidence of this tran-
sition can be found in the increasing amount of monetary resources directed to build non-collider
experiments. In particular, one must highlight the proliferation of experiments seeking for hidden
sector particles such as dark matter candidates, the construction of gravitational wave detectors,
cosmological probes, and neutrino experiments. This new experimental trend is theoretically
well-grounded. Dark matter candidates are known to exist and its discovery would greatly help to
focus the theoretical efforts. The study of gravitational waves (GW) is an emerging field, provid-
ing completely new information about gravity, the less known of all forces. Cosmological probes
provide a unique way to peer into otherwise unreachable energy scales by measuring data directly
influenced by the super-hot start of the Universe.
Finally, neutrino experiments are interesting for a number of reasons. In contrast to all of the for-
mer research avenues, neutrinos are both directly connected to the HEP particle description (GW
and cosmology are only indirectly informative of the microscopic behavior) and can be readily
measured in experiments (finding dark matter in direct search experiments is not guaranteed).
Moreover most current SM limitations have tentative connections with BSM neutrino physics.
First, neutrino physics is a direct probe to the hidden sector, e.g. via PMNS unitarity, and there-
fore informative of possible dark matter candidates, such as sterile neutrinos. Second, neutrino
masses are remarkably small and hence likely connected to otherwise inaccessible energies, e.g.
via the see-saw mechanism. Third, the generational resemblance of quarks and leptons might
be pointing into a higher energy scale, e.g. that of a possible leptoquark unification. If there is
a fundamental link, informative patterns might emerge in the neutrino mass values, their hierar-
chy, and in resemblances on the CKM and PMNS angles. Fourth, the observed matter-antimatter
asymmetry can not be explained with the measured amounts of CP violation in the quark sector,
however, it might be explained if CP violation is large in neutrino oscillations. Finally, neutri-
nos are invaluable probes for cosmological and astrophysical research. The exploration of solar
neutrinos, supernova neutrinos, supernova relic neutrinos and super high energy astrophysical
neutrinos, united to the rising field of multi-messenger astronomy makes neutrinos key pieces to
better understand microscopic phenomena in the domain of gravity.

2.3 Neutrino oscillations

Neutrino oscillations arise from the fact that neutrino flavor eigenstates (νe, νµ, ντ ) are unequiva-
lent to neutrino mass eigenstates (ν1, ν2, ν3). Both bases, flavor and mass, are rotated such that a
unitary transformation is needed to transform vectors from one basis to the other. Such transfor-
mations are encoded into an n× n unitary matrix U which is named in general the UPMNS matrix
after Pontecorvo, Maki, Nakagawa and Sakata. By convention UPMNS is typically parametrized
asνeνµ

ντ

 =

1 0 0
0 c23 s23
0 −s23 c23

 ·
 c13 0 s13e

−iδCP

0 1 0
−s13eiδCP 0 c13

 ·
 c12 s12 0
−s12 c12 0
0 0 1


︸ ︷︷ ︸

UPMNS

·

ν1ν2
ν3

 .

(2.28)
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where cij = cos(θij), sij = sin(θij) and δCP is the CP-violating Dirac phase. In shorthand
notation, flavor states |να⟩ can be written as superpositions of mass eigenstates |νi⟩ as

|να⟩ =
∑
i

U∗
αi |νi⟩ , (2.29)

where α = e, µ, τ and i = 1, 2, 3. Mutatis mutandis,

|νi⟩ =
∑
α

Uαi |να⟩ . (2.30)

The mass eigenstates are solutions of the time-independent Schrödinger equation

H |νi⟩ = Ei |νi⟩ , (2.31)

where H is the Hamiltonian and Ei are the eigenvalues associated to the states |νi⟩ .

2.3.1 Oscillations in vacuum

In vacuum, the Hamiltonian eigenvalues are

Ei =
√
p2 +m2

i (2.32)

such that neutrino flavor states |να(t)⟩ evolve in time as

|να(t)⟩ =
∑
i

U∗
αie

−iEit |νi⟩ . (2.33)

Then, writing the mass states in the flavor basis follows

|να(t)⟩ =
∑
i

∑
β

U∗
αiUβie

−iEit |νβ⟩ . (2.34)

Therefore, a pure flavor state evolves with time t into a superposition of flavor states. The proba-
bility amplitude A for the transition of one flavor state into another, i.e. να → νβ , is

A(να → νβ)(t) = ⟨νβ|να(t)⟩ =
∑
i

U∗
αiUβie

−iEit . (2.35)

Thus the measurable observable, the probability, is

P (να → νβ) = |A(να → νβ)|2 =
∑
i,j

U∗
αiUβiUαjU

∗
βje

−i(Ei−Ej)t . (2.36)

Since neutrino masses are much smaller than their typical kinetic energies in all the existing

neutrino oscillation experiments the approximations t ≈ L and pi =
√
E2 −m2

i ≈ E −m2
i /2E

hold and, consequently, it is useful to rewrite the former expression as

P (να → νβ) =
∑
i,j

U∗
αiUβiUαjU

∗
βj exp

(
−i

∆m2
ijL

2E

)
. (2.37)

Where the defintion ∆m2
ij ≡ m2

i − m2
j has been used. Hence, the oscillation probability is

parametrized by four PMNS values θ12, θ23, θ13, δCP (analogous to the CKM parameters), and
two squared-mass differences ∆m2

21 and ∆m2
31, (given that ∆m2

32 = ∆m2
21 - ∆m2

31) that modern
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experiments try to precisely quantify.
The observation of neutrino oscillations has remarkable implications explicit in Eq.2.37. On one
hand both non-null neutrino masses and oscillation angles are necessary and on the other hand
lepton flavor is not conserved in oscillations. Moreover, neutrino oscillations might not conserve
CP symmetry.
Experimentally, the mass differences are known to be of the order of 10−4 eV2 and modern
oscillation experiments often work with distances, L, on the order of kilometers and neutrino
energies E of the order of the MeV or GeV. Consequently, the argument in Eq.2.37 in natural
units (c = ℏ = 1) is often expressed in SI units as

∆m2
ijc

3L

4ℏE
= 1.27

∆m2
ijL

E

[
eV2 · Km

GeV

]
. (2.38)

In neutrino oscillation experiments two searches can be done: appearance (α = β) and disap-
pearance (α ̸= β) measurements, wherein the deficit or excess of νβ is respectively studied.
Notice that

P (να → να) = 1−
∑
β ̸=α

P (να → νβ) . (2.39)

Albeit Eq.2.37 describes the whole phenomena of neutrino oscillations for the case of three active
neutrinos, in some experimental conditions the probability for oscillations among two flavors

P (να → νβ) = sin2 2θ sin2(1.27
∆m2L

E
) (2.40)

is a valid and useful approximation to the three flavors probability. In two flavor neutrino mixing
a single mass-splitting and angle are sufficient and CP symmetry is conserved. This simplifica-
tion was used for decades before the oscillation experiments became sensitive to subdominant
effects. In particular, one can find abundant literature under this paradigm for the study of solar
(∆m2

sol,θsol) and atmospheric (∆m2
atm,θatm) neutrino oscillations. Under the three flavor mixing

description ∆m2
sol can be identified as ∆m2

21 and ∆m2
atm as ∆m2

31 or ∆m2
32. The experimental

measurements reveal that
∆m2

21 ≪ |∆m2
31| ≃ |∆m2

32| . (2.41)

Whereas the sign of ∆m2
21 can be chosen to be positive without loss of generality [120], this is

not true for the sign of the largest mass splitting, which remains experimentally unknown. Hence,
it is still unclear if masses follow a normal ordering (NO) with m1 < m2 < m3, or an inverted
ordering (IO) with m3 < m1 < m2, see Figure 2.1.
Experimentally, it is also unknown if CP is violated in neutrino oscillations, i.e δCP ̸= 0, π. To
study it, it is useful to rewrite Eq.2.37 as

P (να → νβ) = δαβ − 4
3∑
i>j

R(U∗
αiUβiU

∗
αjUβj) sin

2

(
∆m2

ijL

4E

)
(2.42)

±2
3∑
i>j

I (U∗
αiUβiU

∗
αjUβj) sin

(
∆m2

ijL

2E

)
. (2.43)
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FIGURE 2.1: Possible mass orderings under the light of current experimental data. The PMNS angles
(θ12, θ13, θ23) determine the flavor composition of each mass state. Two mass orderings are allowed. In
the normal ordering the lightest neutrino mass state is ν1, which is mainly connected to νe and therefore
to the lightest lepton, the electron. In the inverse ordering the lightest state would be ν3, which is the mass
state with the smallest νe flavor contribution. Image Credit: FNAL.

The third term sign is positive (negative) for neutrinos (antineutrinos) due to U ↔ U∗. Hence,
the amount of CP violation in neutrino mixing is characterized by

AαβCP = P (να → νβ)− P (ν̄α → ν̄β) = +4
3∑
i>j

I (U∗
αiUβiU

∗
αjUβj) sin

(
∆m2

ijL

2E

)
(2.44)

= 16JCP
∑
γ

ϵαβγ sin

(
∆m2

21L

2E

)
sin

(
∆m2

32L

2E

)
sin

(
∆m2

31L

2E

)
. (2.45)

Here ϵαβγ is the Levi-Civita tensor and JCP is known as the Jarlskog invariant, defined as

JCP =
1

8
cos θ13 sin 2θ12 sin 2θ23 sin 2θ13 sin δCP . (2.46)

Notice thatAαβCP is proportional to JCP . Interestingly, as both quarks and neutrinos experience fla-
vor mixing one can compare the experimental values of JCKMCP and JPMNS

CP . Although δPMNS
CP is

not yet accurately measured, current data suggests a CP violation three orders of magnitude larger
in neutrinos than in quarks [1]. Moreover, it must be noted that only appearance measurements
are sensitive to AαβCP since ϵαβγ = 0 if α = β.

2.3.2 Oscillations in matter

When neutrinos travel across matter the interactions with the surrounding particles need to be
accounted for. This is particularly relevant due to the fact that ordinary matter has a great amount
of e−, but neither µ−, τ− nor antimatter. As a result of it, νe and ν̄e can interact both through NC
and CC whereas for all other neutrinos only NC is possible, as depicted in Figure 2.2.
Accordingly, to account for matter effects an effective potential acting on the electronic flavor
needs to be included in the Hamiltonian

H = Udiag
(
m2

1

2E
,
m2

2

2E
,
m2

3

2E

)
U−1 + diag (V, 0, 0) , (2.47)

where V is the matter potential

V = ±
√
2GFNe ≃ 7.6Ye

ρ

1014g/cm3
eV . (2.48)
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FIGURE 2.2: Feynman diagrams responsible for the matter effects.

Here GF is the Fermi constant, Ne is the electron number density in the medium and the sign
is positive for neutrinos and negative for antineutrinos. Ye = Ne/(Np + Nn) is the relative
electron number density with Ne, Np, Ne being the number of electrons, protons and neutrons in
the medium.
The Hamiltonian in Eq.2.47 can be written as

H = Udiag
(
0,

∆m2
21

2E
,
∆m2

21

2E

)
U−1 + diag (V, 0, 0) (2.49)

by re-phasing the neutrino flavors by exp
(
−im2

1/2E
)

and diagonalized using the effective mixing
matrix in matter Ũ , namely

H = Ũdiag
(
0,

∆m2
21

2E
,
∆m2

21

2E

)
Ũ−1 . (2.50)

In this manner, the number of physical parameters remains unchanged with respect to those in
vacuum by defining effective mass-squared splittings and effective mixing angles. In the simpler
case15 of two flavors mixing the effective mass splitting and angle in matter (∆m2

M , θM ) are
related to those in vacuum (∆m2, θ) by

∆m2
M =

√
(∆m2 cos 2θ − 2EV )2 + (∆m2 sin 2θ)2 (2.51)

and

tan 2θM = tan 2θ

(
1− 2EV

∆m2 cos 2θ

)−1

. (2.52)

Notably, in the former equation there is a resonance (θM = π/4) at

ER =
∆m2 cos 2θ

2V
. (2.53)

Implicitly, ER is a function of the matter electronic density. If the density is constant, the os-
cillation probability is well described by the equations in vacuum under the replacement of the
vacuum parameters by the effective mass splittings and angles in matter. However, if the density
is not constant along the neutrino propagation these variations need to be considered locally.

2.3.3 Solar neutrino oscillations

Solar neutrinos (να is νe), which are produced in thermonuclear reactions in the core of the Sun
with typical energies of few MeV, experience a change in the density of matter as they scape from
the star. If the density variations are (not) smooth the neutrino oscillations are called adiabatic
(non-adiabatic). In practice, the smoothness of the density transition can be quantified comparing

15For three neutrino flavors the discussion is analogous.
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the oscillation length

LoscM =
4πE

∆m2
12

(2.54)

to the distance over which the density is changing. Thus, if the oscillation length, controlled by
the size of ∆m2

12, is significantly smaller (larger) than the Sun’s core radius, which isO(105) km,
solar neutrino oscillations are adiabatic (non-adiabatic). In Adiabatic oscillations, the transition
probability is

P adiabaticνe→νe =
1

2
+

1

2
cos 2θiM cos 2θfM +

1

2
sin 2θiM sin 2θfM cos

(∫ L

0

∆m2
M (x)

2E
dx

)
, (2.55)

where θiM , θ
f
M refer to the oscillation angle in matter at the production and detection points re-

spectively. Since for solar neutrinos the distance from the production to the detection point is
much larger than the oscillation length, the integral term in Eq. 2.55 averages to zero. Accord-
ingly, oscillations can not be observed, instead, an average survival probability is left which for
adiabatic oscillations is

P̄ adiabaticνe→νe =
1

2
+

1

2
cos 2θiM cos 2θfM . (2.56)

For the non-adiabatic case an additional factor 0 ≤ Pc ≤ 1 needs to be considered, leading to

P̄non−adiabaticνe→νe =
1

2
+

(
1

2
− Pc

)
cos 2θiM cos 2θfM , (2.57)

which is known as the Parke formula [121].
The overall behavior of these equations can be understood by studying the two limits Eν ≪ ER

and Eν ≫ ER in Eq. 2.52. For simplicity, we consider the case where solar neutrinos reach a
detector on Earth during the day, i.e. θfM = θ16. For low Eν , θiM = θ, such that Eq. 2.55 becomes

P̄ adiabaticνe→νe (E ≪ ER) =
1

2
+

1

2
cos2 2θ ≥ 0.5 , (2.58)

which is identical to the vacuum survival probability. Conversely for large Eν , θiM = π/2, such
that

P̄ adiabaticνe→νe (E ≫ ER) =
1

2
− 1

2
cos 2θ ≤ 0.5 . (2.59)

Analogously, the same limits are found in non-adiabatic oscillations replacing 0.5→ (0.5− Pc).
By comparing the predictions from the former equations to experimental data it is possible to
determine the underlying unknown parameters θ12 and ∆m2

12. However, it must be noted that,
if the experimental data is limited, some degeneracies arise. For instance, for large values of
∆m2

12 (adiabatic behavior) and a large mixing angle θ12, similar predictions are obtained at some
energies to that of much smaller ∆m2

12 (non-adiabatic behavior) with small mixing angle θ12.
This possible solutions to explain the early experimental data were referred to as the Large Mix-
ing Angle (LMA) and Small Mixing Angle (SMA) solutions to the solar neutrino problem, see
Figure 2.3. Currently, the LMA solution is very much favored in view of data, as presented in
Figure 2.4.
Additionally, it is illustrative to use Eq. 2.58 and Eq. 2.59 with the current best fit θ12 ∼ 33◦,
which leads respectively to P̄ adiabaticνe→νe (E ≪ ER) ∼ 0.58 and P̄ adiabaticνe→νe (E ≫ ER) ∼ 0.30. This
predictions are in nice qualitative agreement with the low and high energy limits in Figure 2.4.

16If the same is studied at night, solar neutrinos cross the Earth before reaching the detector, leading to additional
matter effects, responsible for the so-called neutrino regeneration.
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FIGURE 2.3: Predictions for the average
survival probability for different parameter
solutions. Figure from Ref. [113].

FIGURE 2.4: Survival probability of electron neutrinos
as foreseen by the MSW-LMA model compared to experi-
mental measurements. Figure from Ref. [122].

2.3.4 Accelerator and atmospheric neutrino oscillations

Atmospheric and accelerator neutrino oscillation experiments work with neutrino energies span-
ning from hundreds of MeV to few GeV, and oscillation distances of the order of hundreds to
thousands of kilometers. As man-made beams (να = νµ) allow for a better control of the exper-
imental conditions, currently, the best constrains to the atmospheric parameters (θ23, ∆m2

23) are
set by accelerator experiments. For the simplified case of oscillations in vacuum and neglecting
subdominant terms containing ∆m2

12, follows

P (νµ → νµ) ≈ 1− 4 cos2 θ13 sin
2 θ23(1− cos2 θ13 sin

2 θ23) sin
2 ∆m

2
23L

4E
, (2.60)

which as expected is explicitly insensitive to CP. Analogously,

P (νµ → νe) ≈ sin2 2θ13 sin
2 θ23 sin

2 ∆m
2
23L

4E
+ JCP cos

(
∆m2

23L

4E
± δCP

)
, (2.61)

where δCP is positive (negative) for neutrino (antineutrino) oscillations.
As accelerator experiments allow to work with a highly pure muon neutrino or antineutrino beam
under very similar conditions they are crucial to measure δCP . However, in both atmospheric and
accelerator neutrino experiments neutrinos propagate through matter17. This plays a particularly
important role when studying CP violation, since matter effects introduce an asymmetric depen-
dence in neutrino and antineutrino probabilities, similar to δCP . To understand this, it is useful
to rewrite Eq. 2.61 including matter effects. Keeping terms only up to second order in the small

17For atmospheric neutrinos measured from the sky, matter effects can be ignored. For atmospheric neutrinos
crossing the Earth, the discussion is analogous to that of accelerator neutrinos presented in the text.
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quantities α and θ13, follows

P (νµ → νe) ≃ sin2 θ23 sin
2 2θ13

sin2[(1− Ã)∆]

(1− Ã)2

∓ α sin 2θ13 ξ sin(∆)
sin(Ã∆)

Ã

sin[(1− Ã)∆]

(1− Ã)
sin δCP

+ α sin 2θ13 ξ cos(∆)
sin(Ã∆)

Ã

sin[(1− Ã)∆]

(1− Ã)
cos δCP

+ α2 cos2 θ23 sin
2 2θ12

sin2 Ã∆

Ã2
, (2.62)

with

α ≡ ∆m2
12

∆m2
31

, ∆ ≡ ∆m2
31L

4E
, ξ ≡ cos θ13 sin 2θ12 sin 2θ23 and Ã ≡ 2V E

∆m2
31

. (2.63)

In Eq. 2.62 the sign of the second term is negative (positive) for neutrinos (antineutrinos).

10
9

10
10

0

0.01

0.02

0.03

0.04

0.05

0.06

P µ 
e

10
9

10
10

0

0.02

0.04

0.06

0.08

0.1

0.12

E
ν
 [eV]

10
10

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

FIGURE 2.5: The electron appearance probability Pνe at baselines of 295 (left), 810 (middle), and 7500
km (right) as a function of the neutrino energy. These baselines correspond to those of T2K, NOνA and
the magic baseline. The red (blue) band corresponds to the normal (inverted) mass hierarchy and the
band width is obtained by varying the value of δCP . The antineutrino probabilities look similar with the
hierarchies interchanged. Note the different scales of the axes. Figure from Ref. [123].

In general, there is a complex interplay between the four terms as α, ∆ and Ã are sign sensitive,
which translates into degenerate solutions for δCP and the mass ordering. Moreover, the typical
neutrino energy and the baseline of the experiments greatly change the relative importance of
CP-violation and matter effects in the oscillation probability. On one hand, close to the resonance
condition, where Ã ∼ 1, the first term is enhanced18, leading to an increased sensitivity to the
mass ordering. Given that Ã ≈ 2.95 · 10−2 ρ

[g·cm3]
· E [GeV], and ρ = 2.6 g/cm3 in the Earth

crust, the resonance happens at Eν ∼ 13 GeV. Thus, in general, the closer the typical neutrino
energy in the beam is to the resonant energy, the more sensitive the experiment is to matter effects.
On the other hand, all terms but the first one are proportional to sin(Ã∆) and since the product
Ã∆ is energy independent the magnitude of the CP-violating terms depends on the baseline L.
Remarkably, due to this it is possible to find baselines at which all terms but the first once cancel.
The first one of these "magic" baselines is found at L ∼ 7360 km. Hence, as it can be seen in
Figure 2.5, the larger the baseline in the interval from 0 to 7360 km, the larger the dominance of
the matter effects.
For the study of disappearance, an analogous expression to Eq. 2.62 can be found by applying the

18lima→0 sin
2(ax)/a2 = x2, and lima→0 sin(ax)/a = x.
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same approximations and definitions, namely

P (νµ → νµ) =1− sin2 2θ23 sin
2∆+ α cos2 θ12∆sin 2∆− α2 sin2 2θ12 cos

2 θ23
sin2 Ã∆

Ã2

−α2 cos4 θ12 sin
2 2θ23∆

2 cos 2∆− 4 sin2 θ13 sin
2 θ23

sin2(Ã− 1)∆

(Ã− 1)2

+
1

2Ã
α2 sin2 2θ12 sin

2 2θ23

(
sin∆

sin Ã∆

Ã
cos(Ã− 1)∆− ∆

2
sin 2∆

)

− 2

Ã− 1
sin2 θ13 sin

2 2θ13

(
sin∆ cosA∆

sin(Ã− 1)∆

Ã− 1
− Ã

2
∆ sin 2∆

)

−2α sin θ13 sin 2θ12 sin 2θ23 cos δCP
sin Ã∆

Ã

sin(Ã− 1)∆

Ã− 1

+
2

A− 1
α sin θ13 sin 2θ12 sin 2θ23 cos 2θ23 cos δCP

sin∆

(
Ã sin∆− sin Ã∆

Ã
cos(A− 1)∆

)
. (2.64)

In general however, to study neutrino disappearance in matter it is enough to work in an effective
two-flavor approximation [124].

2.3.5 Reactor neutrino oscillations

Reactor neutrino oscillation experiments study antineutrinos produced in the fission processes in
nuclear reactors (ν̄α = ν̄e). As the energy of these antineutrinos is typically of the order of a few
MeV only disappearance studies are possible, ruled by the probability

P (νe → νe) = 1− sin2 2θ12 cos
4
13 sin

2 ∆m
2
21L

4E

− sin2 2θ13

[
cos212 sin

2 ∆m
2
31L

4E
+ sin212 sin

2 ∆(∆m2
31 −∆m2

21)L

4E

]
, (2.65)

plotted in Figure 2.6. Given that typical baselines and energies are low in reactor experiments,
matter effects can be ignored. In Eq. 2.65 two regimes can be probed. On one hand, when the
baseline is sufficiently short, i.e. hundreds of meters to few kilometers, sin2(∆m2

21L/4E) ≈ 1,
leading to

P short(νe → νe) ∼ 1− sin2 2θ13 sin
2 ∆m

2
31L

4E
. (2.66)

Since ∆m2
31 is experimentally well known from non-reactor experiments, this probability pro-

vides the best experimental way to pin down θ13. On the other hand, for intermediate baselines
of tens to hundreds of kilometers, sin2(∆m2

21L/4E) changes significantly in the relevant span of
antineutrino energies, so that Eq. 2.65 is well approximated by

Pmedium(νe → νe) ∼ 1− cos4 θ13

[
1− sin2 2θ12 sin

2 ∆m
2
12L

4E

]
, (2.67)

providing a complementary way to study the solar sector. Finally, it is relevant to notice that the
last term in Eq. 2.65 is potentially sensitive to the mass ordering as the sign of ∆m2

31 introduces
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a retardment or advancement phase to the oscillation frequency, as illustrated in Figure 2.7. Mea-
suring such a small effect has not been possible yet as an extremely good energy resolution is
required. However, JUNO [109] is expected to have a sensitivity of about 3σ to the mass ordering
by exploiting this method.
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FIGURE 2.6: Oscillation probability for a typical elec-
tron antineutrino (Eν = 4 MeV) as a function of the base-
line. Figure from Ref. [125].

FIGURE 2.7: Expected number of neutrino
interactions with an without oscillations, in-
cluding the role of the mass hierarchy. Figure
from Ref. [109].

2.3.6 Global analysis of 3ν data

The best current knowledge of the parameters ruling 3ν oscillations is provided by combining
the information of the different solar, atmospheric, accelerator and reactor neutrinos by means of
global fits 19. In general, new global fits are published every time that significant updates are pro-
vided by the experiments. Currently there are different groups, e.g. those in Refs. [129, 130, 131],
dedicated to perform global analysis. Although every group follows slightly different strategies
and conventions, the overall results largely agree. In order to review the most updated status on
the current knowledge of neutrino physics, hereafter, the main results of Ref. [132] and its follow-
up Ref. [133], are summarized, as they provide the most widely cited and recently published20

results (2020).
The contributions from different experiments to the determination of the atmospheric mass split-
ting and the angles θ13 and θ23 is presented in Figure 2.8. The results show a high overall agree-
ment between the different datasets, as well as the leading role of T2K, NOνA and Daya Bay
in driving the current experimental precision of the aforementioned parameters. Concerning the
determination of the solar parameters ∆m2

12 and θ12, two different datasets are crucial, as pre-
sented in the left panel of Figure 2.9. On one hand, solar neutrino experiments, in combination
with a given solar flux model, provide the best knowledge on the solar mass splitting. On the
other hand reactor antineutrinos measured by KamLAND provide the best knowledge on θ12. Al-
though these two datasets have been in mild tension in the past, see the right panel of Figure 2.9,
the most recent data from SK [134] has increased their compatibility. Namely, the best ∆m2

21 fit
of KamLAND lies now at 1.1σ in the analysis with the GS98 fluxes. The global analysis results21

from Ref. [133] are presented in Fig 2.10 and in the associated Table 2.2.
In view of all the former results, some remarks must be made concerning the current most im-
portant unknowns: the mass ordering, the octant of θ23 and the value of δCP . In the first place,

19Further details can be found on Refs. [126, 127, 128].
20As of now, i.e. 19/09/2021.
21As discussed in Ref. [132] the atmospheric measurements from SK (SK-atm) can not be included in the global

analysis on the same footing as the data from other experiments. SK-atm dataset is, however, important to draw
conclusions about the preferred mass ordering. Accordingly, the authors in Ref. [132] perform two global fits with and
without the SK-atm data.
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the NO is preferred at the 1.6σ level (2.7σ including SK-atm data). In the second place, the up-
per θ23 octant is preferred with the best fit point located at sin2 θ23 = 0.57. Maximal mixing
(sin2 θ23 = 0.5) is disfavored at 1.6σ (2.0σ) without (with) SK-atm. Finally, the best fit point
for δCP is at 195◦, allowing CP-conservation at 0.6σ [133]. Despite the apparent tension in Fig-
ure 2.11, statistical tests show great compatibility between T2K, NOνA and reactor data for both
mass orderings [133]. Remarkably, if the data is restricted to the IO, the best fit point for δCP is
close to maximal and CP-conservation is disfavored at around 3σ. Consequently, elucidating the
mass ordering might be crucial to assess if CP is violated.
Lastly, in light of current data the following 1σ [3σ] level precision (interval/best-fit-point from
Table 2.2) is obtained for the NO:

θ12 : 4.6% [14%], θ13 : 2.9% [9.0%], θ23 : 5.1% [27%],

∆m2
21 : 5.5% [16%], |∆m2

3ℓ| : 2.2% [6.7%], δCP : 39%[100%] .
(2.68)

All results but those for δCP are unchanged for the IO22. Remarkably, the current best fit for the
PMNS parameters show a flavor pattern completely different to that in quarks, see Figure 2.12.
While the CKM matrix elements are highly hierarchical, all PMNS elements are of similar size.
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22For IO, the δCP knowledge corresponds to 20% [100%] at 1σ [3σ].
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Normal Ordering (best fit) Inverted Ordering (∆χ2 = 2.7 (1.6σ))
bfp ±1σ 3σ range bfp ±1σ 3σ range

sin2 θ12 0.304+0.013
−0.012 0.269 → 0.343 0.304+0.013

−0.012 0.269 → 0.343

θ12/
◦ 33.44+0.78

−0.75 31.27 → 35.86 33.45+0.78
−0.75 31.27 → 35.87

sin2 θ23 0.570+0.018
−0.024 0.407 → 0.618 0.575+0.017

−0.021 0.411 → 0.621

θ23/
◦ 49.0+1.1

−1.4 39.6 → 51.8 49.3+1.0
−1.2 39.9 → 52.0

sin2 θ13 0.02221+0.00068
−0.00062 0.02034 → 0.02430 0.02240+0.00062

−0.00062 0.02053 → 0.02436

θ13/
◦ 8.57+0.13

−0.12 8.20 → 8.97 8.61+0.12
−0.12 8.24 → 8.98

δCP /
◦ 195+51

−25 107 → 403 286+27
−32 192 → 360

∆m2
21

10−5
eV2 7.42+0.21

−0.20 6.82 → 8.04 7.42+0.21
−0.20 6.82 → 8.04

∆m2
3ℓ

10−3
eV2 +2.514+0.028

−0.027 +2.431 → +2.598 −2.497+0.028
−0.028 −2.583 → −2.412

TABLE 2.2: Three-flavor oscillation parameters from the fit to global data. The numbers in the 1st (2nd)
column are obtained assuming NO (IO). Note that ∆m2

3ℓ ≡ ∆m2
31 > 0 for NO and ∆m2

3ℓ ≡ ∆m2
32 < 0

for IO. Table from [133], where additional results including the tabulated SK-atm ∆χ2 can be found. The
addition of SK-atm data has a minor impact in all best fit points (bfp) and uncertainties, but disfavors the
IO at 2.7σ.
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2.3.7 Sterile neutrinos

Although collider data places stringent constraints on the number of active neutrinos, i.e. those
that interact weakly, being equal to three [136], in principle, additional sterile neutrinos, insen-
sitive to the strong and electroweak forces, might exist. Due to its noninteracting nature, direct
detection of sterile neutrinos can not be achieved. However, clear indirect signatures of their ex-
istence might be found on neutrino oscillations. In general, Eq. 2.29 can be expanded to include
an arbitrary number of neutrino species, often regarded as 3+n. For illustration, it is useful to
review the 3+1 scenario. As in the case of the solar sector and the atmospheric sector, which are
quasi-decoupled due to their different ∆m2 values, a sterile sector (∆m2

14) might be dominant
for some values of L/E. Currently, most sterile searches have focused in studying νe and νµ
disappearance and νe appearance at short baselines, described in the two-flavor approximation by
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the following probabilities

P (νµ → νe) = 4|Ue4|2|Uµ4|2︸ ︷︷ ︸
sin2 2θµe

sin2
∆m2

14L

4E
, (2.69)

P (νe → νe) = 1− 4|Ue4|2|(1− Ue4|2)︸ ︷︷ ︸
sin2 2θee

sin2
∆m2

14L

4E
, (2.70)

P (νµ → νµ) = 1− 4|Uµ4|2|(1− Uµ4|2)︸ ︷︷ ︸
sin2 2θµµ

sin2
∆m2

14L

4E
. (2.71)

Here U is a four-dimensional version of the PMNS unitary matrix, and θµe, θee and θµµ are effec-
tive mixing angles. Remarkably, several experiments have probed this oscillations and intriguing
but controversial anomalies have been found. On one hand, in the early 2000s the LSND experi-
ment found significant hints, at the level of 3.8σ, for ν̄µ → ν̄e transitions [137]. The MiniBooNE
experiment has further explored this anomaly since 2002 using both neutrinos and antineutrinos.
MiniBooNE has also found a significant excess of events in νe and ν̄e appearance, of 4.8σ [138,
139], compatible with LSND data. The MiniBooNE results however, are in conflict with a recent
set of dedicated measurements by the MicroBooNE experiment [140, 141, 142]. On the other
hand, both the GALLEX and SAGE experiments measured a deficit of νe generated in nearby ra-
dioactive sources. As both detectors used Gallium these results are known as the Gallium anomaly
(GA) with a combined significance of 2.9σ [143]. Moreover, in 2011 two updates on the predic-
tion of the reactor neutrino flux [144, 145] increased the expected detection rate, which turned
out to be larger than the observed rate of interactions in several short-baseline reactor neutrino
experiments. Since then, this deficit of ν̄e is known as the reactor antineutrino anomaly (RAA),
with an overall significance similar to 3σ [146]. The significance of this anomaly could decrease
if the flux normalization uncertainty was larger than the nominal one23. Hence, the RAA remains
controversial. To avoid reactor flux dependencies, some reactor experiments have focused on
measuring the relative rate of ν̄e interactions at different distances in the search for oscillations.
Particularly interesting are the results of NEOS [148] and DANSS [149], which have found hints
for oscillations compatible with one another. Although other experiments such as Neutrino-4,
have also recently claimed to observe sterile oscillations with great significance [150], their results
have been promptly criticized [151, 152] and their preferred phase-space strongly disfavored by
other recent experiments, such as STEREO [153] and PROSPECT [154]. Finally, νµ disappear-
ance searches influenced by steriles have not found any significant signal in several experiments,
including CDHSW [155], SciBooNE-MiniBooNE with neutrinos [156] and antineutrinos [157],
IceCube [158] and MINOS&MINOS+ [159]. With all, the νe appearance and disappearance
data, which hints for sterile signatures, is disfavored by νµ disappearance data, see Figure 2.13.
The overall tension has been quantified by the goodness-of-fit to global data, with a p-value of
2×10−7 [143]. Interestingly, the consistency of the fit does not improve when more than one
sterile neutrino is considered [160]. As noted in Ref. [146], although adding more sterile neutri-
nos adds extra freedom to the fit, the only qualitatively new feature that appears in 3+2 and 3+3
models compared to the simple 3+1 scenario is the possibility of CP violation at short baselines.
However, since there is no tension between neutrino and antineutrino data, adding CP-violation
does not improve the global fit.

23There is evidence pointing in this direction, e.g. the so-called "5 MeV bump" [147].
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2.4 Neutrino masses

In the SM, which only includes left-handed neutrinos, Dirac mass terms, i.e those in Eq. 2.13,
can not be built. Explaining neutrino masses, known to exist due to the observation of neutrino
oscillations, hence requires a SM extension. The simplest solution, known as neutrino minimal
standard model (νMSM) [161], is to include right-handed neutrinos as new SM fermions. Since
neutrinos can only interact weakly, and only left-handed chiral particles can sense the weak force,
right-handed neutrinos would be GSM singlets insensitive to all known forces but gravity. This
solution is appealing in many senses. On one hand, a particle with this properties would constitute
an excellent dark matter candidate. On the other hand, the SM would remain unchanged (from
the symmetry group point of view) such that all the other predictions, so far correct, would not



Chapter 2. Neutrino physics 34

be compromised. There is, however, an important setback. Neutrino masses are known to be
much smaller than those of the next lightest SM particle, the electron, see Figure 2.14. Hence,
explaining the low neutrino mass values is difficult under the assumption that all SM fermions
get their mass values from the same underlying mechanism. The unique properties of neutrinos

FIGURE 2.14: A schematic illustration of the fermion mass spectrum at the electroweak scale assuming
NO. Figure from Ref. [162].

allow, however, for a different possibility not allowed to any other SM fermion. The trick consists
in noting that charge conjugation reverses the field chirality as well as the field charges. Thus, one
can use a charge conjugated left-handed field Ψc

L as a right-handed field in order to build a mass
term. This was first noted by Ettore Majorana in 1937 [76], and is thus regarded as a Majorana
mass term

LMajorana = −mΨc
LΨL + h.c. . (2.72)

Remarkably, neutrinos are the only particles that might be Majorana fields. For all the other SM
particles the Majorana condition Ψc

L = ΨL does not hold, given that, unlike neutrinos, they carry
QCD and/or QED charges that get reversed by the charge conjugation operator. A crucial con-
ceptual remark is to realize that Majorana particles are their own antiparticles.
Additionally, if right-handed neutrinos exists Majorana mass terms could also be built for them
given that Ψc

R = ΨR is also possible. Although GSM does not require it, lepton number conser-
vation is an accidental symmetry of the SM and, accordingly, neutrinos do carry lepton charge. If
neutrinos satisfy the Majorana condition, lepton-violating processes are expected, which consti-
tute the major hope for their experimental search, as discussed later.
One of the most interesting things is that the Dirac mass term and the Majorana mass term are not
mutually exclusive. In fact, one can describe neutrino masses with generality as a combination of
both [163]. To do so, one can arrange N flavors of neutrinos as

nL =

[
νL

(νR)
c

]
, (2.73)

where

νL ≡


νeL
νµL
ντL

...

 and (νR)
c ≡


(νeR)

c

(νµR)
c

(ντR)
c

...

 . (2.74)
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The Lagrangian with both left- and right-handed neutrinos including Dirac and Majorana mass
terms can be written as

LM+D = −1

2
(nL)cMnL + h.c. with M =

(ML MT
D

MD MR

)
, (2.75)

whereML andMR are N ×N Majorana mass terms andMD is a N ×N Dirac mass term. If
non-degenerate,M can be diagonalized by writting it asM = (U †)T m̂U † where m̂ is a diagonal
matrix with 2N mk diagonal values and U a unitary matrix. After diagonalization follows

LM+D = −1

2

2N∑
k=1

mk(ñkL)cñkL + h.c. = −1

2

2N∑
k=1

mkϕkϕk , (2.76)

with nk = UñkL and ϕk = ñkL + ñckL = ϕck. Hence, in the general Dirac and Majorana
scenario, the resulting physical states ϕk are clearly Majorana particles. The lepton-conserving
Dirac description, where no Majorana terms are involved, is only recovered as a special case,
corresponding to set all elements in theML andMR matrices in Eq.2.75 to zero.

The see-saw mechanism

One of the most fundamental appeals of describing neutrinos as Majorana particles is provided
by the so-called see-saw mechanism24 [165]. Multiple hints point out that extended physics exist
at a much higher, yet unexplored, energy scale. In that scenario, following the essence of the
Higgs mechanism, one could have not one but multiple symmetry breaking scales each leading
to particles with very different masses. In this way GSM might be embedded in a larger GUT
symmetry group, such as SU(5), SO(10) or E(6). Currently many GUTs exist and for each of them
a rich phenomenology can be derived, often involving very massive particles. If one considers
Eq.2.75, it is easy to notice that diagonal and off-diagonal terms are of fundamentally different
types. Whereas the Dirac masses mD arise from the Higgs mechanism and hence are expected to
be on the order of the mass of all other SM fermions, the Majorana masses mL, mR could lie in
a different scale. If, as some GUT models predict, mL ≪ mD ≪ mR, diagonalization ofML

leads to two largely different neutrino masses, the currently observed ones mν ∼ mD/mR and a
much more massive undiscovered set with mN ∼ mR.

2.4.1 Majorana signatures

Because of the importance of discovering Majorana neutrinos it is relevant to understand its phe-
nomenological differences with Dirac neutrinos.

Oscillations of Majorana neutrinos

If neutrinos are Majorana particles, two extra physical phases (α1, α2) known as Majorana phases,
need to be considered in Eq.2.28, such that the unitary transformation U becomes

U = UPMNS × diag(eiα1/2, eiα2/2, 1) . (2.77)

However, it is immediate to realize that Majorana phases cancel out in Eq.2.39 (due to i → −i
for U → U∗), and therefore neutrino oscillations are insensitive to the possible Majorana nature
of the neutrinos.

24Significant literature exists on this topic, for a review see Ref. [164].
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Helicity flip

All SM fermions have a well defined chirality (left-handed or right-handed), a fundamental prop-
erty related to how they transform under the Lorentz group. An intuitive way to understand chiral-
ity is by means of the helicity. The helicity is the projection of a particle’s spin on its momentum.
If the spin and the momentum are parallel (antiparallel) the particle has right (left) handed he-
licity. If the particle is massless then the momentum is invariant under Lorentz transformations
and accordingly the helicity is fixed and equivalent to the chirality. However, if the particle is
massive the helicity is no longer constant provided that it is always possible to find a reference
frame where the momentum (and accordingly the helicity) is reversed. Therefore, in the massive
case chiral states ΨL,R can be written as combinations of helicity states χ(±) as

ΨR,L(x) =
1√
2E

∫ [
A(±)e−ikx −B † (∓)eikx

]
χ(±)

√
E + k (2.78)

+
1√
2E

∫ [
A(∓)e−ikx +B † (∓)eikx

]
χ(∓)

√
E − k , (2.79)

where k is the momentum, A and B are respectively the particle and antiparticle creation opera-
tors, and ± is positive (negative) for ΨR (ΨL) [166]. Notice that in the massless limit, this leads
to

ΨR,L(x) =
1√
2E

∫ [
A(±)e−ikx −B † (∓)eikx

]
χ(±)

√
2E . (2.80)

In Eq.2.80 four different combinations can be identified, A(±) and B(±), corresponding to the
two possible helicity states both for particle and antiparticle states. This has well known effects.
For instance, the charged pion decays π+ → e+ + νe, π− → e− + ν̄e are disfavored when
compared to their muon equivalents despite having (a priori) a larger available phase space. The
underlying reason for this is that in two body decays each outgoing particle is forced to have par-
allel spin and momentum (χ(+)), but only left-handed chiral fields weighted by

√
E − k couple

to the weak boson mediating the decay. Since the electron mass me is much smaller than the
center of mass energy of the decay, k ≃ E and therefore this weight is small. For the much more
massive muons the wrong helicity state is far more likely, leading to a preference in the muonic
channel for the π decay.
In the case of Majorana neutrinos particles are their own antiparticles, i.e. A = B in the equa-
tions above. Hence a wrong helicity neutrino state is physically equivalent to an antineutrino. This
leads a unique Majorana signature. In a CC interaction, a wrong helicity neutrino state produces
an antilepton (instead of a lepton). The experimental observation of this phenomenon is, however,
extremely unlikely [167]. Neutrino masses are known to be tiny (sub-eV in the most optimistic
scenarios), thus, the wrong helicity amplitude can be approximated by

√
E − k/

√
2E ≈ m/4E.

Since this amplitude appears squared in all observables, Majorana signatures are proportional
to (m/E)2 whereas normal signatures are of order 1 − (m/E)2. To observe the antilepton the
threshold energy for the reaction is O(1 MeV), therefore, assuming (optimistically) that the light-
est neutrino mass is O(1 eV) the wrong helicity component is 1012 smaller than the standard one.
Accordingly, this limitation is known as the practical Dirac-Majorana confusion theorem [168].

Neutrinoless double-beta decay

Due to their ambiguous particle-antiparticle nature, Majorana neutrinos allow lepton number vi-
olating processes. A particularly relevant one is that of the neutrinoless double-beta decay (0ν2β
decay), depicted in Figure 2.15. In a 0ν2β decay [170] the two final state antineutrinos from an
ordinary 2ν2β decay [171, 172] get connected due to its Majorana nature such that the process
becomes a two body decay. In this way, each of the two outgoing electrons gets exactly half of the
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FIGURE 2.15: Feynman diagrams for the SM double-beta decay (left) and for the Majorana mediated
neutrinoless double-beta decay (right). Figure from Ref. [169].

total available energy in the decay (Qββ). This unique feature allows for searches with near to zero
background, making 0ν2β decay to be widely regarded as the best candidate to experimentally
test the hypothetical Majorana nature of neutrinos. The half-life for this process is [163][

T 0ν
1/2

]−1
= G0ν(Qββ)|M0ν |2⟨mββ⟩2 , (2.81)

where G0ν is a phase space factor, M0ν is the nuclear matrix element and ⟨mββ⟩ is the effective
Majorana mass of the electron neutrino, given by

⟨mββ⟩ = |
∑
k

mkUk| =
∣∣∣m1|Ue1|2 +m2|Ue2|2ei(α1−α2) +m3|Ue3|2ei(−α1−2δCP )

∣∣∣ . (2.82)

Notably, in addition to confirm neutrinos as Majorana particles measuring T 0ν
1/2, would pin down

the value of ⟨mββ⟩ allowing to study the Majorana phases (α1, α2). However, one must notice
that Eq. 2.82 has the freedom to be funneled to zero for a small parameter space of those phases.
Thus, even if neutrinos are indeed Majorana particles solutions might exist that forbid or make
exceedingly rare the neutrinoless double beta decay. It is interesting to note that if the Majorana
phases are not fixed by a flavor symmetry and the lightest mass eigenvalue ml is not driven
to zero, the current data greatly disfavours this scenario [173], see Figure 2.16. Moreover, a
significant fraction of the most relevant phase space will be probed by the next-generation of
experiments [173, 174], such as LEGEND [175, 176], SuperNEMO [177, 178], CUPID [179,
180], CUORE [181], SNO+ [182, 183], KamLAND-Zen [184], nEXO [185], NEXT [186, 187]
and PandaX-III [188], see Figure 2.17. Finally, if neutrino masses are proven to follow the IO the
Majorana nature of neutrinos could be ruled out in the next decade.

2.4.2 Neutrino mass values

The weakly interacting nature of neutrinos paired to their extremely low mass values makes re-
solving their individual mass eigenstates highly challenging. As neutrino oscillation measure-
ments inform about their relative mass differences, the experimental determination of a single
mass eigenstate or of the sum of all neutrino masses would lead to the unambiguous determina-
tion, if the mass ordering is known, of all the neutrino mass values.
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2.4.3 Direct mass searches

Direct mass searches are sensitive to the effective electron neutrino mass mβ , defined as

m2
β =

√∑
i

|Uei|2m2
i = m1 + |Ue2|2∆m2

21 + |Ue3|2∆m2
31 . (2.83)

Its value is explicitly dependent on the mass ordering since ∆m2
31 is positive (negative) for the

NO (IO). As discussed in Ref. [189], since |Ue3| and ∆m2
21 are known to be quite small the

approximation mβ ≃ m1 holds at the percent level or better down to 0.05 eV. In general, it is
useful to introduce the quantity

mleast = m1 (NO) , mleast = m3 (IO) . (2.84)

which allows to define mβ as

m2
β = m2

least + 7.74 · 10−5 eV (NO)

= m2
least + 2.47 · 10−3 eV (IO) . (2.85)



Chapter 2. Neutrino physics 39

Notably, in the most challenging scenario (minimal mleast = 0) mβ ≈ 8 meV (mβ ≈ 50 meV)
for NO (IO). The current best bound mβ < 0.8 eV has been recently settled by the KATRIN
experiment [101, 190] which analyses the tritium β-decay’s energy spectrum. The ultimate sen-
sitivity of KATRIN is of mβ < 0.2 eV [189]. To probe even smaller masses novel experimental
approaches are under study [191], with the potential to lower the mβ sensitivity to about 40 meV
in the future [192]. Interestingly, the historical data on the improvement of themβ bounds show a
smooth logarithmic trend over the last 70 years [189]. According to this trend, roughly, the upper
bound on mβ is decreased by half every 10 years.

2.4.4 Cosmological bounds

In cosmology, neutrinos are predicted to have played a significant role in the expansion history
of the universe creating an imprint that can be measured by cosmological surveys. As neutrinos
decoupled from matter about 1s after the Big Bang, a Cosmic Neutrino Background (CνB) would
have been created analogous to the Cosmic Microwave Background (CMB) created about 379.000
years later. Current measurements of the relic abundance of light elements [193], baryon acoustic
oscillations [194, 195] and the CMB [196] support the existence of the CνB. The analysis of
this data can be used to bound the sum of all neutrino mass states

∑ ≡ ∑
imi. Currently,∑

< 0.111 eV (95% CL) [197]. Since∑
= mleast +

√
m2
least +∆m2

21 +
√
m2
least +∆m2

31 (NH)

= mleast +
√
m2
least −∆m2

32 +
√
m2
least −∆m2

31 (IH) , (2.86)

this translates, mostly independently of the mass hierarchy, into a mleast < 0.05eV. In the next
years, the next generation of surveys will have sensitivity to

∑
> 2x10−2 [198]. As this value is

smaller than the value of
∑

allowed for both mass orderings, cosmology is expected to provide a
first determination of mleast. However, it has to be remarked that the cosmological determination
of
∑

might be affected by the existence of additional light particles, or non-standard neutrino
interactions, and consequently this result will likely need to be understood more as a reference
than as a definitive solution. Nonetheless, the cross-comparison of the independent direct mass
search results and cosmological measurements is of great interest to validate our understanding
of both theories.
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Chapter 3

Neutrino interactions

“We are rather like children, who must take a watch to
pieces to see how it works.”

– ERNEST RUTHERFORD

The fundamental behavior of the elementary particles, i.e. their interactions as asymptotic free
states is, in general, very well understood. However, when particles form bound states, such as
quarks in nucleons and nucleons in the atomic nucleus, the complexity of the system rapidly scales
up. In accelerator based neutrino oscillation experiments, where neutrino energies are typically
around 1 GeV, interactions are sensitive to a significant list of non-trivial nuclear effects. This
Chapter reviews the state-of-the art knowledge on this topic, its relevance for neutrino oscillation
experiments, the existing methods and modeling techniques to predict the expected neutrino in-
teraction events rates and final state particle kinematics and provides a comprehensive list of the
existing measurements.

3.1 Introduction

In the previous Chapter the oscillation probability P
θ⃗
(να → νβ)(E), characterized by the PMNS

parameters θ⃗, has been presented from a theoretical standpoint. In order to determine θ⃗ experi-
mentally it is necessary to consider in addition how neutrinos interact in a detector.

3.1.1 Neutrino interactions and oscillations

For an initial set of neutrinos characterized by a flux Φ
b⃗
(E), the expected number of selected

neutrino interactions, Nexp, is affected by the oscillation probability as

Nexp =
∑
i

N i
exp

= P
θ⃗
(να → νβ)(E)n

d⃗
Φ
b⃗
(E))

∑
i

σix⃗ (E)ϵi
d⃗
(E)Si

d⃗
(E,Ereco) , (3.1)

where σix⃗ (E) is the exclusive scattering cross section for the i-th interaction channel selected with
efficiency ϵi, n is the number of elementary targets and b⃗, x⃗ and d⃗ are the collection of nuisance
parameters controlling respectively the functional form of the flux, cross section and detector
models. In order to determine θ⃗, the parameters on the former equation are adjusted1 to maximize
the similarity of Nexp to the observed number of selected interactions Nobs. Whereas the statistic

1Additional comments on this topic are later presented in Sec. 8.1, in the context of the NC1π+ analysis.



Chapter 3. Neutrino interactions 41

error depends on the number of Nobs, the systematic errors depend on the knowledge of b⃗, x⃗ and
d⃗. Accordingly, to produce accurate measurements both a high number of observed events2 and a
precise knowledge of all model parameters is required.

3.1.2 Neutrino cross sections in the Eν ≈ 1 GeV region
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FIGURE 3.1: Neutrino fluxes, as a function of energy, of current and future accelerator-based neutrino
experiments. Also overlaid are several cross sections divided by energy. Figure from Ref.[199].

Accelerator-based long-baseline neutrino oscillation experiments, which are the focus of this the-
sis, work with neutrino energies ranging from hundreds of MeV to few GeV, see Fig.3.1. At
those energies, leptonic processes such as νℓ + e− have cross sections that are much smaller
(σ ∼ 10−43 cm−2) than those of neutrino-nucleon interactions such as νℓ+p+ (σ ∼ 10−38 cm−2).
This introduces two complications. First, nucleons are bound-states of quarks such that neutrino-
nucleon interactions are sensitive to QCD resonances. Second, modern neutrino detectors use
heavy nuclei3 such that neutrino-nucleus interactions are affected by nuclear effects.

3.1.3 Experimental approach

The difficulty to model neutrino-nucleus interactions in the relevant energy region combined with
the degeneracies4 arising in b⃗ and x⃗ make of the flux and cross section model parameters domi-
nant sources of systematic error in current accelerator-based neutrino oscillation experiments. To
address this, in the case of b⃗ complementary experiments can be run to constrain the flux model
uncertainties. For instance, if neutrinos are produced in pion decays π− → µ− + ν̄µ , a subset of
b⃗ can be constrained by studying the flux of µ−. In the case of neutrino cross sections, there are in
general two ways to constrain x⃗. On one hand it is possible to study scattering data that does not
involve neutrinos, which are difficult to measure, and draw theoretical connections to constrain

2Unless otherwise noted, an event refers to a single neutrino interaction recorded in the detector.
3In this context anything with more than one proton.
4For instance, an increased number of events can be in general explained by a higher flux or by a higher cross

section.
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x⃗. On the other hand, some parameters in x⃗ can only be constrained by studying neutrino inter-
actions such as those related to the axial part of the interaction.
Since a significant number of the constrains are only valid under very specific circumstances (e.g.
a given energy range and nuclear target) large portions of the model parameter space relevant to
the experiments is often unconstrained a priori. Due to this, a common strategy in accelerator-
based neutrino oscillation experiments is to use two neutrino detectors:

• A near detector is built close to the production point where the oscillation probability is
negligible, such that Eq. 3.1 is independent of θ⃗. In this way, the measurements on the
observed event rates can be used to constrain the nuisance parameters b⃗ and x⃗.

• A far detector is built far away from the production point where the oscillation probability
is noticeable, such that Nobs can be used to determine θ⃗.

Notably, selection criteria can be established to try to break degeneracies among x⃗ and b⃗ or to
increase the sensitivity to a given subset of parameters. This feature is explicit in Eq. 3.1. For
an idealized selection criteria satisfying ϵi = δij all the selected events are expected to belong to
the i-th interaction mode. Since the flux and cross section parameters play different roles in each
interaction type, studying individual channels improves the constraints on x⃗ and b⃗.

3.2 Neutrino-nucleon scattering

Neutrino-nucleon scattering is characterized by the following interactions:

CC:
(−)

ν ℓ +N →
(−)

ℓ +X and NC:
(−)

ν ℓ +N →
(−)

ν ℓ +X .

Where N = n, p and X corresponds to the collection of hadronic particles produced in the
interaction. The associated differential cross sections is

d2σ

dEld(cosθνl)
=

1

32π2mN

|p⃗l|
El
|M|2

∏
X

d3p⃗l
(2π)32EX

(2π)4δ(4)(pX − pν − pl − pN ) . (3.2)

where l = {νℓ, ℓ} is the neutral or charged final state lepton and pl, El and θνl are the momentum,
energy and angle of the final state lepton. The same is true for antineutrinos under the replace-
ments ν → ν̄ and l→ l̄. The Dirac δ ensures 4-momentum conservation andM is the amplitude
matrix which for neutrino-nucleon scattering takes the general form

MCC,NC =
GF√
2
ϵµNC,CC ⟨X| jCC,NC

µ |N⟩ , (3.3)

where

ϵµCC = ūℓ(γµ − γ5)uν , ϵµNC =
1

2
ūν(γµ − γ5)uν (3.4)

and ⟨X| jµCC,NC |N⟩ characterizes the transition amplitude for the hadronic system, mediated by
the weak charged or neutral hadronic current jµ. In practice, the computation of M depends
strongly on the content of X , which in turn is influenced by the 4-momentum transfer q from
the leptonic to the hadronic system. Under the definition q2 = (pν − pℓ)

2 ≡ −Q2, one can
identify three regions. For Q2 ≪ m2

N the cross section is dominated by quasielastic interactions,
for intermediate energies Q2 ∼ m2

N the interactions are dominated by resonances and finally
for Q2 ≫ m2

N the dominant process is deep inelastic scattering. These three regions can be
seen in Fig.3.1, corresponding roughly to neutrino energies of Eν ≲ 1 GeV, 1 ≲ Eν ≲ 3 and
Eν ≳ 3. Notice that, as these regions are highly overlapped, all of the former processes play
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a significant role in the whole energy range studied in accelerator-based long-baseline neutrino
oscillation experiments. Additionally, the relations

σCC,NC
νq ∝ Eν and σCC

νq ≈ 3σNC
νq (3.5)

are good approximations above 1 GeV as it is explicit in Fig.3.1.

3.2.1 Quasielastic neutrino scattering

FIGURE 3.2: Feynman diagrams for CCQE (left) and NCE (right) neutrino interactions.

When in a neutrino-nucleon interaction the set of outgoing hadrons, X , can be identified with a
single nucleon, see Figure 3.2, we have

CCQE:
(−)

ν ℓ + n (p)→
(−)

ℓ + p (n) and NCE:
(−)

ν ℓ +N →
(−)

ν ℓ +N .

For CC the nucleon changes to a different isospin state (p ↔ n). Given the mass difference
between both nucleons, small compared to the energies we are considering, i.e. O(1) GeV, the
kinetic energy is almost unchanged by the interaction so the process is quasielastic (CCQE). For
NC the same nucleon is found both in the initial and the final state, such that the process is elastic
(NCE). For these processes the cross section is given by the Llewellyn-Smith model [200]

dσνp,ν̄nCC
dQ2

=
G2
FMN |Vud|2
8πE2

ν

[
A(Q2)± (s− u)

M2
N

B(Q2) +
(s− u)2
M4
N

C(Q2)

]
, (3.6)

with the Mandelstam variables

s = (pν + pN )
2

t = (pν − pℓ)2 ≡ −Q2

u = (pℓ − pN )2
lab frame−−−−−→

s = m2
N + 2mNEν

t = m2
ℓ − 2Eν(Eℓ − pℓ cos θ)

u = m2
N − 2mNEν + 2Eν(Eℓ − pℓ cos θ) .

Here s− u = 4mNEν −Q2 −m2
ℓ and

A(Q2) =
m2
ℓ +Q2

m2
N

[
(1 + η)F 2

A − (1− η)(F 1
V )

2 + η(1− η)(F 2
A)

2 + 4ηF 1
V F

2
V

− m2
ℓ

4m2
N

(
(F 1

V + F 2
V )

2 + (FA + 2FP )
2 − 4 (η + 1)F 2

P

)]
, (3.7)

B(Q2) =
Q2

M2
N

FA(F1 + F2) , (3.8)

C(Q2) =
1

4
(F 2

A + F 2
1 + ηF 2

2 ) . (3.9)
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The definition η ≡ Q2/4m2
N has been used, F 1,2

V is the vector form factors and FP and FA
are respectively the pseudoscalar and axial form factors. In general, a form factor is used to
parametrize the unknown charge distribution of the object being scattered, such as [114]

dσ

dΩ
=

(
dσ

dΩ

)
point like

|F (Q)|2 . (3.10)

For nucleons the charge distribution is often assumed to be exponential (ρ(r) = ρ0e
−Mλr) and,

consequently, they are commonly described by dipole form factors |F (Q)| = F (0)(1 + Q2

M2
λ
)−2

with parameters F (0) and Mλ determined from fits to data.
The vector form factors F 1,2

V are related to the electromagnetic form factors FNi [113] via

Fi(Q
2) = F pi (Q

2)− Fni (Q2) (i = 1, 2) , (3.11)

also known as the Dirac (FN1 ) and Pauli (FN2 ) form factors [201] which are connected to the so-
called Sachs electric (GNE ) and magnetic (GNM ) form factors [202] through the conserved vector
current (CVC) hypothesis [203, 47] by

GNE = FN1 (Q2)− Q2

4m2
N

FN2 (Q2) and GNM = FN1 (Q2) + FN2 (Q2) . (3.12)

The Sachs form factors satisfy

Gp
E = GD(Q

2) , GnE(Q
2) = 0 . (3.13)

Gp
M =

µp
µN
GD(Q

2) , GnM (Q2) =
µn
µN

GD(Q
2) . (3.14)

The nuclear magneton is given by µN ≡ eℏ/2mp and µp, µn are respectively the proton and
neutron magnetic moments. Also GD(Q2) = (1 + Q2/M2

V )
−2 and MV ≃ 0.84 is the vector

mass which is known from polarized electron-nucleon scattering [204].
The pseudoscalar form factor, FP , is related to the axial form factor, FA, through the partial
conservation of the axial current (PCAC) [205, 206], by means of

FP (Q
2) =

2m2
N

Q2 +m2
π

FA(Q
2), where FA(Q

2) =
FA(0)

(1 + Q2

m2
N
)2
. (3.15)

The value of gA ≡ FA(0) is determined measuring the asymmetry of β-decays [207] and MA,
known as the axial mass, is the only free parameter in the Lewellyn-Smith model for CC interac-
tions that needs to be determined via neutrino-nucleon scattering [208, 209]. Interestingly, as the
second term in Eq. 3.7 is proportional to m2

ℓ/m
2
N it can be generally neglected for electrons, but

not for muons. Accordingly the determination of the pseudoscalar form factor is important as it
can introduce non-trivial differences between the cross sections for νe and νµ.
For NC, Eq. 3.6 holds under the following replacements: First, in NC there is no quark transition
such that |Vud| → 1. Second, the final state lepton is now a neutrino and therefore mℓ = 0, mak-
ing the cross section for all neutrino flavors identical. Finally, the charged current form factors
have to be replaced by the neutral current form (F → F̃ ), defined by

F̃i = ±(F pi − Fni )− 2 sin θWF
N
i − F sNi (i = 1, 2;N = p, n;

(−)
ν = ±) , (3.16)

F̃j = ±
1

2
Fj −

1

2
F sNj (j = A,P ;N = p, n;

(−)
ν = ±) . (3.17)

The new contributions F sN1,2 , F sNP and F sNA are known respectively as the electromagnetic, the
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pseudoscalar and the axial strange form factors for their association to the strange quark [210]
and are estimated using lattice QCD in combination with neutrino scattering data [211, 212, 213].

3.2.2 Meson production in neutrino scattering

For increasing neutrino energies the momentum transfer to the hadronic system is large enough
to produce additional mesons. This can happen through two different mechanisms. On one hand
the production can be resonant, namely through the decay of a nucleon excited by a neutrino
scattering

ν +N → N∗ + l , N∗ → m+N
′
. (3.18)

Here m denotes a meson, typically a pion π and l = {ν, ℓ}. The lifetime of the resonant state is
negligible (e.g ∼ 10−24 s for ∆+) and in practice it is not observed. On the other hand the pro-
duction can be non-resonant, if there is no intermediate state and the hadron is directly produced
in the interaction.
To describe this complex phenomenon different models have appeared over the years each in-
cluding further refinements. The first of them, presented in 1971, was the Feynman-Kislinger-
Ravndal (FKR) model [214]. It was followed in 1981 by the seminal Rein-Seghal model [215,
216] which has been the standard reference for many years. In 2004, it was extended by the
Kuzmin-Lyubushkin-Naumov (KLN) model [217] to account for massive leptons, mainly rele-
vant for events involving ντ . Further improvements were achieved by using alternative vector and
axial form factors [218, 219, 220] that accounted for pion-pole contributions to the hadronic axial
current to better model the main resonance (∆(1232)), leading in 2007 to the KLN-Berger-Seghal
(KLN-BS) model [221]. Also in 2007 a new approach to compute non-resonant contributions
was presented, the Hernandez-Nieves-Valverde (HNV) model [222, 223]. In 2018, the Monireh
Kabirnezhad (MK) model [224, 225] presented a full kinematic description of the Rein-Seghal
model including the non-resonant diagrams of the HNV model and the modified form-factors of
the KLN-BS model.
To compute the meson resonant production cross section, it is necessary to evaluate the matrix
element

ϵµNC,CC ⟨X| jCC,NC
µ |N⟩ = ⟨X,λX |R, λR⟩︸ ︷︷ ︸

decay amplitude

⟨R, λR| ϵµjµ |N,λi⟩︸ ︷︷ ︸
production amplitude

, (3.19)

where λ refers to the helicity of the state. This requires the computation of the production am-
plitude for all the resonances, 17 in the MK model, by writing the matrix elements in terms of
helicity-dependent vector and axial form factors. In total, there are 2x2x4=16 vector (and 16 ax-
ial) form factors, accounting for the two possible initial and two possible final helicities and the 4
possible gauge boson polarizations. The decay amplitudes are functions of the isospin coefficients
characterized by the Clebcsh-Gordan rules, the branching ratios and the Breit-Wigner factor [226]
accounting for the amplitude of each resonance. For neutrino energies below 1 GeV the only me-
son production channel that has a significant cross section is the single pion production. In this
channel an additional dipolar axial form factor, C5

A, is needed to model the ∆(1232) resonance.
This axial form factor depends on two parameters, C5

A(0) and MRES
A , analogous to FA(0) and

MA, which are determined by analyzing pion production data in neutrino scattering [205]. The
non-resonant terms are coherently included in the cross section [216] by evaluating the ampli-
tude of the Feynman diagrams containing the relevant final state configurations, see Figure 3.3.
Overall, the complete set of possible single pion production channels is:
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• CC

νµ + p→ µpπ+ ,

νµ + n→ µpπ0 ,

νµ + n→ µnπ+ ,

ν̄µ + n→ µ+nπ− ,

ν̄µ + p→ µ+nπ0 ,

ν̄µ + p→ µ+pπ− ,

• NC

ν + p→ νpπ0 ,

ν + p→ νnπ+ ,

ν + n→ νnπ0 ,

ν + n→ νpπ− ,

ν̄ + p→ ν̄pπ0 ,

ν̄ + p→ ν̄nπ+ ,

ν̄ + n→ ν̄nπ0 ,

ν̄ + n→ ν̄pπ−.

An example of resonant diagram and all non-resonant diagrams relevant for single pion produc-
tion are illustrated in Figure 3.3.

FIGURE 3.3: Left: The ∆+ resonant diagram contributing to the CC single π+ production. Right: Non-
resonant pion production diagrams: (a) nucleon pole, (b) crossed nucleon pole, (c) pion-in-flight, (d)
contact term, and (e) pion pole. Notice that W = {W±, Z} and π = {π±, π0}. Figure from Ref. [224].

3.2.3 Deep inelastic neutrino scattering

FIGURE 3.4: Conceptual Feynman diagrams for CC-DIS (left) and NC-DIS (right) neutrino interactions.
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As presented in Figure 3.4, in deep inelastic neutrino scattering (DIS) the energy transfer from the
lepton to the nucleus is large enough to produce multiple final state hadrons and mesons, namely

CC-DIS:
(−)

ν ℓ +N →
(−)

ℓ +

N>1∑
i=0

Xi . NC-DIS:
(−)

ν ℓ +N →
(−)

ν ℓ +

N>1∑
i=0

Xi .

To study DIS interactions, it is customary to introduce the invariants

x ≡ Q2

2pN · q
and y ≡ pN · q

pN · pν
, related by xy =

Q2

s−m2
N

.

Commonly y is named as the inelasticity parameter whereas x is the Bjorken scaling variable.
Then, the CC-DIS cross section is given by

d2σ
(−)
ν

CC-DIS
dxdy

= σ0CC

[
xy2FW

±N
1 + (1− y)FW±N

2 ±
(
1− x

2

)
FW

±N
3

]
, (3.20)

where

σ0CC =
G2
F

2π
s

(
1 +

Q2

m2
W

)−2

. (3.21)

The structure functions FW
±N

i , defined as

FW
±N

i (x) = ξi
∑
q

fNq (x) + ξ̄i
∑
q̄

fNq̄ (x) , (3.22)

parametrize the interaction of the W± bosons with the quark sub-structure in the nucleons. Here
q = {d, s} (q = {u, c}) and q̄ = {ū, c̄} (q̄ = {d̄, s̄}) for W+ (W−) and

ξ1 = ξ̄1 = 1, ξ2 = ξ̄2 = 2x, ξ3 = −ξ̄3 = 2 . (3.23)

The probability density functions fNq (x) are the so-called parton distribution functions
(PDFs) [227] which quantify the probability of finding q with momentum p = xpN .
Given the highly hierarchical structure of CKM elements, considering only the transitions among
quarks of the same generation is a reasonable approximation. Under this simplified picture,
Eq.3.20 becomes

d2σ
(−)
ν N

CC-DIS
dxdy

= 2xσ0CC

 ∑
a=q(q̄)

fNa (x) + (1− y2)
∑
b=q̄(q)

fNb (x)

 . (3.24)

This equation reveals the most important properties of the neutrino-nucleon DIS cross section: it
scales linearly with the neutrino energy, explicit in σ0CC , and for a given neutrino energy it scales
linearly with x, a feature known as Bjorken scaling [61]. Since the second term has an additional
factor (1−y2) the cross section is different for neutrinos than for antineutrinos. Upon integration,
one gets σν(E) ≈ 2σν̄(E) [228].
For NC-DIS, the cross section can be calculated following an analogous line of thought. Here,
Eq.3.20 becomes

d2σ
(−)
ν

NC-DIS
dxdy

= σ0NC

[
xy2FZN1 + (1− y)FZN2 ±

(
1− x

2

)
FZN3

]
, (3.25)
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where, as expected

σ0NC =
G2
F

2π
s

(
1 +

Q2

m2
Z

)−2

. (3.26)

The form factors now get modified to account for the different interaction of the Z boson with the
quarks. The allowed transitions are

WZq → q WZq̄ → q̄ .

From the former expressions it is possible to derive the Paschos-Wolfenstain relation [229]

σνNC − σν̄NC
σνCC − σν̄CC

=
1

2
(1− sin θW ) , (3.27)

which provides either a way to measure θW or, if θW is fixed from some other measurement, a
relation to constrain neutrino cross sections.

3.3 Neutrino-nucleus scattering

To model the fact that neutrinos interact with nucleons bound to an atomic nucleus, a series
of additional effects are introduced sequentially, as presented in Figure 3.5. In the first place
the neutrino interaction is assumed to happen with a free-nucleon at rest, as earlier described in
Sec. 3.2. In a second step, the initial momentum of the nucleon is accounted for under the impulse
approximation [230] which considers the nucleon momentum distribution to be unaffected by
correlations with neighboring nucleons. Thirdly, nucleon correlations are introduced by ad hoc
models. Lastly, additional effects are introduced to model final state interactions (FSI) affecting
the particles escaping the dense nuclear medium.

FIGURE 3.5: Modeling steps to compute realistic cross sections for neutrino-nucleus scattering. Figure
from Ref. [231].

3.3.1 Initial nuclear state

The momentum distribution of the target nucleon can be modeled in different ways with different
degrees of sophistication. In all cases the impulse approximation is used. The description of the
initial nuclear state focuses on the characterization of the initial state kinematics for the target
nucleon and in the inclusion of a binding energy EB . The free parameters in these models are
determined by fitting electron-nucleon scattering data [232, 233, 234]. A comparative view of the
initial nuclear state models described below is presented in Fig.3.6.
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FIGURE 3.6: Initial nucleon momentum distribution on carbon for three different models. Figure from
Ref. [235].

Relativistic Fermi Gas (RFG)

The simplest approach to describe the initial nucleon momentum is the global Relativistic Fermi
Gas model (RFG) [236]. On it, nucleons are described as non-interacting fermions in a potential
well. Due to Pauli’s exclusion principle fermions can not be in the same quantum state, so that
in order to fill the well nucleons need to be arranged in higher energy states each consisting of
two antiparallel isospin states. The distribution is characterized by the Fermi momentum pF
which corresponds to the momentum of the nucleon in the highest energy level of the potential
well. Because of to this the RFG momentum distribution has a characteristic hard-cut at pF , as
it can be seen in Figure 3.6. For 12

6 C, pF = 221 MeV/c. This value is significantly different for
lighter and heavier elements, for instance, for 6

3Li and 208
82 Pb it is 169 MeV/c and 265 MeV/c

respectively [233]. This model includes a constant binding energy EB common to all nucleons,
given by

EB = [Z ·Mp + (A− Z) ·Mn −MA] · c2 , (3.28)

where Z and A are the atomic and mass numbers respectively. This leads to a typical binding
energy of 7-9 MeV [233].

Local relativistic Fermi Gas (LFG)

The RFG model assumes the nuclear medium to be uniformly dense which is an oversimplifica-
tion. A better alternative is to consider the effect created by the local density of nuclear matter
ρ(r) on the potential well and modify the nucleon momentum distribution accordingly. This de-
scription is known as the Local relativistic Fermi Gas model (LFG) [237]. Under this model, the
RFG distribution is modified to include a nuclear density dependence pF ∝ ρ(r)1/3, smoothening
the momentum distribution as presented in Figure 3.6. The binding energy is the same as in the
RFG model.

Spectral Function (SF) models

It is well known that the LFG description is inaccurate as it does not consider strongly interacting
nucleon pairs which influence significantly the initial state of the nucleon in about 10-20% of
scatterings, according to electron scattering data [238]. To overcome this, the so-called Spectral
Function models (SF) include a more elaborate description of the momentum and the binding
energy by splitting the nucleon momentum distribution in two terms. On one hand, a mean field
term describes single nucleons within the nucleus in a shell-like structure and, on the other hand,
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a term considering short-range correlations accounts for nucleons in quasi-deuteron states [239].
This description has two consequences. First, the additional nucleon-nucleon interactions spread
the momentum distribution to values significantly above pF producing the characteristic high mo-
mentum tail in Figure 3.6. Second, the removal energy is no longer constant but can be tunned
to resemble the spectroscopic structure observed in electron scattering data [240]. Although sev-
eral SF models exist [241], few of them are implemented in neutrino interaction Monte Carlo
models, making their comparison to data difficult. One of the most widely available models is
the Benhar SF [239], others like the Effective Spectral function [242, 243] are implemented in
NEUT. The relativistic shell model [244] and the relativistic Green’s function approach [245] are
implemented in GiBUU. Remarkably, even if SF models do not change significantly the inte-
grated cross section, they do significantly change the shape of the cross section in some kinematic
variables [246].

3.3.2 Additional nuclear effects

The existence of short-range correlations, discussed in the previous section, not only modifies
significantly the distribution of the initial nucleon momentum but also allows to scatter out not
one, but two or more tightly bound nucleons. This effect was known to be important in electron-
nucleon scattering, especially in the transition gap between the quasi-elastic and resonant re-
gions [238], but it was neglected for years in neutrino experiments as most detectors were insen-
sitive to its effects. It was not until MiniBooNE measured a value of MA = 1.35 ± 0.17 [247],
significantly higher than the world average of MA = 1.026 ± 0.021 [248] obtained with light
nuclear targets, that 2-body currents in neutrino-nucleus scattering were seriously considered,
see Fig.3.7. Currently, the most extended approaches to describe multi-nucleon knockouts are
the Martini [249] and the Nieves [223] models, both using the LFG to describe the initial nu-
clear state. In this models the weak boson propagator gets self-energy corrections to account for
multi-nucleon processes. The idea is that tree-level contributions, corresponding to CCQE, are
mediated by the interaction with a single particle (nucleon) which after getting scattered creates
a single hole in the nucleus (1p1h). In higher levels, the weak current gets contributions from
interactions with 2 particles leaving two holes (2p2h), and so on. Recently, it has been estimated
that 2p2h (3p3h) interactions contribute to about 20% (4%) of the total CCQE processes [250]. In
addition, to correctly model the scattering with heavy targets long-range correlations with several
nucleons also need to be considered. This is done by including random phase approximations
(RPA) [249, 223] which introduce Q2 dependent modifications of the electroweak coupling. This
has a screening effect at lowQ2 and an enhancement at intermediateQ2, while it converges to the
impulse approximation for large Q2.

3.3.3 Final State Interactions (FSI)

The outgoing particles produced in the processes reviewed in the former sections are created
in a dense nuclear medium. Consequently, they might re-interact before leaving the nucleus,
undergoing Final State Interactions (FSI), see Figure 3.8. Through FSI particles can significantly
change their kinematics, e.g. change their momentum, be deflected, be absorbed by the nuclear
medium or, in the case of hadrons, change its charge sign. These effects are important as they
mix the output from different exclusive cross section channels. For instance, a true νn + n →
µ−+p+π+ interaction where the outgoing pion is absorbed due to FSI leads to a final state particle
content indistinguishable from that produced in a true CCQE interaction. Thus, FSI constitute an
important complication in the experimental study of neutrino interactions. It is worth noting that
FSI are particularly relevant to study channels with subdominant cross sections, as their final state
particle content can be outnumbered by interactions of other dominant channels undergoing FSI.
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FIGURE 3.7: ν−12C double differential cross section averaged over the MiniBooNE flux as a func-
tion of the muon kinetic energy Tµ. The thick solid line stands stands for the full model Nieves
model (LFG+RPA+2p2h). The dashed, dotted and dash-dotted lines show partial results for only LFG,
LFG+RPA and only 2p2h, respectively. All these curves are obtained withMA = 1.049 GeV (compatible
with light-target data) while the thin solid line is calculated with the LFG and MA = 1.32 GeV. Figure
from Ref. [251].

3.3.4 Detector limitations

In addition to FSI, detector limitations also need to be considered when studying exclusive neu-
trino cross sections. For instance, most detectors are largely or completely insensitive to neutral
particles in the final state, some others are insensitive to the charge sign and all of them have a min-
imum tracking threshold, which can change dramatically depending on the detector technology.
Accordingly, among many other cases, for some detectors 1p1h and 2p2h are indistinguishable
and some other experiments can not differentiate νℓ from ν̄ℓ.

3.3.5 Interaction topologies

Since there is no way to prevent FSI in neutrino-nucleus scattering nor to overcome the final
state degeneracies introduced by the limitations in the detector, in the recent years experiments
have started to re-think how to study neutrino-nucleus interactions. Not so long ago it used to be
the case that the experiments presented their predictions for theoretically well-defined processes,
such as CCQE. However, the results reported by modern experiments, working with relatively
heavy nuclei, often disagreed with those from bubble chamber experiments, working with deu-
terium, due to the significantly different role of nuclear effects [253]. This presented an important
challenge as depending on the model assumptions the predictions in Eq. 3.1 changed noticeably,
introducing large systematic uncertainties in the cross section and in the oscillation measure-
ments. The reason for this was two-fold. On one hand, cross sections were unfolded [254] as a
function of the neutrino energy. However, neutrino energy reconstruction depends intimately on
the interaction mode as specified by the model under consideration. In the second hand, using
different models lead to significant variations in the determination of x⃗ and b⃗. In 2016, a seminal
paper from the T2K collaboration [255] proposed a new approach to tackle this problem. Instead
of working with interaction channels, experiments could use interaction topologies, more robust
to model effects. An interaction topology is defined solely by the observable final state parti-
cles. For instance, all events created by a charged current interactions without detectable positive
charged pions in the final state can be regarded as belonging to the CC0π+ topology. In this way
both 1p1h and 2p2h interactions get enclosed into the same category making the measurements
more independent to the multinucleon description of different models. Moreover, experiments
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FIGURE 3.8: Sketch of FSI possible processes after a neutrino interaction: Elastic scattering modifies
the kinematics of a pion; Charge exchange modifies the charge sign of a pion; A pion is absorbed by the
nucleus; A pion re-interaction produces an additional pion. Extracted from Ref. [252].

could tune their own topology definitions to be more robust to their detector limitations. For ex-
ample, detectors insensitive to final state neutrons can study interaction topologies which include
any number of neutrons in the final state. Additionally, omitting the use of the neutrino energy
when possible was proposed, using instead direct detector observables such as the angle θℓ and
the momentum pℓ of the outgoing charged lepton. For the near detector constrain, where know-
ing the neutrino energy is not directly needed, the event rate prediction can be directly written
as a function of the detector observables, much better known, increasing the sensitivity to the
cross section and flux nuisance parameters. Moreover, reporting measurements as functions of
direct kinematic variables allows to compare data and models on the same footing, opposed to
unfolded cross section measurements, providing valuable insights to further develop the theory
behind neutrino-nucleus interaction models.

3.3.6 State-of-the-art challenges

The state-of-the-art knowledge on neutrino-nucleus interactions and the most urgent challenges
in this field of research are throughly presented in a series of recent papers [252, 256, 257] by
the Neutrino Scattering Theory-Experiment Collaboration (NuSTEC). The most important points
are:

• There is great necessity on expanding our knowledge on the theoretical side. This includes:
The creation of unified models that do not rely on breaking the nuclear description in a chain
of steps; The development of fully differential cross section approaches even for multi-track
topologies; It is necessary to find further refined constructions to model nucleon-nucleon
correlations, to extend the reach of current ab initio computations and to improve lattice-
QCD calculations on the nucleon form factors.

• For the sake of ensuring the success of future neutrino oscillation experiments complemen-
tary data sources are required, including: The development of new high-statistics hydrogen
or deuterium scattering experiments to pin down the neutrino-nucleon model parameters;
To increase neutrino and antineutrino Argon scattering data to better model interactions for
DUNE and to study and support the option to build narrow energy muon-based neutrino
beams, such as muon storange rings and intense electron neutrino beams.
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• Bridges among theory and experiments need to be built and extended to ensure a more
efficient and stronger collaboration. This includes: Defining a standardized format for neu-
trino event generators; To embed all existing neutrino models in neutrino event generators
such that can be cross-validated with data and to work in global fits to all existing data to
highlight tensions.

• Finally, it is desirable to increase in the future the current neutrino-nucleus scattering data
in the widest possible range of energies, nuclear species and interaction types, and to mea-
sure their scattering distributions as a function of as diverse and complementary kinematic
variables as possible, including their correlations.

3.4 Neutrino event generators

In order to model neutrino interactions and to compute event rate predictions, experiments use
neutrino event generators. Event generators consist of an ensemble of neutrino interaction cross
section models, such as those earlier reviewed in this Chapter, which, for a specific choice of
model parameters, determines the probability density functions characterizing the rate of each
neutrino interaction process and the kinematic distributions of its final state particles. Using
Monte Carlo (MC) methods, event generators sample from this distributions in order to produce
synthetic datasets. To work, neutrino event generators require to specify the flux shape, integral
and flavor content as well as the detector geometry. With the former information, events are
generated by means of the following steps:

1. Sample the target nuclei, its position in the detector and the neutrino energy and flavor
according to the detector geometry, the neutrino flux and the inclusive cross sections.

2. Sample the exclusive interaction process considering the chosen target nuclei, neutrino en-
ergy and flavor.

3. Sample the initial four-momentum of the target nucleon according to the nuclear model
describing the chosen target nuclei.

4. Sample the initial four-momentum for all the final state particles according to the exclusive
cross section model given the former choices.

5. Simulate the trajectory of each final state particle in their path across the nuclear medium
in a series of steps. At each step, the probability and effect of undergoing final state in-
teractions is sampled according to the FSI model. If an interaction occurs, the state of the
particle is changed. In the process particles can be created and destroyed. The process ends
when all particles have escaped the nucleus.

The most common event generators used by neutrino oscillation experiments are GENIE [258],
NEUT [259], GiBUU [260] and NuWro [261]. Due to their different formats, dedicated software
like Nuisance [262] can be used to compare their outputs. Due to their easier integration to the
experimental necessities T2K and NOνA use NEUT and GENIE to perform their measurements
on the oscillation parameters. A comparison, adapted from Ref. [263], of the models used by
two generators, NEUT (version 5.4.0) and GENIE (version 2.8.0), used later in this thesis is
provided below.

• Nuclear Model: NEUT uses the Benhar SF [239]. GENIE uses the Bodek-Ritchie imple-
mentation [264] of the RFG.

• Quasi-Elastic Scattering: Both generators use an implementation of the Llewellyn-
Smith model [236] and the same parametrization for the vector form factors, called
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BBBA05 [265]. However, they use a different value for the axial mass. NEUT (GENIE)
uses MA = 1.21 GeV/c2 (MA = 0.99 GeV/c2).

• 2p2h: NEUT uses the Nieves model [223], while GENIE does not include multinucleon
knock-out5.

• Meson Production: NEUT uses the KLN-BS model [221] with a cut-off value for the
invariant mass resonance of W < 2.0 GeV. The axial resonant form factor uses MRES

A =
0.95 GeV/c2 and C5

A(0) = 1.01 [219]. The normalization of the non-resonant background
is set to 1.30. GENIE uses the Rein-Seghal model [215] with a cut-off value for the invariant
mass resonance ofW < 1.7 GeV, withMRES

A = 1.12 GeV [267]. The ∆ width is modified
for in-medium effects and it is assumed that inside the nucleus 20% of ∆ decays are pion-
less.

• Coherent Scattering: Both generators use the Rein-Seghal model [215].

• Deep Inelastic Scattering: Both generators use the GRV98 PDF parametrization [268].

• Hadronization: For non-resonant hadron production in the low invariant mass re-
gion NEUT uses the Koba-Nielsen-Olesen (KNO) scaling [269] and GENIE uses the
Andreopoulos-Gallagher-Kehayias-Yang (AGKY) model [270]. For high invariant masses
both generators use the PYTHIA-JETSET model [271].

• FSI: Both generators include FSI using intranuclear cascade models. Whereas NEUT uses
a custom model, GENIE uses the INTRANUKE package [272, 273].

3.5 Neutrino scattering data

Neutrino scattering data can be split as coming from early neutrino experiments or from mod-
ern neutrino experiments as the experimental approach and the detector technology has changed
significantly from ones to the others.

3.5.1 Early experiments

In the decades of the 1970s and 1980s, several experiments were build with the goal to validate
the, back to then recent, SM predictions about neutrino interactions. A summary of the existing
results is presented in Table 3.1. Among them, ANL, BNL and BEBC worked with deuterium,
such that their measurements still provide some of our best knowledge on neutrino interactions
unaffected by nuclear effects. An excellent review on this data can be found on Ref.[303]. Sum-
mary plots are presented in Figure 3.9.

3.5.2 Modern experiments

In the early 2000s, after the discovery of neutrino oscillations, there was a new wave of neutrino
scattering experiments, summarized in Table 3.2, which still last today. This was so because of
two reasons. In the first place measuring neutrino oscillations requires to build detectors and a
neutrino beam, such that indirectly, all the necessary elements required to study neutrino scat-
tering are provided. In the second place, as earlier discussed in this chapter, improving our
understanding on neutrino scattering is crucial to measure accurately neutrino oscillations and,
consequently, large efforts have been devoted to analyze thoroughly the data produced by those
experiments. Contrary to the early experiments, which typically consisted in in bubble chambers,
modern experiments use and have used quite diverse technologies to study neutrino scattering:

5Multinucleon know-out has been included in GENIE-v3 [266].
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Experiment CCQE Measurements π Production Target(s)

Aachen νµ [274] NC [275] Al
ANL νµ [276, 277, 278] CC [279, 280, 281, 282], NC [283, 284] D2

BEBC νµ [285] CC [286, 285], NC [286, 285] D2

BNL νµ [287, 288], ν̄µ [289] CC [290], NC [291] D2

FNAL νµ [292] CC [293], NC [294] D2

GGM νµ [295, 296], ν̄µ [297] NC [298, 299] C3H8 CF3Br
SKAT νµ [300], ν̄µ [300] CC [301] CF3Br
Serpukov νµ [302], ν̄µ [302] - Al

TABLE 3.1: Summary of cross section measurements made by early neutrino experiments broken down
by neutrino target, experiment, and interaction type. The studies on CCQE measurements are separated in
neutrino and antineutrino. The studies on π production do not differenciate between π± and π0, are split
in CC and NC, and include both νµ and ν̄µ measurements.

< Eν >, < Eν̄ > Neutrino
Experiment Beam GeV Target(s) Run Period

ArgoNeuT ν,ν̄ 4.3, 3.6 Ar 2009 – 2010
K2K ν 1.3 CH, H2O 2003 – 2004
MicroBooNE ν 0.8 Ar 2015 –
MINERνA ν,ν̄ 3.5 (LE), He, C, CH, 2009 – 2019

5.5 (ME) H20, Fe, Pb,
MiniBooNE ν,ν̄ 0.8, 0.7 CH2 2002 – 2019
MINOS ν,ν̄ 3.5, 6,1 Fe 2004 – 2016
NOMAD ν,ν̄ 23.4,19.7 Fe 1995 – 1996
NOνA ν,ν̄ 2.0, 2.0 CH2 2010 –
SciBooNE ν,ν̄ 0.8, 0.7 CH 2007 – 2008
T2K ν,ν̄ 0.6, 0.6 CH, H2O, Fe 2010 –

TABLE 3.2: Summary of the main modern neutrino scattering detectors. Adapted from Ref. [304].
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from liquid argon TPCs, to liquid and plastic scintillators and water Cherenkov detectors. This
of course, has pros and cons. On one hand modern experiments can accumulate several orders of
magnitude more data due to their much more massive detectors. High statistics allows to isolate
many event topologies and to study the event rate dependence to many variables. On the other
hand, using C,O or Ar, needed to build such massive detectors, introduces significant nuclear ef-
fects. In order to understand them many cross section measurements have been made in recent
years. The inclusive cross section measurements are summarized in Table 3.3. Studies on meson-
less neutrino scattering are summarized in Table 3.4. Finally, studies on pion production induced
by neutrino scatterings are presented in Table 3.5. Several remarks can be drawn in light of the
existing measurements:

• So far, the two modern experiments leading the measurement of neutrino interactions cross
sections have been MINERνA and T2K. MINERνA was a dedicated neutrino scattering
experiment exploring the few GeVs region which finished its operation in 2019 and had the
ability to change its target material to study scatterings against different nuclei. T2K, which
continues operational, has centered its measurements in energies ranging from hundreds of
MeV to slightly above 1 GeV, using different detector technologies: Super-Kamiokande,
INGRID and ND280. Among them, ND280 is the most specialized detector for this task
and accordingly is the detector that has produced most of the results. This trend is expected
to continue in the next years by means of T2K’s beam upgrade [305] and the upgrade of
ND280 [3], later described in this thesis.

• Although electron neutrino cross sections are crucial to study electron neutrino appear-
ance, and therefore to measure δCP , almost all current cross section knowledge is based on
muon neutrino and antineutrino scattering. This stems from the fact that producing intense
electron neutrino beams is technically difficult. Currently, the only modern experiments
that have measured νe cross sections are T2K and MicroBooNE, and so far, only inclusive
measurements are available. In the future, the upgraded ND280 detector and additional
detectors in T2K’s neutrino beamline such as the WAGASCI [306], NINJA [307] and pos-
sibly IWCD [308]), as well as Liquid Argon based detectors, such as MicroBooNE [309]
and DUNE [110], are expected to mitigate this limitation.

• Despite NOνA being today, with T2K, the most important accelerator neutrino oscillations
experiment, NOνA measurements on neutrino scattering are scarce, due to the fact that
NOνA does not has a magnet and its detectors are made up of coarse plastic scintillator
bars that offer poor tracking and PID capabilities. This scenario contrasts with ND280,
explained in Chapter 5, as it has excellent tracking and PID capabilities designed to study
neutrino interactions.

• of studies have been published reporting pion production measurements in modern neutrino
experiments, non of them have measured charged pion production in neutrino neutral cur-
rent interactions. This gap in the literature is expected to be filled in the near future by the
studies later presented in Chapters 6, 7 and 8.
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Experiment Measurement Target(s)

ArgoNeuT νµ [310, 311], ν̄µ [311] Ar
MicroBooNE νµ [312, 313], νe,ν̄e [314] Ar
MINERνA νµ [315, 316, 317, 318], ν̄µ [318], νµ/ν̄µ [319] CH, Fe, Pb
MINOS νµ [320], ν̄µ [320] Fe
NOMAD νµ [321] C
SciBooNE νµ [322] CH
T2K νµ [323, 324, 325, 326, 327], νe [328, 329, 330] CH, H2O, Fe

ν̄e [330], νµ/ν̄µ [331]

TABLE 3.3: Summary of inclusive cross section measurements by modern neutrino experiments. Adapted
from Ref. [304].

Experiment Measurement Target(s)

ArgoNeuT 2p [332] Ar
K2K MA [333] H2O
MicroBooNE dσ

dQ2 , dσ
dpµ,p

, dσ
d cos θµ,p

[334] Ar
MINERνA dσ

dQ2 [335, 336, 337], 1p [338], νe [339] CH, Fe, Pb
d2σ
dpT d∥

[340, 341], dσ
dpn

dσ
dδαT

[342], d2σ
dEavaildq3

[343]

MiniBooNE d2σ
dTµdθµ

[344, 345], MA [346], NC [347, 348] CH2

MINOS MA [349] Fe
NOMAD MA,σ(Eν) [350] C
Super-K NC [351] H2O
T2K d2σ

dTµdθµ
[255, 352, 353, 354, 355], σ(Eν) [356], MA [357] CH, H2O

NC [358, 359], dσ
dδpT

dσ
dδαT

[360]

TABLE 3.4: Summary of quasielastic cross section measurements by modern neutrino experiments.
Adapted from Ref. [304].

Experiment π± Measurement π0 Measurement Target(s)

ArgoNeuT CC [361] NC [362] Ar
K2K CC [363, 364] CC [365], NC [366] H2O
MicroBooNE - CC [367] Ar
MINERνA CC [368, 369, 370, 371, 372] CC [369, 373, 374], CH

NC [375]
MiniBooNE CC [376, 377] CC [378], CH2

NC [379, 380]
MINOS - NC [381] Fe
NOMAD - NC [382] C
NOνA - NC [383] C
SciBooNE CC [384] NC [385, 386] CH
T2K CC [387, 388, 389], NC [CJV] NC [390] CH2,H2O

TABLE 3.5: Summary of neutrino induced pion production cross section measurements by modern neu-
trino experiments. The tag [CJV] highlights the space meant to be filled by the study later presented in
this thesis. Table adapted from Ref. [304].
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Chapter 4

Fundamentals of neutrino
instrumentation

“I suppose I’m worried that someday there will be some
exciting experiments to do, and there won’t be anyone
around who knows what experiments are.”

– SHELDON LEE GLASHOW

To experimentally study neutrino physics it is necessary to built up particle detectors sensitive to
the imprints of neutrino interactions. This Chapter reviews the most essential concepts regarding
the interaction of particles with matter and describes the working principles of time-projections-
chambers, scintillating materials and photomultipliers. Extensive and excellent literature exists
dedicated to this topic. For an extended discussion on the subject the reader might find useful
Refs. [392, 393, 394, 395, 396, 397, 398].

4.1 Relevant interaction processes

Due to their unusually low interaction cross sections neutrinos hardly ever interact with matter.
In consequence, neutrinos generally propagate through matter without leaving any detectable
trace. However, in the rare occasions when a neutrino interaction happens final state particles
are produced which interact with the surrounding media frequently enough to create a pattern of
signatures which can be measured and used to reconstruct information about the properties of the
interacting neutrino. Hence, in order to understand what physical signatures a neutrino detector
looks for and what detrimental effects might interfere with them it is necessary to understand
the dominant processes affecting the the typical particles produced in neutrino interactions. As
reviewed in the former Chapter, for experiments working withE ≈ 1 GeV, the final state particles
typically consist of charged leptons, nucleons and light mesons. In regard of their interaction
processes neutral and charged particles are nothing alike.

4.1.1 Charged particles

The most important processes affecting charged particles passing through a block of matter are
inelastic collisions with the electrons and elastic scatterings with nuclei. Additionally, in some
circumstances Cherenkov radiation and Bremsstrahlung are also important.
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Inelastic collisions

A charged particle traveling through a block of material undergoes inelastic collisions with its
electrons and, in doing so, transfers to them a part of its energy. As a result, the atomic electrons
get excited or ionized. In some cases the energy transferred to the electron is large enough to pro-
duce significant secondary ionization. These high energy recoil electrons are commonly named
δ-rays or δ-electrons. The inelastic collisions are statistical in nature with its associated energy
loss well described by a Landau distribution. Since the number of interactions per macroscopic
length is usually large the average energy loss per unit length is often a meaningful metric. This
quantity is the so-called stopping power, or dE/dx, and it is characterized by the Bethe-Bloch
formula. Such a formula, however, is different for light charged particles such as electrons and
positrons, and heavy charged particles such as muons, pions, protons or alpha particles.
For heavy particles, the Bethe-Bloch formula, characterizing the dE/dx is:

− dE

dx
= 2πNar

2
emec

2ρ
Z

A

z2

β2

(
ln

2meγ
2v2Wmax

I2
− 2β2 − δ(βγ)

) [
MeV cm2

g

]
, (4.1)

with

re : classical electron radius ,

me : electron mass ,

Na : Avogadro’s number ,

I : mean excitation potential ,

me : absorbing material atomic number ,

Na : absorbing material atomic weight ,

ρ : density of absorbing material ,

z : charge of incident particle in unit of e ,

β : v/cof the incident particle ,

γ : 1/
√

1− β2 ,
δ : density correction ,

Wmax : max energy transfer per collision .

The density correction δ accounts for the fact that the incident particle electric field polarizes the
material along its path, producing a shielding effect that reduces the energy loss for increasing
energies. This effect gets enhanced for denser materials and because of that it is called density
effect. Tables with values for δ for different materials can be found in Ref. [399]. For an incident
particle of mass M , Wmax is given by

Wmax =
2mec

2η2

1 + 2s
√
1 + η2 + s2

, (4.2)

where s = me/M and η ≡ βγ. The mean excitation potential I is well approximated using the
semi-empirical formulas

I

Z
= 12 +

7

Z
[eV] for Z < 13, and

I

Z
= 9.76 + 58.8Z−1.19 [eV] for Z ≤ 13 .

(4.3)

The typical behavior of Eq. 4.1 is presented in Figure 4.1. For non-relativistic energies the dE/dx
is dominated by terms 1/β2 and it decreases until about β ≃ 0.96 where a minimum is reached.
Particles at this point are often referred to as minimum ionizing particles or MIPs. As the mini-
mum depends on the mass of the particle it is worth to bear in mind that muons and pions (protons)
are MIPs when they have momenta of about 0.3 GeV (2 GeV). Interestingly, the MIP point is quite
universal across materials.
In the case of light particles, i.e. electrons and positrons, the incident particle no longer remains
undeflected due to its low mass. Moreover, in the case of electrons the collisions are between
identical particles so that the calculation must consider their indistinguishability. This leads to the
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FIGURE 4.1: Stopping power for positively charged muons in copper as a function of βγ. Figure from
Ref. [400].

following modified Bethe-Bloch formula

− dE

dx
= 2πNar

2
emec

2ρ
Z

A

1

β2

(
ln

τ2(τ + 2)

2(I/mec2)2
+ F (τ)− δ(βγ)

) [
MeV cm2

g

]
, (4.4)

where τ is the kinetic energy of the particle in units of mec
2 and

F (τ) = 1− β2 + t2/8− (2r + 1) ln 2

(τ + 1)2
for e− ,

F (τ) = 2 ln 2− β2

12

(
23 +

14

τ + 2
+

10

(τ + 2)2
+

4

(τ + 2)3

)
for e+ .

Bremsstrahlung

Bremsstrahlung consists in the emission of light produced by the deceleration of a charged particle
when deflected. As it is clear in Figure 4.1, for particle momenta ranging from hundreds of MeV
to few GeV, the Bethe-Bloch description is enough to accurately characterize the stopping power
of heavy particles, such that radiative losses, i.e. Bremsstrahlung, can be ignored. However,
for electrons and positrons Bremsstrahlung becomes relevant for energies above few MeV. Un-
like inelastic collisions, which take place many times per path length, losses by bremsstrahlung
are characterized by the emission of few high energy photons. Accordingly, depending on the
material and its density the probability to undergo losses by Bremsstrahlung can change dramat-
ically. The Bremsstrahlung losses are characterized by the so-called radiation length, X0, which
describes the distance over which the energy of an electron is expected to be reduced by a factor
1/e exclusively due to radiation losses. For air X0 ≃ 300 m, for polystyrene X0 ≃ 43 cm and for
lead X0 ≃ 0.56 cm. Therefore, Bremsstrahlung losses can be typically ignored in gases whereas
in liquids and solids they are relevant.
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Cherenkov radiation

Cherenkov light is produced when a charged particle travels faster than the velocity of light in the
medium. The emission happens at an angle given by

cos θ =
1

nβ
, (4.5)

where n is the refractive index for the medium, and β = vp/c is the ratio of the velocity of the
particle and the speed of light in the vacuum. Provided that cos θ ≤ 1, β = 1/n defines the
so-called Cherenkov threshold, namely the minimum velocity for which the particle will emit
Cherenkov light. In a water Cherenkov detector, where n=1.33, this corresponds to a momentum
threshold of about 0.6 MeV/c, 120 MeV/c, 160 MeV/c and 1.05 GeV/c for an electron, muon,
charged pion and proton respectively. Since the light emission happens at a given angle, a light
cone is formed around the track trajectory. In water, if β ≈ 1, the cone opening angle is θ ≃ 41º.

4.1.2 Photons

In the case of photons relevant for neutrino detectors, i.e. visible, UV, X-rays and γ-rays, the
main processes that need to be considered are the photoelectric effect, Compton scattering and
pair-production, with the magnitudes and energy dependences presented in Figure 4.2.

FIGURE 4.2: Photon exclusive cross sections
in gold. Figure from Ref. [401].

FIGURE 4.3: Neutron exclusive cross sections in car-
bon. Figure adapted from Ref. [402].

Phtotoelectric effect

In the photoelectric effect an incident photon is absorbed ionizing an atomic electron. To be
allowed, the photon energy must be equal or higher to the electron binding energy. The cross
section for this process grows as the energy of the incident photon approaches that of the highest
electric binding energy of the atom, known as the K-shell. If the energy of the photon is lower,
the K-shell electrons become insensitive to the photoelectric effect producing a sudden drop in
the cross section known as the K absorption edge, which can be seen in Fig 4.2. The cross section
rises and dips again as it approaches and passes the necessary energy to ionize the next shells
(L,M,etc).
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Compton and Rayleigh scattering

Compton scattering describes the incoherent scattering of photons with free1 electrons. By means
of Compton scattering a photon gets deflected and changes its energy while ionizing a high energy
electron. The maximum energy for this outgoing electron is when the photon and the electron are
back-to-back. As at this value there is a sharp cutoff in the outgoing electron energy spectrum
this energy is known as the Compton edge. Electrons ejected with energies between zero and this
value are often referred to as belonging to the Compton continuum.
Rayleigh scattering describes the elastic scattering of photons by atoms as a whole. In Rayleigh
scattering the light is deflected without changing its energy. Despite of this, Rayleigh scattering
is sometimes significant as it can change the typical photon travel distance from the production to
the detection point.

Pair production

For energies above some MeV pair production becomes the dominant interaction channel.
Through it, photons produce in the presence of a third body such as a nucleus, an electron-positron
pair. Given that two electrons are created in the process there is a threshold energy of 2 me. The
typical distance for pair-production to happen is characterized by the mean free path λpair, which
is related to the radiation length by X0 = 9/7λpair.

Electron-photon showers

As earlier reviewed, when electrons cross a block of material with a thickness comparable or
larger than its radiation length a significant loss of energy happens in the form of Bremsstrahlung
photons. Since this photons can create additional electrons and positrons by means of pair pro-
duction, in general, when radiation losses are significant an avalanche process, known as an
electron-photon shower, is triggered: The more electron-positron pairs are created the more
Bremsstrahlung photons are emitted. The shower keeps growing exponentially until the mean
energy of its constituents is sufficiently low for the Bremsstrahlung cross section to drop.

4.1.3 Neutrons

Due to its lack of electric charge neutrons interact much less frequently with matter than massive
charged particles. The most relevant interaction processes for neutrons are: elastic or inelastic
scattering from nuclei, neutron capture, nuclear reactions and hadron shower production. Due to
the high dependence of the cross section with the neutron kinetic energy it is usual to find in the
literature the following terminology:

meV−→ 0.25 eV ←− 100 keV −→ 10 MeV−→ 100 MeV −→
Cold Thermal Epithermal Fast High Energy

In neutrino interactions, final state neutrons are either fast or high energy. At this typical energies,
the main processes affecting neutrons are scattering and nuclear reactions, see Figure 4.3. In the
case of inelastic scattering, the neutron transfers some energy to the target nucleus. Consequently,
the nucleus recoils creating a short (< few cm) but intense ionization track. If the scattering is
inelastic, additionally, a gamma is emitted. In nuclear reactions the neutron knocks out one or
several nuclei, typically a proton or an α particle, from the target nucleus. The outgoing charged
hadrons produce a highly ionizing track with a length ranging from short to moderately long
(some cm) depending on the particle type and the neutron momentum transfer.

1As the photon energy is relatively high compared to the atomic electron binding energy the latter can be neglected.
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4.2 Time Projection Chambers (TPCs)

Time Projection Chambers (TPCs) are a widely extended and highly successful type of ionization
detectors. Ionization detectors are based on the direct collection of the ionization electrons and
ions produced in a gas or liquid by passing radiation. Among early ionization detectors one can
find ionization chambers, proportional counters and Geiger-Müller counters. Their modern use
in experiments is very limited. In the 1960s the multi-wire proportional chamber (MWPC) was
invented by Charpak [403]. A MWPC is made up arranging anode wires in a gas volume between
of two cathode planes. Each anode wire collects the ionized electrons providing a signal propor-
tional to the particle stopping power. In this way, studying the pattern of signals in different wires
allows to determine the particle trajectory and its local ionization. Because of this, the MWPC
provided for the first time the possibility to study a track trajectory with excellent precision using
an all-electronic device, replacing older detector technologies such as photographic emulsions
and bubble chambers that required storing the event information in films. Early after the develop-
ment of the MWPC it was realized that measuring the drift time of electrons from their production
point to the wire could be used to obtain additional spatial information [404]. In this way, drift
chambers measured the track position by studying the electrons drift time. The combination of
the working principles of the MWPC and the drift chambers finally lead to the development of
the TPC [405]. TPCs provide simultaneously 3D tracking information and dE/dx measurements
of high precision. Since its invention, TPCs have been used in numerous high energy physics
experiments and it remains a fundamental instrument.

4.2.1 Working principle

The working principle for the TPCs is illustrated in Figure 4.4. A constant electric field is applied
to a gas or liquid volume which is enclosed by a box. Typically, one side of the box is the cathode
and the opposite side is the anode. Once a charged track crosses the TPC volume ionizing it,
the ions drift towards the cathode and the electrons towards the anode where the signal readout
is installed. The readout typically consists of several planes of parallel wires rotated in different
angles or it is made up of modules segmented in pads. Either solution provides both ionization
and spatial information. The third spatial coordinate is then reconstructed by the drift time to the
anode. In addition, a magnetic field is often used in parallel to the electric field, with the goal of
bending the tracks trajectories allowing the identification of its charge.

FIGURE 4.4: Drawing of the TPC working principle. In this particular example the readout consists of
wire planes. Figure from Ref. [406].
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Drift velocity

The drifting charges in the TPC volume suffer gradual energy losses in collisions with the atoms
along their way. However, they acquire energy due to the presence of the electric field. A balance
is meet between this two effects leading to a constant electron drift velocity. The drift velocity is
known to be maximal when the electron wavelength is equal to the width of the electric potential
in which it travels, known as the Ramsauer–Townsend effect [407]. Consequently, TPCs are
often operated at the electric field where this maximum is reached.

Diffusion

The scattering of the ionization electrons by the gas atoms randomly diffuses their trajectory
towards the anode. The diffusion it is known to be proportional to

√
L, where L is the drift

distance. In general, the diffusion has a negative impact in the determination of the particle
trajectory and consequently often using short drift distances is preferred.

Charge attenuation

Ionization electrons can be captured by the gas molecules progressively reducing the amount of
charge drifting towards the anode. The severity of the electron attenuation depends on the electron
affinity of the gas, which is the amount of energy released when an electron is attached to a neutral
atom or molecule to form a negative ion. The attachment for noble gases is very small and can
be neglected, however, the presence of impurities in the gas, e.g Oxygen, can play a significant
role. To ensure a good operation performance the TPC gas quality needs be monitored and kept
within nominal values by the use of purifiers and the circulation of fresh gas. As in practice the
attenuation is never zero it is measured and corrected for.

Amplification

If the electric field is high enough (O(104) V/cm) the electrons may reach sufficient energy be-
tween collisions to ionize the gas and trigger an avalanche. The amplification factor, also called
gain, is often determined experimentally. TPCs are operated at a lower electric field, in the so-
called proportional mode. Namely, after correcting for the attenuation the number of electrons
reaching the anode plane should correspond to the number of electrons ionized by the track be-
ing measured. In the anode plane, the electric field intensity is typically higher leading to an
amplification of the signal. Since the amplification distance is always the same, once the gain is
determined, the charge measurement can be translated into a dE/dx for the track. During the
avalanche process photons are also created with enough energy to produce additional ionizations.
As photons might reinteract at different points in the amplification gap, they might lead to a loss
of the proportionality. To prevent this, photon quencher molecules (e.g CO2, methane or isobu-
tane), characterized by their large photon absorption cross sections, are usually added in small
fractions to the gas mixture.

4.2.2 Momentum reconstruction

Under the influence of a magnetic field B⃗ = (0, 0, Bz), a particle with initial momentum B =

(px, py, pz) describes an helicoidal trajectory as long as pt =
√
(p2x + p2y) ̸= 0. Under the

assumption of constant momentum magnitude, which is generally true, the curve of the trajectory
in the plane perpendicular to the magnetic field is a circle arc of radius

R =
pt
eB

. (4.6)
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FIGURE 4.5: Schematics of the track parameters in the transverse plane. R is the circle radius, L is the
track length and s is known as the sagita. Figure from Ref. [408].

With the radius in meters, the momentum in GeV/c and the magnetic field in Teslas, one gets the
useful equivalence pt ≈ 0.3Br.
ForNp equidistant points, and neglecting multiple scattering, the transverse momentum resolution
σpt is given by the Glückstern formula [409]

σpt
pt

= σxy
pt

eBL2

√
720

Np + 4
, (4.7)

where σxy is the point resolution on the transverse plane and L is the length of the track, as
illustrated in Figure 4.5. The track momentum is determined by measuring the polar angle θ
between p⃗ and B⃗, as:

p =
pt

sin θ
(4.8)

where the resolution on θ is given by

σθ
θ

=
θz
L

√
12(Np− 1)

Np(Np + 1)
. (4.9)

4.2.3 Particle identification

FIGURE 4.6: Expected energy loss (CE) for different particles in the T2K TPCs. Figure from Ref. [410].
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The strategy to perform particle identification (PID) in the TPCs is the following. In the first
place the expected ionization CE , see Figure 4.6, can be computed by using the Bethe-Bloch
formula for each given particle hypothesis (electron, muon, charged pion or proton) using the
reconstructed momentum and the known (measured) TPC gain. In the second place the expected
distribution of measured values CM is characterized by a certain width σE that is a function of
the charge resolution of the detector, the gain and the diffusion and it needs to be determined
experimentally. With the former, pull variables δ can be built for each particle hypothesis i as

δ(i) =
CM − CE(i)

σ(i)
, (4.10)

where
σ(i) =

√
σ2E(i) + (dCE/dp)

2 σ2p (4.11)

accounts both for the charge resolution σE and the propagation of the momentum resolution σp
on the prediction of the central value CE .

4.3 Scintillation detectors

Whereas ionization detectors such as the TPC focus on measuring the energy loss of tracks by
measuring its ionization, scintillation detectors are devoted to measure the light arising from the
de-excitation processes induced by charged tracks traveling through matter. While many scintil-
lating materials exist not all of them are adequate to build detectors. In general, a good scintillat-
ing material must exhibit high efficiency for converting excitation energy to fluorescent light and
it should be transparent to its fluorescent radiation. The most important classes of scintillators are
the noble gases, inorganic crystals (e.g. NaI or CsI), liquid organic scintillators, and polycyclic
hydrocarbons (plastics). Nowadays, noble gases, in particular Argon and Xenon, are being used
in liquid form to build detectors where both the ionization and the scintillation are measured. Inor-
ganic crystals, despite of their high economic cost, provide the largest light yield and are therefore
of extended use for precision measurements and nuclear medicine. Plastics constitute the most
extended class of scintillators due to their overall good performance, cheap industrial production,
robustness and mechanical stability. Finally, organic liquid scintillators provide a mechanical al-
ternative to plastics with similar scintillating performance. Additionally, the de-excitation time
of different materials needs to be often considered. Whereas plastic scintillators have a fast re-
sponse, scintillating on a time-scale of nanoseconds, some inorganic crystals can provide higher
light yields but de-excitations might take tens or hundreds of nanoseconds [411].

4.3.1 Light extraction in plastic scintillators

The plastic scintillator is optically isolated from the surroundings, often using a reflector, to pre-
vent that photons get in or out of the detector volume. Thus, once the scintillation light is produced
the photons start bouncing on the scintillator surfaces. In order to detect them, it is necessary to
use a light-sensitive device, such as a photomultiplier, presented later. The simplest way to trans-
fer photons to the photosensor is to leave free of optical insulator some areas of the plastic surface
and use these openings to couple light sensors directly to the scintillator bulk. A common alter-
native is to use wavelength-shifting (WLS) fibers inserted in the plastic volume or located in one
of its sides. The light entering the fiber is converted into a longer wavelength and it is internally
reflected until it reaches one of its ends where the photosensor is installed. The use of WLS
fibers has a number of pros and cons. On one hand, the wavelength shift helps to reduce the light
attenuation and to increase the photosensor response uniformity and performance. In addition,
collecting the light by means of fibers allows to precisely guide the light into the photosensor
surface which is crucial to use photosensor solutions with a small sensible area. On the other
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hand, the use of the fibers reduces the time resolution of the system. Hence, both solutions are
attractive depending on the detector purpose and intended geometry.

4.3.2 Energy reconstruction

The spatial resolution in plastic scintillators is typically several times worse than that of a TPC,
such that using the method in Sec. 4.2.2 is impractical. However, an alternative method can be
used. A crucial difference between gaseous and liquid/solid detectors is the stopping power. As
earlier presented, the dE/dx is proportional to the density of the matter being crossed by the
track. Accordingly, whereas in a gas a MIP typically loses some keV/cm, in a liquid/solid the
stopping power is of MeV/cm. The much increased energy loss makes that, often, tracks will
stop within the plastic scintillator volume. The full containment of tracks has two advantages.
In the first hand it is possible to measure the range in which the track stops. For a given kinetic
energy, the expected range can be computed from the energy losses predicted by the Bethe-Bloch
formula allowing to reconstruct the initial particle kinematics. In the second hand, if the track
stops in the scintillator volume, and no neutrals escape the detector, the total energy deposit in
the detector corresponds to the initial particle energy. Hence, as the light yield is correlated to the
energy deposit, the particle energy can also be reconstructed by calorimetry, i.e. measuring the
total energy deposited in the detector. Of course, range and calorimetric information can also be
combined.

Light yield linearity

For the purpose of correctly mapping the measured light yield to an associated energy deposit it
is crucial to know how both are related. Although the relation is mostly linear for high dE/dx
the signal is quenched and corrections are necessary to model the light output of highly ionizing
tracks. This is done by using the semi-empirical Birks model [412] which relates the light output
per unit length, dL/dx to the stopping power by

dL

dx
=

AdE
dx

1 + κB
dE
dx

, (4.12)

where A is the absolute scintillation efficiency and κB is a parameter known as the Birks constant
which is fit to experimental data.

4.3.3 Particle identification

Plastic scintillators are denser than gaseous TPCs and consequently the dE/dx of particles usually
changes significantly as they travel through them making impractical the use of the method earlier
described in Sec. 4.2.3. For stopping particles, a common strategy is to build PID variables based
on its dE/dx profile. Protons slow down much faster than µ and π± creating a unique signature
that allows to set them apart of µ and π±. Additionally, decay electrons, often named Michel
electron [413], are produced at the endpoint of most of µ and π± decays with a typical decay time
of 2.2 µs allowing to differentiate them from protons. Separating µ from π± is often the most
complicated task. Their similar mass creates for them a very similar dE/dx pattern. A difference
that sometimes is exploited is the fact that pions, due to their hadronic nature, undergo inelastic
interactions with nuclei leading to the formation of kinks in the particle trajectory. Electrons
and photons trigger electron-photon showers which are easy to identify and to differentiate from
all other particle signatures. Nonetheless, separating photons from electrons is challenging. An
approach to deal with it is to identify the formation of a primary e+e− pair at the beginning of the
shower. Additionally, if the γ energy is known, e.g. for π0 → γγ, photons can be identified using
calorimetry. Finally, fast and high energy neutrons produce isolated energy deposits delayed by
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few nanoseconds with respect to the other detector hits providing a unique signature for their
identification.
In summary, PID in plastic scintillator detectors can exploit a larger range of possibilities than
those available in gaseous TPCs. However, in order to build high quality PID variables, plastic
scintillators need to be finely segmented, provide good calorimetric information and good time
resolution.

4.4 Photomultipliers

Photomultipliers (PMs), are devices which convert light into a measurable electric current.

4.4.1 Working principle

When photons reach the sensitive surface of a PM electrons can be emitted due to the photoelectric
effect. PMs amplify this primary electrons into a measurable signal. The process depends greatly
on the PM design.

Photomultiplier Tubes (PMTs)

The first type of photomultipliers, that are still widely used, were PMTs. A PMT consists on a
photocatode, placed on one end of the tube, where the photons are converted into electrons. The
electrons are then accelerated and directed by the electric field towards a series of amplification
stages, that consists of small strings, named dynodes. The dynodes are set in increasing voltage
such that the primary electrons, produced in the cathode, go dynode after dynode until they reach
the anode. When the elecrons hit each dynode, enough energy is transferred by the primary
electron to produce secondary electrons, triggering an avalanche effect. As the final current is
proportional to the number of primary electrons, measuring the total current in the anode allows
to quantify the number of incident photons. The main advantage of PMTs is that the photocathode
can cover very large areas up to tens of cm2, e.g. Ref. [414], which is ideal to instrument large
detector surfaces.

Silicon Photomultipliers (SiPMs)

With the development and the cost decrease of silicon-based technologies, SiPMs, aroused as an
alternative to PMTs [415, 416]. SiPMs consist on Single-Photon Avalanche Diodes (SPADs) that
are semiconductor p-n junctions operated at high reverse bias voltage. When a photon reaches a
SPAD an electron avalanche is produced in the semiconductor bulk creating a measurable signal.
As the area of a single SPAD can be as low as few hundreds of µm2, several thousand SPADs can
be placed in a single mm2 forming a pixel grid [417]. The number of SPADs with currents above a
certain threshold corresponds to the number of measured photons, which in this context are often
named photoelectrons (PE). Because of this working principle pixelated SiPMs are also referred
to as Multi-Pixel Photon Counters (MPPCs). Compared to PMTs, MPPCs can be operated at
much lower voltages (tens or hundreds of volts instead of thousands) have a much more compact
size and are robust to external magnetic fields [415].
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Part II

Study of NC1π+ interactions in T2K
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Chapter 5

The T2K experiment

“It is perhaps difficult for a modern student of Physics to
realize the basic taboo of the past period (before 1956). It
was unthinkable that anyone would question the validity
of symmetries under space inversion, charge conjugation
and time reversal. It would have been almost sacrilegious
to do experiments to test such unholy thoughts.”

– CHIEN-SHIUNG WU

This Chapter reviews the original setup of the T2K experiment as commissioned in 2009. This
Chapter is relevant for the two main topics presented in this thesis. On one hand, the details of
the T2K experiment here presented have been used to collect the data and to perform the analysis
discussed in Chapters 6, 7 and 8. On the other hand, such setup is the starting point for the
upgrades later presented in Chapters 9, 10, 11 and 12. This Chapter describes the main elements
of the T2K experiment: the beam, the near detectors and the far detector. Due to its central
importance for this thesis, the ND280 detector is explained with special detail.

5.1 Introduction

The Tokai-to-Kamioka (T2K) experiment1 [418] is a long-baseline neutrino experiment located
in Japan, see Figure 5.1. Using a neutrino beamline installed in the proton accelerator J-PARC a
highly pure νµ or ν̄µ beam is produced in Tokai, Ibaraki. The beam is directed towards Kamioka,
Toyama, where the far detector Super-Kamiokande is located, 295km away from J-PARC. T2K
uses the off-axis beam technique, namely, the T2K beamline intentionally misses the center of
Super-Kamiokande by 2.5◦ providing a narrow energy beam. In order to characterize the beam a
set of near detectors are located at 280m from the beam production point. On one hand, INGRID
sits on-axis and its main role is to monitor the beam direction and its stability. One the other
hand, ND280 is placed off-axis and is used to measure the beam flux and the neutrino cross
section properties at the relevant energy and target materials for T2K.

5.1.1 Brief T2K’s history

Since the 1990s the Super-Kamiokande detector was operative and showed excellent performance
studying both solar and atmospheric neutrinos. It was an ideal far detector candidate to build a
long-baseline neutrino experiment, a concept that was then just arising. Using the KEK’s pro-
ton synchrotron in Tsukuba, a neutrino beam was manufactured by the KEK-to-Kamioka (K2K)

1General information is publicly available at https://www.t2k-experiment.org/

https://www.t2k-experiment.org/
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FIGURE 5.1: Sketch of the T2K experiment. Image credit: T2K collaboration.

experiment, which started collecting data in 1999. K2K was the first experiment to measure neu-
trino oscillations with full experimental control on both the source and the detectors [419] and
provided evidence for νµ disappearance with a significance of 4.3σ [420]. It was a seminal ex-
periment. About that time a new, more powerful proton beam facility, J-PARC, was being built
in Tokai. This opened the door to build the Tokai-To-Kamioka (T2K) experiment which would
combine the K2K expertise and the superior J-PARC facilities to design a next-generation exper-
iment. A letter of intent outlining the T2K experiment was written in the year 2000 [421]. The
T2K international collaboration, nurtured by a significant number of researchers with experience
in the K2K and Super-Kamiokande experiments, was born soon after and wrote a second letter
in 2003 presenting the conceptual designs for the necessary elements to be built [422]. The same
year, T2K was approved and founds were granted. In 2006, the T2K collaboration presented a
technical proposal with the final form of the necessary beam facilities and new detectors to be
built with the following physics goals [423]:

1. The discovery of νµ → νe. The goal was to extend the search down to sin2(2θ13) >
0.008. This was critical since θ13 was the last experimentally unknown mixing angle. This
measurement was also necessary to elucidate if measuring δCP would be possible in T2K.

2. Precision measurements of θ23 and ∆m2
23 via νµ → νµ. In particular a measurement with

1% uncertainty for the oscillation minimum, comparable to the Cabibbo angle uncertainty
in the quark sector, and 3% for the mass squared difference, namely δ(∆m2

23 = 10−4 eV2)
and δ(sin 2θ23 = 0.01).

3. Searches for νµ → ντ in the far detector measuring neutral current neutrino interactions.

The experiment was finally commissioned in 2009 and has been taking data and providing results
since then becoming one of the world-wide leading experimental references in studying neutrino
oscillations. T2K indicated electron neutrino appearance soon after its construction in 2011 [424],
and published a confirmation of the observation in 2013 [425]. Disappearance measurements
have also been reported since 2012 [426, 427, 428, 2]. The most recent of this studies is the
most accurate existing measurement on θ23. In 2016, T2K was awarded the Breakthrough Prize
in Fundamental Physics [429]
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For the fundamental discovery and exploration of neutrino oscillations, revealing a
new frontier beyond, and possibly far beyond, the Standard Model of particle physics.

Additionally, T2K has measured νµ → νµ, νµ → νe and its anti-neutrino equivalents ν̄µ → ν̄µ,
ν̄µ → ν̄e to study CP-violation in neutrino oscillations [428, 430, 431]. The accumulation of
data over 10 years of operation and the iterative refinements in the data analysis allowed T2K
to be, in 2020, the first experiment to report precise measurements of δCP rejecting almost half
of the phase space at the 3σ level and excluding the particularly relevant values δCP = {0, π}
with 2.4σ significance [1]. This measurement, presented in Figure 5.2, was highlighted by the
journal Nature as one of the ten remarkable scientific discoveries of 2020 [432]. Moreover, while
pursuing better experimental control, the T2K experiment has become a referent in the study of
neutrino-nucleus cross sections, as reviewed in the previous Chapter. In 2022, the second phase
of the experiment (T2K-II2) is in preparation and T2K will continue operational as it is until
2026. In 2027 with the conclusion of the construction of the Hyper-Kamiokande (HK) detector,
T2K’s beam and near detectors will continue to be used as part of HK’s accelerator-based neutrino
program [106].
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FIGURE 5.2: Left-panel: MC predictions and observed νe and ν̄e candidate events at SK for: a) ν beam
mode b) ν̄ beam mode. Right-panel: Constraints on PMNS oscillation parameters: a) shows the T2K
measurement unconstrained and constrained using reactor data; b) shows the result at 1σ and 3σ in the
sin2 θ23-δCP plane assuming normal ordering; c) presents the 1σ and 3σ confidence intervals for normal
(NO) and inverted (IO) neutrino mass orderings. Figures from Ref. [1].

5.2 The T2K neutrino beam

The Japan Proton Accelerator Research Complex (J-PARC) in Tokai, Ibaraki, consists of three
parts: a linear accelerator (LINAC) a rapid-cycling synchrotron (RCS) and a main ring (MR),

2It must be noted that T2K-II is not an official name, and it is only being used in the context of this thesis when it
contributes to clarify the explanations.
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FIGURE 5.3: Drawing o the J-PARC facilities, highlighting its main elements. Figure from Ref. [305].

Beam kinetic energy 30 GeV
Beam power 750 kW
Beam intensity 3×1014 p/spill
Spill interval 2.3 s
Number of bunches 8/spill
Bunch interval 581ns
Bunch width 58ns

TABLE 5.1: Machine design parameters of the J-PARC main ring at the fast extraction point. These
settings determine the T2K neutrino beam structure. Table from Ref. [418]

sketched in Figure 5.3. The MR has two extraction points, a slow extraction for the hadron beam-
line3 and a fast extraction for the neutrino beamline used by T2K with nominal values summarized
in Table 5.1. In the neutrino beamline two different sections can be identified, as presented in

Target station

Beam dump

(1)

(2)

(3)

(4) (5)
(6)

Muon monitor

(1) Beam window
(2) Baffle
(3) OTR
(4) Target and

first horn
(5) Second horn
(6) Third horn

FIGURE 5.4: Left-panel: Neutrino beamline in J-PARC. Right-panel: Detail on the secondary beamline.
Figures from Ref. [433].

Figure 5.4. The primary beamline bends the beam into its final direction, using a set of dedicated
magnets [418, 434, 435]. The secondary beamline is responsible to convert the beam of protons

3More information about its ongoing research program is available at: http://j-parc.jp/c/en/
for-researchers/hadron.html.

http://j-parc.jp/c/en/for-researchers/hadron.html
http://j-parc.jp/c/en/for-researchers/hadron.html
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into a beam of neutrinos. It is divided in three subsections all contained inside a helium gas vessel
at 1 atm to reduce the number of particle re-interactions.

• The target station contains a baffle which protects the magnetic horns; an optical transition
radiation monitor (OTR) to monitor the proton beam profile upstream to the collision; a
cylindrical graphite target of 91.4cm long, 2.6cm diameter, and 1.8g/cm3 density, to gen-
erate secondary tracks out of proton collisions; and three magnetic horns. The first of the
horns acts as a collimator collecting4 charged particles and directing them forward. The
next two magnetic horns are used to select tracks of a given charged sign enhancing the
purity of the beam. The polarity of this magnets can be reversed. In Forward Horn Current
(FHC), also known as neutrino beam mode, positive (negative) particles are focused (defo-
cused) providing a highly pure νµ beam. Conversely, in Reverse Horn Current (RHC), also
known as antineutrino beam mode, a beam populated mainly by ν̄µ is produced.

• The decay volume is a 96m long chamber located immediately after the target station. On
it, mesons, mainly pions, decay via π+ → µ+ + νµ above 0.9998% of the times5. Decays
involving νe are helicity suppressed contributing greatly to create a highly pure νµ beam.
Kaon decays also play a sizable role. Due to the off-axis configuration they contribute
significantly to the high energy tail of the νµ flux. In addition, kaons are important sources
of νe as kaon decays lead to the production of νe about 10% of the times. In addition to
meson decays, muon decays are relevant to νe. Details are presented in Figure 5.5.
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FIGURE 5.5: Predicted neutrino flux at ND280 by decay parent. Figure from Ref. [433].

• The beam dump is located immediately after the decay volume. It stops all beam particles
but neutrinos and muons above 5 GeV which are used to monitor the neutrino beam using
the MUMON module.

4At a maximum 2.1 T field the first horn enhances the neutrino flux at SK by 16-fold compared to 0 T.
5For RHC the dominant decay is π− → µ− + νµ.
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Immediately after the vessel, the muon monitor (MUMON) [436] analyzes the neutrino beam
intensity and direction on a bunch-by-bunch basis by measuring the distribution profile of the
high energy muons crossing the beam dump. The neutrino beam direction is determined to be the
direction from the target to the center of the muon profile. The MUMON is located 118 meters
downstream to the target immediately behind the beam dump. It is designed to measure the beam
direction with a precision better than 0.25 mrad. It also provides an intensity estimate with a
precision better than 3%. Additionally, a nuclear emulsion detector installed downstream to the
MUMON measures the absolute muon flux as well as its momentum distribution. MUMON and
INGRID are complementary as the first measures muons and the second neutrinos. The measured
beam stability, for Runs 1 to 9, is presented in Figure 5.6.
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FIGURE 5.6: Data from MUMON and INGRID for runs 1-9. The top row shows the event rate in both
detectors. The middle and bottom rows show the horizontal and vertical beam alignment. Figure from
Ref. [2].

5.2.1 The off-axis beam technique

T2K oscillation measurements are mainly based on CCQE interactions. To maximize the fraction
of this type of events, see Figure 5.7, T2K uses a narrow energy beam. To achieve it T2K is
the first experiment using the off-axis beam technique6. The idea is to exploit the pion decay
kinematics in the dominant pion decay π+ → µ+ + νµ. Since it is a two-body decay the neutrino
energy satisfies

Eν =
m2
π −m2

µ

2(Eπ − pπ cos θ)
rest frame−−−−−→ ERF

ν =
m2
π −m2

µ

2mπ
∼ 30MeV . (5.1)

In the pion rest frame the outgoing tracks are emitted isotropically. In the laboratory frame, where
the pion decays in flight, the maximum angle that can be reached for a given pion momentum is
that where the neutrino in the pion rest frame is emitted perpendicular to the beamline. This max-
imum angle is smaller for increasing pion kinetic energies. Because of this geometrical constraint
the neutrino energy spectrum is different at each off-axis angle, with a maximum neutrino energy
given by

Eν ≤ ERFν / tan θ . (5.2)

6Originally proposed in Ref. [437].
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At the nominal off-axis angle of 2.5◦, see Figure 5.7, the neutrino energy from the former decays
is limited to be below 682 MeV, such that T2K’s flux peaks at 0.6 GeV, energy for which the
disappearance and appearance probabilities are maximal in the far detector. In this way, the J-
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predictions from NEUT 5.3.3. Figure from Ref. [2].

PARC neutrino beamline is monitored on-axis by the MUMON and the INGRID detectors, but
is used for the oscillation analysis off-axis, with two detectors placed at 2.5◦ off-axis: the near
detector ND280, and the far detector Super-Kamiokande. See the sketch in Figure 5.8.

FIGURE 5.8: Sketch of the main elements along the T2K’s neutrino beamline. Figure from Ref. [438]

5.2.2 The T2K beam prediction

To draw conclusions on the oscillation parameters from the observed number of events it is nec-
essary to model the flux on each of the detectors. In order to do so, a full Monte Carlo simula-
tion chain, described in Ref. [433], is used. First, the initial proton interactions of the J-PARC
beam with the target and baffle are simulated with FLUKA [439, 440]. For each interaction
the information on the outgoing tracks is stored and transferred to JNUBEAM. JNUBEAM is a
GEANT3 [441] Monte Carlo simulation including all elements in the secondary beamline based
on its final mechanical drawings. In JNUBEAM the initial tracks are propagated upstream using
the GCALOR [442] package. Neutrinos from particle decays and their distributions are saved. In
addition, the kinematic information of the initial proton and full interaction chain producing the
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neutrino are saved to allow for re-weighting of the proton beam profile and hadron interactions
which is used to quantify the impact of their uncertainty in the flux prediction. The initial proton
beam parameters are tuned using data from the proton beam monitors. Data from the fixed-
target experiment NA61/SHINE [433, 443, 444], located at the CERN SPS, measures particle
production in nucleus and hadron collisions with a large acceptance spectrometer. This includes
measurements of the meson distributions and production yields outgoing the collisions of 31 GeV
protons with graphite, see Figure 5.9. These data are then used to tune the production rate, dis-
tributions and re-interactions of secondary particles and ultimately to constrain the flux model
parameters. In 2018, NA61/SHINE used a T2K replica target [444] significantly reducing T2K’s
flux uncertainty. The 2020 predictions for the neutrino beam are presented in Figure 5.10 and its
associated uncertainties in Figure 5.11.
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5.3 The near detectors complex

The T2K near detectors are located into a dedicated facility at 280 meters from the production
point, see Figure 5.12. Its main goal is to characterize the beam of neutrinos prior to any

FIGURE 5.12: Left: Sketch of the near Detector pit. Right: View from above the pit of the ND280
detector. The UA1 magnet is open reveling the inner elements within the basket. Images Credit: T2K
collaboration.

signification oscillation. Given that the T2K beam goes below the surface, to account for the
Earth curvature in its path to the far detector, the near detectors are placed into a 30m deep
concrete pit with several floors at different off-axis degrees. The first floor contains the ND280
detector which can be seen from above in Figure 5.12. The ND280 cabling is grouped underneath
the detector where it is guided to the floor below using dedicated feedthroughs. The second floor
from the top contains racks with the necessary equipment to operate ND280. The top modules
of INGRID also sit in the second floor. Finally, the ground floor allows to access the lower
modules of INGRID. Immediately next to the pit building, there is another building which serves
both as a workshop and control room. The workshop provides space for detector testing and
commissioning and to store material and spares for repairs. The control room is used to operate
and monitor the near detectors when T2K is taking data. The near detector complex is completed
by a series of barracks close to the two former buildings which host the gas bottles and gas
mixing room used to supply gas to the ND280’s TPCs.

5.4 The on-axis detector INGRID

The INGRID (Interactive Neutrino GRID) detector [446], is the main on-axis detector of the T2K
experiment. INGRID consists of 16 identical modules, 14 of them arranged in a cross-like grid
as sketched in Figure 5.13. Two additional modules, off the main cross shape, are used to check
the beam axial symmetry. All INGRID modules, are composed by 11 tracking scintillator planes
interleaved with iron plates and surrounded by veto scintillator planes used to reject interactions
from outside the module. Each of the iron plates has a size of 124×124×6.5cm3. The scintillator
planes are made of 24 polystyrene vertical and 24 horizontal 1×5×120.3cm3 scintillator bars.
The light in each of them is collected by a single WLS fiber and read-out by an MPPC. Each
of the planes is mounted in an independent box with an electronics front-end board on one side.
INGRID has a total iron weight of 7.1 tons. This provides a large enough target mass to precisely
monitor the beam in a daily basis with 0.4 mrad precision, see Figure 5.6.
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Box for front end electronics
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FIGURE 5.13: Left: Sketch of the INGRID detector. Right: Detail of a single INGRID module.

5.5 The Off-Axis detector ND280

The Near Detector at 280 meters (ND280) is the main off-axis near detector of the T2K experi-
ment, see Figure 5.14. ND280 was designed to:

• Study both νe and νµ interactions.

• Differenciate ν from ν̄ CC interactions.

• Study both CC and NC interactions.

• Reliably identify long ranged particles, such as leptons and pions.

• Measure interactions using both plastic and water targets.

To achieve it, the center of the ND280 detector was filled with high performance modules with
specific tasks, complementing one another. All central modules are located in a rectangular steel
frame known as the basket, sketched in Figure 5.16. The basket is fully surrounded by an elec-
tromagnetic calorimeter which provides additional information for tracks escaping the basket,
works as a veto for external tracks and helps to identify signatures associated to neutral particles.
To identify the charge sign of the tracks the calorimeter is enclosed by the UA1 magnet, depicted
in Figure 5.15, which has plastic scintillator insertions in the air gaps of its yoke, acting as a Side-
Muon-Range-Detector (SMRD). Within the ND280 basket two well differentiated elements can
be found. Upstream, a Pi-Zero Detector (PØD) is used to study neutrino NC interactions. Down-
stream, a sandwich of fine-grained detectors (FGDs) and time-projection chambers (TPCs) is used
to study neutrino CC interactions. To study the differences in neutrino interactions occurring in
plastic and water, the PØD and FGD2 have water-fillable bags.

5.5.1 UA1 magnet

ND280 uses the magnet of the UA1 experiment7 after it was donated by the NOMAD collabora-
tion [447]. It provides a 0.2 T magnetic field orthogonal to the beam direction when operated at
the nominal current of 2900 A. The magnet consists of four water-cooled aluminum coils which
create the horizontally oriented dipole field and a flux return yoke to homogenize the magnetic
field. The yoke is made up of 16 C-shaped segments organized in two mirror-symmetric halves.
Each of the yoke segments is made up of low-carbon steel plates. The UA1 magnet dimensions
are 7.6 × 5.6 × 6.1m3 (7.0 × 3.5 × 3.6m3) for a total weight of 850 tons [418]. The main goal
of the magnet is to bend the tracks such that their charge sign can be identified and their momen-
tum reconstructed measuring its curvature. After ND280 was built the UA1 magnetic field was

7As a historical remark, the UA1 experiment located at CERN was key for the discovery of the W and Z bosons.
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FIGURE 5.14: Exploded drawing of the ND280 detector. Figure from Ref. [418].

FIGURE 5.15: Sketch of the UA1 magnet. The
magnet can be opened to access the inner modules.
Figure from Ref. [423].

FIGURE 5.16: Sketch of the ND280 basket. Fig-
ure from Ref. [423].

mapped, see Figure 5.17, and an excellent uniformity was achieved for all the field components,
see Figure 5.18.

5.5.2 Side Muon Range Detector (SMRD)

The SMRD consists of 440 scintillator modules placed in the air gaps between the iron plates of
the magnet yoke, see Figure 5.19. Each module, see Figure 5.20, is a plastic scintillator plane
made up of four or five thin plastic scintillator bars of 875 × 167 × 7mm3 [448], crossed by a
WLS fiber attached to an MPPC read by Trip-T front-end boards. The SMRD is used to trigger
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FIGURE 5.17: Slice of the measured ND280
magnetic field magnitude in Gauss in the TPC
region (at the basket central plane, x=0). The
neutrino beam is entering the picture from the
left. Figure from Ref. [418].
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FIGURE 5.18: . Residuals betweeen a fit of the
magnetic field data and the actual measurements for
each B-field component (x,y and z respectively). The
RMS of the distributions is taken as a measure of the
systematic uncertainty of the mapping. Figure from
Ref. [418].

on cosmic ray tracks, to veto interactions starting in the magnet and to assist the momentum
reconstruction of very high energy particles, typically muons.

FIGURE 5.19: Drawing of a yoke segment
of the UA1 magnet. The iron plates are hold
by bolts dividing each yoke into 4 horizontal,
4 vertical and 2 corner sections. Sketch from
Ref. [448].
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FIGURE 5.20: . Sketch of an SMRD module. Figure
from Ref. [448].

5.5.3 Electromagnetic Calorimeter (ECal)

The electromagnetic calorimeter (ECal) [449] provides a near-hermetic coverage for tracks es-
caping the basket. In total, there are 13 ECal modules. Six surround the sides of the PØD parallel
to the beam (PØDECal), six cover the sides of the tracking elements of the basket parallel to the
beam (BarrelECal) and one is placed at the downstream exit of the basket in perpendicular to the
beam (DsECal). Having two modules on the top and bottom sides of the PØDECal and BarrelE-
Cal following the magnet division allows to open ND280 to access to its inner elements. Each
module is made up of polystyrene scintillator bars with a cross section of 4.0 × 1.0 cm2 inter-
leaved with lead sheets of 1.75mm for the BarrelEcal and the DsECal and 4mm for the P0DECal.
A WLS fiber inserted in the center of each bar collects the light which is measured by an MPPC
in one or both ends depending on the fiber length and it is read-out by Trip-T front-end boards.
The main goal for the ECal is to complement the capabilities of the tracking elements within the
basket. Thanks to the lead layers it is highly opaque to photons. This is of great importance
to identify π0 → γγ events which constitutes the main background to study νe interactions. In
addition, the ECal is often used in the absence of TPC PID information or to complement it.
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FIGURE 5.21: Picture from the original instal-
lation of the ECal in ND280. In the image, half
of the ECal can be seen with the three PØDE-
Cal modules on the left, and the three BarrelE-
Cal modules on the right. Part of the magnet yoke
(top, red) is visible. Figure from Ref. [449].

FIGURE 5.22: . Render of one ECal module.
The scintillator bars run horizontally inside the
module as shown. The readout electronics, signal
and power cables, and cooling pipes can be seen
mounted on the aluminum plates on the sides of
the module. Figure from Ref. [418]

5.5.4 Pi-zero Detector (PØD)

FIGURE 5.23: Sketch of the PØD detector. The beam enters from the left of the image. Figure from
Ref. [418].

The Pi-zero Detector (PØD) [450], sketched in Figure 5.23, is the most upstream sub-detector
within the basket. The PØD can be sub-divided in four regions (Super-PØDules): the Upstream
ECal, the Upstream Water Target, the Central Water Target and the Central ECal. Each of this
regions is made up of smaller modules (PØDules). A PØDule consists on two layers made up
of doped polystyrene triangular scintillator bars; The bars in each layer are oriented respectively
along the x and y axis and each of them is traversed by a WLS attached to an MPPC read-out
by Trip-T front-end cards. The most upstream and downstream Super-PØDules have 7 PØDules
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and each of them is interleaved with stainless steel clad lead sheets (4 mm thick). The other two
Super-PØDules have a total of 26 PØDules interleaved with fillable water bags (28 mm thick)
and brass sheets (1.5 mm thick). The detector size is 2103 × 2239 × 2400 mm3 for a total mass
of 16.1 tons and 13.3 tons with and without water respectively. As its name suggests, the PØD
detector was optimized to measure interactions involving π0s. Using the PØD νe events can be
separated from its main background, which are electromagnetic cascades triggered by π0 → γγ
decays. The PØD has been used to measure the νe component in the T2K beam [451] and to
measure for the first time the cross section of νe interactions with water [329]. The PØD has also
been used to constrain the ratio of ν/ν̄ cross sections [331] and to measure the π0 production
cross section in NC interactions with water [390].

5.5.5 Fine-Grained-Detectors (FGDs)

FIGURE 5.24: Render of an FGD with the front
cover removed. XY scintillator modules (green)
hang perpendicular to the direction of the neutrino
beam. Along the top, six mini-crates with elec-
tronics can be seen without their cooling lines,
while on the right side the cooling lids covering
the mini-crates are shown. Figure from Ref. [418].

FIGURE 5.25: . Photograph of the XY mod-
ules inside the FGD1 dark box. Busboards car-
rying photosensors are mounted along all four
sides of each module. Ribbon cables connect each
busboard to the backplanes (not visible in this
photo) on the sides of the dark box. Figure from
Ref. [452].

The FGDs [452], shown in Figures 5.24 and 5.25, are made of (9.61×9.61×1864.3 mm3) plastic
scintillator bars arranged in layers of 192 bars oriented alternately along the x and y axis. Each
bar contains a WLS fiber, mirrored on one end, and attached to an MPPC with specifications
summarized in Table 5.2 and shown in Figures 5.26 and 5.27. The bars, see Figure 5.28, are
co-extruded with 0.25mm thick TiO2 reducing the optical crosstalk from bar to bar to 0.5 ±
0.2%. From upstream to downstream they are named FGD1 and FGD2. In order to measure
the differences in the interactions with plastic and water the two FGDs are different. FGD1 is
made up of 30 layers organized in 15 modules of 2 layers, known as XY modules. FGD2 has
7 XY modules interleaved with 6 water modules (2.5 mm thick). All modules hang inside a
light-tight mechanical frame known as the dark box. Each dark box has an external (internal) size
of 2300×2300 mm2 (2069×2069 mm2) perpendicular to the beam and a thickness of 365 mm
(352 mm) along the beam.
To account for small bar-to-bar variations in the light yield, arising on the slightly different MPPC
responses, fiber treatment quality and MPPC-fiber alignments, the light yield of each individual
bar in FGD was calibrated and correction factors were computed, as presented in Figure 5.29. In
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FIGURE 5.26: WLS fiber (left)
and MPPC connector (right).
Figure from Ref. [452].

FIGURE 5.27: Picture of a
S10362-13-050C MPPC. Figure
from Ref. [452].

FIGURE 5.28: cross section
of an FGD bar. Figure from
Ref. [452].

Active area 1.3×1.3 mm2

Pixel size 50×50 µm2

Number of pixels 667
Operation voltage 70 V (typ.)
PDE @ 550 nm (>15%)
Dark Count (>0.5 pe) [@ 25ºC] < 1.35 Mcps
Dark Count (>1.2 pe) [@ 25ºC] < 0.135 Mcps

TABLE 5.2: Specifications of the Hamtamatsu S10362-13-050C MPPCs used in both FGDs.

addition, the light is attenuated while travelling inside the WLS fiber, following the equation

I = Ae−x/L +Be−x/S , (5.3)

such that distance-dependent attenuation factors need to be computed. In order to do this, the
attenuation in multiple fibers was measured, see Figure 5.30. Unlike the SMRD, the ECal and the
PØD which have electronics based on TFB cards, the FGD electronics are based on the AFTER
chip [453]. Using the AFTER chip the MPPC charge is sampled 511 times every 20 ns provid-
ing a 10.2 µs waveform for each bar. Each MPPC is read by two readout channels, one working
with high-gain and the other with low-gain. The high-gain channel saturates at 80 photo-electrons
(PE) such that it can measure accurately the light yield of MIP tracks, which is typically 25-30 PE.
Searching for multi-peak structures in the waveforms allows to identify Michel electrons (ME), as
presented in Figure 5.31, with an efficiency in data (Monte Carlo) of 56.5±0.94% (56.4±0.16%)
in FGD1 and 42.8±0.11 (41.4±0.70%) in FGD2 [454]. The time resolution is slightly depen-
dent on the light yield and asymptotically approaches about 3 ns resolution for high light yields,
see Figure 5.32. This resolution is high enough to provide good separation between forward and
backward going events between FGD1 and FGD2.
The FGDs are essential elements in ND280 playing multiple roles. On one hand, they provide a
sufficient target mass for the neutrinos to interact in them at a significant rate. On the other hand,
they work as trackers and are used to reconstruct the neutrino vertex position and its outgoing
tracks. The FGDs provide light yield information which is used to perform particle identifica-
tion, specially separating protons from muons and pions when they are fully contained, see Fig-
ures 5.33, 5.34 and 5.35. In addition, the FGDs are used in combination with other sub-detectors
to determine the tracks sense of motion by time-of-flight.
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FIGURE 5.29: FGD bar-to-bar light yield correc-
tion factors. Figure from Ref. [452].

FIGURE 5.30: Light yield attenuation depen-
dence and fitted parameters for Eq. 11.2 using
multiple FGD fibers. Figure from Ref. [452].

FIGURE 5.31: FGD waveform example showing a
Michel electron signal in both the high and low gain
processing paths. Each bin is 20 ns. Figure from
Ref. [452].

FIGURE 5.32: Time resolution as a function
of the light yield. Figure from Ref. [452].

FIGURE 5.33: Reconstructed energy deposit vs
track length in FGD1 for fully contained tracks,
using MC. Figure from Ref. [455].

FIGURE 5.34: Pull separation obtained for dif-
ferent particle hypothesis using fully contained
FGD1 tracks, using MC. Figure from Ref. [455].

5.5.6 Time-Projection-Chambers (TPCs)

The ND280 TPCs [456], see Figure 5.36, consist of two rectangular boxes one inserted within
the other, with the innermost volume divided in two halves by a central cathode. The inner box,
see Figure 5.37, made of copper-clad G10, contains the drift volume. The inward looking panels
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FIGURE 5.35: FGD1 pulls showing excellent agreement in data vs MC and great separation for different
particle types. Figure from Ref. [455]
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FIGURE 5.36: Sketch of one of the ND280 TPCs. Figure from Ref. [418].

of this box were machined to form an 11.5 mm pitch copper strip pattern which, in conjunction
with the cathode produces a uniform electric drift field in the drift volume parallel to the ND280’s
magnetic field. Surrounding this volume, an outer aluminum chamber, see Figure 5.38, is filled
with CO2 acting as an electrical insulator. The main characteristics of the TPCs are summarized
in Table 5.3. The readout system is based on bulk Micromegas [457, 458], see Figures 5.39 and
5.40, with 6.9×9.7 mm2 (vertical×horizontal) anode pad segmentation, for a total of 1728 pads
per module. Two of the pads in one corner are dedicated to provide the mesh high voltage. In
total, ND280 uses three identical TPCs, each with 12 bulk Micromegas in both readout planes
for a total of 72 Micromegas in the detector. T2K is the first experiment to use Micromegas in a



Chapter 5. The T2K experiment 89

Outer dimensions 2.5× 2.5× 1 m3

Maximum dirft distance 90 cm
Gas mixture Ar:CF4:iC4H10 (95:3:2)
Cathode High Voltage 25 kV→ E = 280 V/cm
Drift speed 7.9 cm/µ
Transverse diffusion coefficient 237 µ/

√
(cm)

Total number of readout channels 124272
Pad dimensions 6.9× 9.7 mm2

MicroMegas High Volatge -350 V→∼ 27 kV/cm
MicroMegas Gain ∼ 1500 (at -350 V)
ASIC peaking time 200 ns

TABLE 5.3: TPCs parameters under nominal running conditions. Table from Ref. [410].

FIGURE 5.37: TPC inner box. A: Inner box walls;
B: module frame stiffening plate; C: module frame;
D: inner box end-plate; E: field-reducing corners;
F: central cathode location. Figure from Ref. [456].

FIGURE 5.38: TPC outer box. A: one of the
outer box walls; B: service spacer; C: one of
the Micromegas modules inserted into the module
frame.Figure from Ref. [456].

physics experiment, which has now become a well established technology. The 12 modules per
plane are placed in two vertical columns with a small offset, reducing the inactive regions between
the modules. The signal of each module is processed using six front-end electronic cards each
with six AFTER ASICs. The inner drift volume has a total volume of 3000 L and is filled with a
gas mixture made of Ar:CF4:iC4H10 (95:3:2) chosen for its high speed, low diffusion, and good
compatibility with Micromegas. Under normal operating flow (10 L/min) the 3000 L drift volume
is flushed five times per day. To reduce operation costs a dedicated purifier system recycles about
90% of the drift gas. The gas purity is controlled using two dedicated monitoring chambers. On
them, see Figures 5.41 and 5.42, the drift velocity (gain) is measured using 90Sr (55Fe) radioactive
sources, placed at known distances. Additionally, the concentration of contaminants such as O2

and H2O is also controlled. Under normal operational conditions both are kept below 2 ppm
at the output of the purifier. Prior to its installation, the T2K bulk MicroMegas were studied in
a testbench, doing a 55Fe scan of the pads. The energy resolution at 5.9 keV was measured to
be better than 9%, see Figure 5.43. The gain grows exponentially with the mesh voltage, see
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FIGURE 5.39: Schematic view of the Mi-
cromegas detector used in T2K. Adapted from
Ref. [410].

FIGURE 5.40: A bulk Micromegas for the T2K
TPCs. Figure from Ref. [456].

FIGURE 5.41: Picture of one of the monitoring
chambers. Figure from Ref. [410]. FIGURE 5.42: Radioactive source placements in

the monitoring chambers. Figure from Ref. [410].

Figure 5.44, reaching about 1500 with a low spark rate (below 0.1/h) at the nominal mesh voltage
of -350V. An excellent pad-to-pad gain uniformity was achieved, as presented in Figure 5.45, with
a charge collection resolution better than 3%, presented in Figure 5.46.

The three TPCs in ND280 are identical. They play two main roles in ND280. On one hand,
they provide highly precise tracking information for the charged tracks crossing them. This al-
lows to associate a momentum to each reconstructed track by measuring its curvature under the
known magnetic field. On the other hand, they measure very precisely the ionization of the tracks
providing the best particle identification variables in ND280. Therefore, the two main figures of
merit are: the spatial resolution, see Figure 5.47, directly linked to the momentum resolution by
the Glückstern formula [409], and the resolution on the energy loss, presented in Figure 5.48.
The spatial resolution is below 1 mm for most TPC tracks. It degrades slightly for tracks very
close to the anode whose electrons, due to the small drift, experience very little diffusion, reach-
ing fewer number of pads. Although for high tanϕ values the resolution worsens noticeably, it
is necessary to bear in mind that all ND280 analysis select events starting in either the PØD or
the FGDs, such that events with tracks with tanϕ > 45 are very rare. The resolution achieved
for minimum ionizing tracks crossing 72 rows is 7.8 %, significantly better than the design goal
of 10 %. This allows excellent electron-muon separation, see Figure 5.49, crucial to estimate
precisely the νe component of the T2K beam.
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FIGURE 5.43: Measured 55Fe spectrum with a
single pad. Figure from Ref. [456].
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ues in Figure 5.45. The uniformity is about about
3%. Figure from Ref. [456].

5.5.7 Electronics

ND280 electronics rely on two different chips: The Trip-T [459] and the AFTER [453] ASICs.
On one hand, the PØD, the SMRD and the ECal modules have Trip-T based electronics, and so
does the whole INGRID detector. On the other hand the TPCs and the FGDs use electronics build
around the AFTER chip.

Trip-T based front-end electronics

Trip-T based modules use custom Trip-T Front-end Boards (TFBs) each with four ASICs reading
64 MPPCs. In order to increase the dynamic range of the electronics the signal of each MPPC
is split (1:10) and routed to two separate channels of the ASIC, providing a low gain and a high
gain output signal. The Trip-T chips integrate the charge in programmable cycles of at least
50 ns, for a total of 23 cycles. The signal is digitized by dual-channel 10-bit ADCs (1024 values).
The high gain signals are routed to a programmable (0 to 5 p.e.) discriminator which is used to
compute trigger primitives to collect cosmic rays data. The TFBs periodically collect temperature
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�

FIGURE 5.47: TPCs spatial resolution for data and MC as a function as the drift distance and the azimuth
angle. Figure from Ref. [456].

FIGURE 5.48: Distribution of the energy loss
in the TPCs for negatively charged particles with
momenta between 400 and 500 MeV/c. Figure
from Ref. [456].
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FIGURE 5.49: TPC electron hypothesis for a
sample of through going muons of different mo-
menta. Solid and dash lines correspond to a pull
of 1 and 2 σ respectively. Figure from Ref. [456].

and voltage information and are controlled by an FPGA which timestamps the signal with an
accuracy of 2.5 ns.

FGD and TPC front-end electronics

Although the FGD and the TPC electronics have in the AFTER chip their cornerstone, their front-
end electronics are different.

• The FGDs use Front-End Boards (FEBs) containing two AFTER ASICs. In order to cover
the whole dynamic range each MPPC is routed to two different channels, such that each
FEB can read at most 72 MPPCs. Groups of four FEBs are organized in mini-crates to-
gether with a Crate Master Board (CMB). Each FGD is readout by a total of 24 mini-crates.
For FGD1 (FGD2) 240/288 (112/288) of the possible channels are used, for a total of 5760
(2688) channels equivalent to 192 bars per layer organized in 30 (14) layers. Although not
using all the possible channels might seem sub-optimal, in practice using the same layout
for both detectors reduces the system design customization reducing production costs and
facilitating the detector maintenance.
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• For the TPCs, Front-End Cards (FECs) are used, organized in groups of six connected to a
single Front-End Mezzanine (FEMs) card directly mounted on the back of a Micromegas
detector. Each FEC handles 288 channels, such that in total each FEM can read exactly the
1728 channels of one Micromegas module. Unlike the FGDs, the TPCs do use a single gain
per channel, as it is enough to cover the whole dynamic range. Both the FEBs and the FECs
are equipped with 12-bit ADCs (4096 values) sampling the signal at a rate of 50 MHz for
the FGDs and of 20 MHz for the TPCs, in both cases providing waveform of 511 samples.

The digitized signals, together with asynchronous control voltage and temperature measurements
are sent from the CMBs and the FEMs to the Data Collector Cards Cards (DCCs).

Back-end electronics

The back-end electronics consists of Readout Merger Modules (RMMs), Cosmic Trigger Modules
(CTMs), Slave Clock Modules (SCMs) and a Master Clock Module (MCM), all of them using a
Vertex II Pro FPGAs from Xilinx, clocking at 100 MHz. The ND280 detector can take data in
different modes. When the detector runs on beam mode the master clock module gets signals from
the J-PARC accelerator determining when the neutrino spill happens and from a GPS-based clock
later used to synchronize the electronics to UTC. In order to collect cosmic data, signals from
up to 192 TFBs, including all of the 128 SMRD TFBs and 48 FGD CMBs can be used to trigger
using the CTMs. Finally, the electronics of each sub-detector can be configured independently via
the SCMs, such that, if necessary, ND280 can run operating only a subset of them. The INGRID
detector is run independently from ND280, using an additional MCM and one CTM. A summary
sketch is presented in Figure 5.50.

FIGURE 5.50: Layout of the ND280 electronics. Figure from Ref. [418].

5.5.8 DAQ and GSC

The ND280 DAQ and Global Slow Control (GSC) are controlled by a single software application
developed using the Maxmimum Integration Data Acquisition System (MIDAS) package [460].
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It runs on commercially available computing machines with the Scientific Linux operating sys-
tem. MIDAS is interfaced to the hardware via custom C/C++ applications and is used to collect
and assemble the event information from the event fragments provided by the different detector
submodules. A custom online-monitor allows to display events in real time and access control
plots to monitor the data quality. The GSC is built around a central shared memory database
named ODB which contains the settings of the electronics and the data of the periodic control
measurements (voltage, temperature, status, etc). The ODB data is stored regularly in a MySQL
database which is later used to perform offline calibration tasks. MIDAS provides easy access to
the status of the detector and allows to modify it interacting with the ODB. A series of alarms and
warnings are integrated in MIDAS to ensure a safe and efficient operation of the detector. The
GSC is complemented by an electronic logbook system (Elog).

5.5.9 ND280 software

FIGURE 5.51: Simplified diagram of the ND280 Software. Figure from Ref. [418].

The ND280 Software, see Figure 5.51, is built using ROOT [461] as its underlying framework
and data storage model. To perform physics simulations the GEANT4 toolkit [462] is used. Al-
though the software was originally managed and built using CMT [463] and CVS [464] was used
for version control, in 2021, under the context of the ND280 upgrade they were replaced by more
up-to-date solutions, such as CMake [465] and Git [466] respectively.
The ND280 software decodes the DAQ raw data, converts into the ND280 data format, the so-
called oaEvents, and sequentially performs actions of them, such as applying calibrations based
on the associated MySQL GSC data, and applying reconstruction algorithms to build up high
level information. The fully-processed reconstructed oaEvents are converted into data-reduced
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oaAnalysis files which contain the information as ROOT TTrees. The software is automat-
ically documented using Doxygen, which generates files from comments embedded in the code8.
An event display using the ND280 software is presented in Figure 5.52.

FIGURE 5.52: Event display of a muon crossing in the ND280 basket. The muon enters from the left,
and crosses several sub-detectors, creating secondary tracks which are stopped in the ECal. Figure from
Ref. [418].

5.6 Super-Kamiokande

FIGURE 5.53: Computer drawing of the Super-Kamiokande detec-
tor. Figure from Ref. [467].

FIGURE 5.54: Picture of
Super-Kamiokande’s inner de-
tector volume showing most of
the inward-facing PMTs. Figure
from Ref. [468].

Super-Kamiokande (SK), depicted in Figure 5.53 is T2K’s far detector. It is located in the Mozumi
mine excavated under mount Ikeno, close to the city of Gifu, in the Japanese prefecture of Gifu, at
a distance of 295 km from the neutrino beam production point. Super-Kamiokande is the largest
Water Cherenkov detector in the world. It consists of a cylindrical stainless steel tank with a
height of 41.4 m and 39.3 m in diameter containing a smaller cylindrical structure with a height
of 36.2 m and a diameter of 33.8 m. The innermost cylinder consists of a stainless steel scaffold

8The documentation is available for T2K collaborators at: https://git.t2k.org/nd280/wiki/nd280-wiki/-/wikis/home.

https://git.t2k.org/nd280/wiki/nd280-wiki/-/wikis/home
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of about 50 cm wide covered with plastic sheets which optically separate the detector in two vol-
umes, known as the inner detector (ID) and the outer detector (OD). SK is instrumented using
PMTs that are placed in all surfaces of the cylindrical scaffold. There are 11,129 inward-facing
50 cm diameter PMT’s measuring light in the ID and 1,885 outward-facing 20 cm diameter PMTs
in the OD. SK’s volume is filled with highly pure water to have good optical transparency. Its total
volume is of 50 kT and its fiducial volume is of 22.5 kT.
SK studies neutrinos measuring the Cherenkov light of the final state particles produced by neu-
trino scatterings in the water. Since the Cherenkov light emission happens at a given angle, a light
cone is formed around the track propagating in the detector. When the cone intersects the detector
surface it produces a characteristic light-ring pattern. The main strategy to identify the neutrino
flavor in SK is to study the light patterns of the rings. Due to its lower mass, electrons are more
affected by Coulomb scatterings than muons, such that their rings appear more fuzzy. This is used
to build highly powerful particle identification variables, as presented in Figure 5.55
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FIGURE 5.55: Electron/Muon discrimination at SK based on light-ring patterns. Figure from Ref. [1].
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Chapter 6

Motivations and analysis strategy

“Science in textbooks is not fun. But if you start doing
science yourself, you will find delight.”

– MASATOSHI KOSHIBA

This Chapter discusses the motivations to study NC1π+ interactions and reviews the state-of-
the-art knowledge and existing measurements for this process. In addition, the strategy and key
concepts to perform a new analysis using T2K data are outlined.

6.1 Introduction and motivations
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FIGURE 6.1: Selected events in SK for the 1-µ ring sample using the cuts described in T2K-TN399 [469]
without (left) and with (right) oscillation weights applied (θ23 = 45◦, ∆m2

23 = 2.5 · 10−3 eV).

Neutrino NC interactions producing a single charged pion in the final state (NC1π±) are an
important background for the study of θ23 and ∆m2

23 via νµ → νµ (and ν̄µ → ν̄µ) oscillations in
T2K. Since T2K has world-wide leading sensitivity to these parameters, constraining as much
as possible its associated uncertainty is of great interest. In NC1π± interactions, the outgoing
pion can mimic the muon signal in Super-Kamiokande (and in the future in Hyper-Kamiokande),
such that NC1π± interactions are difficult to separate from νµ CC0π events, the main signal
topology. The energy spectrum of the neutrinos measured in Super-Kamiokande depends both
on the oscillation probability and the interaction cross section. NC interactions are insensitive
to the oscillation probability. Hence, given that the predominant flavor in T2K’s far detector is
ντ that is unable to undergo CC for typical T2K neutrino energies, the event rate of the NC1π±

background is non negligible when compared to the νµ CC signal. To show this effect, Figure 6.1
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compares the selected events in the 1-Rµ sample with and without applying oscillation weights.

In T2K, the far detector event rate predictions are constrained by measurements in the ND280
detector. However, in ND280 the oscillation probability is negligible such that the fraction of
NC1π± interactions only accounts for few percent of the total. Because of that, isolating a statis-
tically significant sample of NC1π± interactions with good purity is a very challenging problem.
This is also true for all other existing neutrino detectors and, consequently, no measurements
have been published for NC1π± interactions in modern neutrino experiments,as earlier reviewed
in Sec. 3.5.2. Some studies were published about four decades ago (two for NC1π− [284, 298]
and one for NC1π+ [298]) using bubble chamber detectors and a methodology significantly dif-
ferent from that being used in modern neutrino experiments. In consequence, no constrains from
that data are in use in T2K. The scarcity of existing results, the large uncertainty associated to
these processes and its important role in the study of neutrino oscillations in T2K and HK in the
future, motivate this new study.

6.1.1 Existing published measurements

As it will be later presented in Sec. 6.2.3, the major fundamental process contributing to the
NC1π+ topology is ν+p→ ν+n+π+. For SK, both NC1π+and NC1π− are relevant. However,
due to isospin symmetry NC1π+ and NC1π− process are expected to have similar cross sections.
Hence, constraining one would help to constrain both. In any case, it is worth noting that, in
analogy to NC1π+, for NC1π− the dominant fundamental process contributing to this topology
is ν + n→ ν + p+ π− interactions.
In total there are three published measurements for this processes, two involving negative pions
and the other involving positive pions. In the first place, ν + n → ν + p + π− interactions were
measured at the Argonne National Laboratory (ANL) [284] in 1980 scattering using deuterium
target. In the second place, both ν+n→ ν+ p+π− and ν+ p→ ν+n+π+ interactions were
measured in 1978 by the Gargamelle experiment (GGM) using a C3H8-CF3Br (propane-freon)
target [298].
Among them, the one most closely related to the NC1π+ topology studied in this thesis is the only
existing ν + p→ ν + n+ π+ measurement. In this study, a wide energy neutrino beam peaking
at 2 GeV was used and total of 1.21 · 1018 POT were collected. The main goal for the analysis
was to demonstrate that ∆ resonances were produced in neutrino NC interactions and therefore
the results focused on demonstrating that a significant amount of this events were observed over
background. In this sense, no cross section measurement was reported and instead event rates
were presented. GGM reported 104 events selected as ν + p → ν + π− + n interactions, which
after corrections and background subtractions were estimated to contain 88.4±11.6 true signal
events. This error is almost equivalent to the statistical error (±9.4 events) of the selected sample
and therefore does not seem to include a full treatment of the systematic uncertainties associated
to the measurement. Nonetheless, this measurement is of great importance as it demonstrated
that this types of interactions are likely occurring in nature and it is, moreover, the only published
study for this process.
The reported event numbers by the GGM experiment were used more than 20 years later to
produce cross section estimates for this process. The estimates were presented at the NuInt02
conference and can be found in Ref. [470]. The quoted values are as follows:

σGGM
nuc (Eν = 2.0GeV) = 0.056± 0.011 · 10−38 cm2

σGGM
cor (Eν = 2.0GeV) = 0.08± 0.02 · 10−38 cm2

where σGGM
nuc is the raw cross section result and σGGM

cor is an associated model-dependent free-
nucleon cross section. Unfortunately, no details about the methodology employed to calculate
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this values and its associated errors are available in the proceedings, significantly limiting its
interpretation.

6.1.2 NC1π± and T2K’s oscillation analysis
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FIGURE 6.2: Expected selected events in SK for the 1 R-µ sample compared to data for T2K OA (2021)
and the ND280-constrained binned systematic errors. Notice that the range and binning of the two plots
is not the same. Figures from Ref. [2].

The uncertain true value of the NC1π± cross section is covered in T2K’s OA, see Ref. [2], by
generous systematic errors. Currently, as later presented, such uncertainty is similar to 59% [471].
This large error budget has a significant impact to T2K’s OA sensitivity, specially in disappear-
ance studies, however, quantifying this impact numerically is not trivial1. In the latest published
T2K OA (2021) [2], in the most important signal sample (1 R-µ) a total of 268 events (210 CC0π)
were expected to be selected according to MC. Out of them, 6.4 events (2.4%) are expected to
belong to the NC1π± topologies. Consequently, CC0π (NC1π±) events which have a system-
atic uncertainty similar to 3% (59%) lead to a total event rate uncertainty of ±6.3 (±3.8) events.
Accordingly, one might think that NC1π± interactions have only a sub-leading effect to the OA
sensitivity. However, NC1π± interactions pile-up at low reconstructed neutrino energy bins and,
consequently, most of their systematic uncertainty is contained on them, making it comparable
to the systematic uncertainty for the signal2 in those bins. The result is that the total systematic
uncertainty in bins before the disappearance dip is much larger than that of the high-energy tail.
This effect can be observed in Figure 6.2.
Notably, this uncertainty affects primarily the bins which are more informative of the disappear-
ance parameters. To show this effect, illustrative plots are presented Figure 6.3. In the first place,
the depth of the dip determines the value of θ23, being maximal for sin2 θ23 = π/4. In the second
place, the neutrino energy reconstruction method relies heavily on the assumption that events are
generated by true CCQE interactions. Consequently, true NC1π± events are migrated towards
lower reconstructed energy values, shifting the position of the dip which determines the value of
∆m2

23.

6.1.3 Existing studies and constrains in T2K

To reduce its role in the oscillation analysis, dedicated studies on NC1π± have been made in
T2K in the past both using ND280 and SK. As early as 2012, a study was made using ND280,

1Mainly because bin to bin and model parameter correlations are important and to get correct numbers would
require to run multiple OA fits on fake data (computationally demanding) while varying the systematic error associated
to the NC1π± events.

2The signal uncertainty in those bins is also expected to be larger due to 2p2h among other effects.
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FIGURE 6.3: Expected selected events in SK for the 1-µ ring sample with current OA cuts (described in
TN-399) for different disappearance parameters as a function of the true (top) and reconstructed (bottom)
neutrino energy. For the left (right) plots ∆m2

23 = 2.4 · 10−4 (θ23 = 48◦).

FIGURE 6.4: Final selection results from the first T2K study on NC1π+(here named NCSπ+) as a func-
tion of the π+ momentum (left) and angle (right). Figure from Ref. [455].

described in T2K-TN129 [472]. In this study a total of 1.077·1020 POT (Run 1 and 2) with
analyzable quality were used. The signal topology was defined as interactions with only 1π+ and
no other mesons nor protons in the final state with any number of other neutral particles (neutrons
and photons) allowed. The cross section was extracted in the reduced kinematic space satisfying
cos θπ+ > 0 and pπ+ ∈ [0.2, 1.1] GeV. Under this conditions, a selection was developed for
which 10.73 signal events were expected, with 20.8% purity and 39% integrated efficiency. The
selection results are presented in Figure 6.4. The study reported the following results:

σdata/σMC = 0.382± (stat)+0.852
−0.890(syst) (6.1)

σdata/σMC < 1.43 (68% C.L.) (6.2)

σ < 4.3 · 10−40cm2/nucleus (68% C.L.) (6.3)
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This first study allowed to ensure that the 100% normalization uncertainty, used at that time for
T2K’s OA, was conservative. In particular, it was demonstrated that σdata/σMC < 2 (87% C.L.).
The results were not published as the low number of expected signal events and the low purity in
the selected sample limited the range of conclusions that could be extracted.
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FIGURE 6.5: Left: Reconstructed values of δ23 for different cut slopes. Right: NC1π± chosen cut
together with the event distributions of NC1π± and CC events selected in SK 1-µ ring sample. Figure
from Ref. [2].

In 2013 further studies were made involving NC1π± interactions, this time using atmospheric
data in SK. This studies selected a NC1π± enriched data sample and, comparing the data to MC
predictions the systematic uncertainty for the overall normalization for this process was reduced
from 100% to 59.19%, the value currently in use. This analysis is presented in detail in T2K-
TN159 [473].
Given the large systematic uncertainty for this process, in 2017 a new cut to reject NC1π± events
in SK samples was developed optimizing the cut value to maximize the sensitivity for θ23. A full
description of this studies can be found in T2K-TN319 [471]. The cut is presented in Figure 6.5.
As of now (2022), this cut is being used in T2K OA, together with the rest of cuts detailed in
T2K-TN399 [469].
Currently, considering data up to Run 8, 1.16 POT·1021 POT have been collected with good
analysis quality in ND280 for neutrino beam mode3. In this way, there are now about ×10.8
more data than in the former NC1π+ analysis using ND280, opening the door to a new analysis
with the potential to study this process in detail for the first time in history.

6.2 Analysis overview

The goal of the analysis is to provide a new selection algorithm which preserves the largest sta-
tistical sample of NC1π+ events ever collected with sufficient purity to draw relevant physical
conclusions on this process. In particular, the end-goal is to measure the cross section for this
process and to constrain it as much as possible to improve the future oscillation analysis in T2K
and Hyper-Kamiokande.
The selection algorithm and the evaluation of its associated systematic errors are presented in
detail in the following Chapter. Due to the large increase of available data it was decided to de-
velop a new selection criteria from scratch. The selection aims to identify events generated by

3During runs 10 and 11 ND280 magnet was off due to technical problems such that those runs were mainly intended
to collect data with the far detector, and cannot be used for the study here discussed.
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the neutrino interaction occurring in FGD1 and therefore it studies interactions of neutrinos with
hydrocarbon (C8H8). Extending the study to FGD2, which has a fraction of inactive water mass,
was not considered in this first attempt as FGD2 tracking capabilities are significantly worse than
those of FGD1 and would have required to eliminate some of the most critical selection cuts
applied in FGD1. The development of the selection algorithm was blind to the collected data.
Namely, it was designed and optimized studying only Monte Carlo generated events and it was
compared to data only once the selection criteria had been validated and fixed.

6.2.1 Datasets

In total, three different datasets have been used, two MC samples and the ND280 data. The
MC samples consist on ND280 production 6T (6B) which is based on events generated with
NEUT 5.4.0 (GENIE 2.8.0). Details on this models have been previously presented in Sec. 3.4.
The ND280 data consists of Runs 2,3,4 and 8. The total good POT for this three datasets is
summarized in Table 6.1.

Dataset POT (×1021)

NEUT MC p6T 12.9994418552
GENIE MC p6B 20.3562710541
Data Runs 2,3,4 & 8 1.1602768366

TABLE 6.1: Summary of the datasets and their associated POT used in the NC1π+analysis.

6.2.2 Signal and background definitions

Defining the true signal and background topologies is crucial for the design of the selection algo-
rithm. For this study the signal, highlighted in color, and the background topologies are defined
based on its collection of final state particles (after FSI) in the following way:

• νµ CC0π: νµ interactions with a muon and without mesons in the final state.

• νµ CC1π+: νµ interactions with a muon and a positive pion and no other mesons in the
final state.

• νµ CC-other: νµ interactions with a muon which are not included in other topologies.

• ν̄µ CC: ν̄µ interactions with an antimuon in the final state.

• νe/ν̄e CC: νe and ν̄e interactions interactions with an electron or positron in the final state.

• NC0π: ν and ν̄ interactions without charged leptons nor mesons in the final state.

• NC1π+ 0p: ν and ν̄ interactions without charged leptons, a single positive pion and no
other mesons nor other charged particles in the final state.

• NC1π+ Np: ν and ν̄ interactions without charged leptons, a positive pion at least one
proton and no other mesons in the final state.

• NCXπ0: ν and ν̄ interactions without charged leptons and a neutral pion in the final state.

• NC-other: ν and ν̄ interactions without a charged lepton that are not included in any other
topology.
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In addition, we will differentiate between events occurring within the detector volume of interest,
often referred to as Fiducial Volume (FV), and events Out Of the Fiducial Volume (OOFV).
Hence, all events arising from interactions with a true vertex OOFV will be labeled as OOFV
regardless of its true interaction topology.
A major decision was to split the NC1π+ topology in events without protons (NC1π+ 0p, signal)
and events with any number of protons (NC1π+ Np background). This criteria is identical to that
in the former study with ND280, earlier presented in Sec. 6.1.3. Events with and without protons
are both backgrounds for SK and therefore, ideally, one would want to study both. However, as it
is discussed in the next section and throughout the following Chapter, there are strong motivations
driving this choice, the key factor being the necessity to use a particular cut that removes numerous
background events with signatures very similar to those of NC1π+ events with final state protons.

6.2.3 Initial look into the signal according to MC generators

Before starting the design of a new selection algorithm, it is necessary to understand the signal
and background topologies. For this, looking into the fundamental interaction channels contribut-
ing to each topology is of great help. A break down of the processes associated to all neutrino
interactions occurring in the FGD1 volume, i.e. before any selection cut, is presented for NEUT
in Table 6.2 and for GENIE in Table 6.3. To focus only in the most relevant processes, only those
producing more than 0.5% of the interactions are shown individually. As it can be seen, both for
NEUT and GENIE, νµ CC events are by far the most abundant topology in ND280. There are,
however, notable differences between NEUT and GENIE. For instance, whereas NEUT predicts
more CC0π events, GENIE has a relatively larger contribution of CC1π events. NEUT includes
2p2h (about one in every seven CC0π events), whilst GENIE does not. At least in part, this dif-
ferences can be attributed to the fact that nowadays, neutrino generators get constant updates to
better match the insights revealed by experimental measurements over years and, in this regard
the p6T (NEUT 5.4.0) uses a much more recent generator than p6B (GENIE 2.8.0). In this sense,
a comparison with GENIE v3 would likely show a better agreement, however, fully validated
ND280 MC productions based on this generator are not yet available. Nonetheless, the signif-
icant difference between both models allows to perform stringent tests on how much neutrino
interaction model differences can affect the analysis results.
On the regard of the NC1π+ events without protons (signal) and with protons (background) the
predictions for both generators are rather different, as detailed in Table 6.4. GENIE predicts that
in a large fraction of events the ejected neutron scatters out a proton, an effect only minor for
NEUT. In consequence, for GENIE a large fraction of events are NC1π+-Np instead of NC1π+-
0p. Notably, in the restricted phase space where cos θ > 0.3 and pπ+>200 MeV/c, which is the
one that can be better probed with ND280, the difference is much less relevant for both genera-
tors. In any case, as neutrino interactions continue to be studied in the next years, the discrepancy
in the role of FSI effects for both generators are likely to shrink.
Having this in mind, the studies presented later in Chapter 8 provide a direct (indirect) constraint
on the rate of NC1π+ interactions without (with) protons, which, even for GENIE, are about 70%
of the total.
To visalize the data a stacked histogram is presented in Figure 6.6. The total fraction of events
for each topology, in connection with Table 6.2, is included in the legend. This compact visual
representation will be use extensively in the next Chapter. Unless otherwise specified the MC
statistics are scaled to the data POT.

Signal and background considerations

From Figure 6.6 and the tables presented earlier a number of conclusions can be extracted which
settle the frame to take decisions regarding the analysis strategy.
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Topology Process Events [%]

CC0π ν + n → ℓ− + p 37200.9 36.8
ν + n+X → ℓ− + p+X (X=(n or p)) 5573.1 5.5
ν + p → ℓ− + p + π+ 2517.5 2.5
ν + n → ℓ− + p + π0 771.6 0.8
ν + n → ℓ− + n + π+ 688.6 0.7
Others 220.8 0.2
Total 46972.6 46.4

CC1π+ ν + p → ℓ− + p + π+ 9549.0 9.4
ν + n → ℓ− + n + π+ 2946.0 2.9
ν + (n or p) → ℓ− + (n or p) + mesons 578.3 0.6
Others 1184.1 1.2
Total 14257.4 14.1

CC-other ν + p → ℓ− + p + π+ 653.1 0.6
ν + n → ℓ− + p + π0 2850.4 2.8
ν + (n or p) → ℓ− + (n or p) + multi π 4961.3 4.9
ν + n → ℓ− + p + η0 665.3 0.7
ν + (n or p) → ℓ− + (n or p) + mesons 4517.7 4.5
Others 606.6 0.6
Total 14254.5 14.1

NC0π ν + p → ν + p 7281.6 7.2
ν + n → ν + n 2358.4 2.3
Others 1959.1 1.9
Total 11599.1 11.5

NC1π+0p ν + p → ν + n + π+ 1092.2 1.1
Others 209.2 0.2
Total 1301.3 1.3

NC1π+Np Total 425.3 0.4

NCXπ0 ν + n → ν + n + π0 1404.3 1.4
ν + p → ν + p + π0 1727.4 1.7
ν + (n or p) → ν + (n or p) + multi π 911.9 0.9
ν + (n or p) → ν + (n or p) + mesons 965.6 1.0
Others 650.6 0.6
Total 5659.7 5.6

NC-other ν + n → ν + p + π− 1023.2 1.0
ν + (n or p) → ν + (n or p) + multi π 614.7 0.6
ν + (n or p) → ν + (n or p) + mesons 528.6 0.5
Others 671.8 0.7
Total 2838.3 2.8

ν̄µ CC ν̄ + p → LEpTOn+ + n 1059.9 1.0
Others 1297.8 1.3
Total 2357.7 2.3

νe/ν̄e CC Total 1519.4 1.5

TABLE 6.2: Break down of the true interaction topologies of neutrino interactions in FGD1 FV according
for the NEUT dataset prior to any selection cut. All interaction modes accounting for less than 0.5% of
the events are grouped in a special category named Others. Events are normalized to 1.16 · 1021 POT.

In the first place, the signal topology accounts for only 1.29% of the total number of events in
the FGD1 FV. This number is remarkably low when compared to other studies in ND280. For
instance, when one considers CC0π and CC1π+, the two most studied channels in ND280, their
relative frequency in the total number of interactions is, according to NEUT, of about 46% and
14% respectively. Sub-dominant processes which have been measured, like νe are only about
1.5%. However, ND280 was designed to differentiate very effectively νe and νµ events, with TPC
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Topology Process Events [%]

CC0π ν + n → ℓ− + p 37513.0 37.8
ν + p → ℓ− + p + π+ 2255.1 2.3
ν + n → ℓ− + p + π0 764.6 0.8
ν + n → ℓ− + n + π+ 742.3 0.7
Others 287.9 0.3
Total 41562.9 41.9

CC1π+ ν + p → ℓ− + p + π+ 11331.6 11.4
ν + n → ℓ− + n + π+ 3945.6 4.0
Others 1467.8 1.5
Total 16745.0 16.9

CC-other ν + p → ℓ− + p + π+ 611.1 0.6
ν + n → ℓ− + p + π0 3593.0 3.6
ν + (n or p) → ℓ− + (n or p) + multi π 3506.8 3.5
ν + (n or p) → ℓ− + (n or p) + mesons 4372.1 4.4
Others 623.9 0.6
Total 12706.9 12.8

NC0π ν + p → ν + p 7724.8 7.8
ν + n → ν + n 3266.3 3.3
Others 1960.0 2.0
Total 12951.1 13.1

NC1π+0p ν + p → ν + n + π+ 900.4 0.9
Others 144.0 0.1
Total 1044.4 1.1

NC1π+Np Total 614.0 0.6

NCXπ0 ν + n → ν + n + π0 1953.2 2.0
ν + p → ν + p + π0 2036.9 2.1
ν + (n or p) → ν + (n or p) + multi π 897.8 0.9
ν + (n or p) → ν + (n or p) + mesons 1105.2 1.1
Others 821.9 0.8
Total 6815.0 6.9

NC-other ν + n → ν + p + π− 1597.6 1.6
ν + (n or p) → ν + (n or p) + multi π 512.8 0.5
ν + (n or p) → ν + (n or p) + mesons 508.0 0.5
Others 313.9 0.3
Total 2932.3 3.0

ν̄µ CC ν̄ + p → LEpTOn+ + n 1070.6 1.1
Others 1256.7 1.3
Total 2327.2 2.3

νe/ν̄e CC Total 1422.1 1.4

TABLE 6.3: Break down of the true interaction topologies of neutrino interactions in FGD1 FV according
for the NEUT dataset prior to any selection cut. All interaction modes accounting for less than 0.5% of
the events are grouped in a special category named Others. Events are normalized to 1.16 · 1021 POT.

PID variables able to separate muon from electron tracks at the 3σ level. Hence, the low relative
rate of νe interactions is overcome by the design of ND280, which was tailored for this purpose. In
the case of NC1π+this is not the case, at least not straightforwardly. Muons and pions are in most
cases very difficult to separate in ND280. Hence, pions from NC1π+ events and muons from CC
interactions, several times more numerous, are very difficult to tell apart. However, the ND280
magnet rescues some chances to measure NC1π+ in ND280. In νµ CC interactions the outgoing
muon is negative whereas in NC1π+ events a positive pion is produced. This is of fundamental
importance as the charge identification directly separates the signal from the majority of the most
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full PS NEUT GENIE
Topology Process Events [%] Events [%]

NC1π+0p ν̄ + p → ν̄ + n + π+ 49.0 2.8 60.3 3.6
ν + n → ν + n + π0 84.0 4.9 30.9 1.9
ν + p → ν + n + π+ 1092.2 63.3 900.4 54.3
ν + (n or p) → ν + (n or p) + mesons 51.4 3.0 32.4 2.0
Others 24.8 1.4 20.4 1.2

NC1π+Np ν + n → ν + n + π0 18.2 1.1 27.5 1.7
ν + p → ν + p + π0 102.9 6.0 15.3 0.9
ν + p → ν + n + π+ 139.4 8.1 37.1 2.2
ν + (n or p) → ν + (n or p) + multi π 79.1 4.6 421.4 25.4
ν + (n or p) → ν + (n or p) + mesons 27.7 1.6 67.5 4.1
ν + p → ν + p 22.8 1.3 17.0 1.0
Others 35.2 2.0 28.2 1.7

NC1π+0p Total 1301.3 75.4 1044.4 63.0
NC1π+Np Total 425.3 24.6 614.0 37.0

cos θ > 0.3 & pπ+>200 MeV/c NEUT GENIE
Topology Process Events [%] Events [%]

NC1π+0p ν̄ + p → ν̄ + n + π+ 25.8 3.3 33.6 3.8
ν + p → ν + n + π+ 541.5 68.9 495.5 56.4
ν + (n or p) → ν + (n or p) + mesons 32.7 4.2 27.5 3.1
Others 25.8 3.3 21.6 2.5

NC1π+Np ν + p → ν + p + π0 19.5 2.5 - -
ν + p → ν + n + π+ 59.3 7.5 198.3 22.6
ν + (n or p) → ν + (n or p) + multi π 41.0 5.2 43.1 4.9
ν + (n or p) → ν + (n or p) + mesons 20.9 2.7 15.3 1.7
Others 19.4 2.5 43.0 4.9

NC1π+0p Total 625.8 79.6 578.1 65.9
NC1π+Np Total 160.1 20.4 299.7 34.1

TABLE 6.4: Break down of the true processes contributing to the NC1π-0p and NC1π-Np topologies
according to NEUT and GENIE. Only events with a true vertex contained in the FGD1 fiducial volume
are considered. The top (bottom) part of the table shows the results in the (restircted) full phase space.
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FIGURE 6.6: Stacked histogram with the number of expected events with a true vertex position contained
in the FGD1 fiducial volume prior to any selection cut. Notice that there is no OOFV by definition.

numerous background. Notably, due to this discrimination criteria ND280 is not well suited to
identify NC1π− events with good purity in neutrino beam mode and, consequently, the study here
reported is focused on the NC1π+ topology.
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Even after keeping only those events with tracks reconstructed as positive the scarcity of the signal
events allows to envision potential challenges for the selection which are listed below:

• Negative backward-going particles bend in the same way as positive forward-going tracks,
potentially escaping the charge identification criteria. Hence, it is necessary to come up
with a method to differentiate forward-going from backward-going tracks associated to
OOFV.

• In some background events, e.g. CC1π+, π+ are generated in addition to the muons.
Hence, finding strategies to tag the additional charged particles in this topologies is cru-
cial to reject this events.

This challenges, later presented in detail in Sec 7.2.9, drove the decision to separate the NC1π+

topology in events with (background) and without (signal) protons and to limit this studies to
FGD1, which has much better tracking capabilities when compared to FGD2.
In addition, it is worth noting that about 2% (11%) of the total interactions are ν̄µ CC (NC0π)
events. For both of these topologies, often, a single charged particle is produced in the final state,
making them relevant backgrounds.

Signal kinematics and ND280 acceptance
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FIGURE 6.7: Density of events in the true kinematic variables of the outgoing π+ for signal topology.
Marginal 1D distributions are also presented for shape-only visualization.

When measuring interactions the acceptance of the detector needs to be considered. In ND280,
most FGD1 tracks starting with low momentum or high angle do not reach the TPCs. When this
happens, insufficient information is available to identify reliably the NC1π+ signal events. Due
to this, our study aims primarily to select efficiently and with good purity events with relatively
horizontal angles (cos θπ+ > 0.3) and not too low momenta (pπ+ > 200 MeV/c). Interestingly,
only about 50% of the signal events satisfy the former conditions. Illustrative distributions of
the true π+ kinematics for signal events starting in the FGD1 FV prior to any selection cut are
presented in Figure 6.7. The results show that most pions are expected to be emitted very forward
with a typical momentum similar to 300 MeV/c and consequently, ND280’s acceptance is well
suited to probe the most relevant kinematics phase space of this process at T2K’s typical neutrino
energies.
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Chapter 7

The NC1π+ Selection Algorithm and its
Associated Systematic Uncertainties

“En España podrá faltar el pan, pero el ingenio y el buen
humor no se acaban.”

– RAMÓN MARÍA DEL VALLE-INCLÁN

This Chapter describes the NC1π+ selection algorithm, its performance and its associated system-
atic uncertainties. Using the selection algorithm, comparisons between MC and data are presented
and discussed at the end of the Chapter.

7.1 The HighLAND2 framework

The selection algorithm was developed within the High-Level ANalysis and Development (High-
LAND21) framework. HighLAND is a C++/ROOT toolkit built by the T2K collaboration which
provides the necessary software infrastructure to perform most of the common tasks needed to
perform data analysis using ND280 data. The framework’s core is built upon a series of abstract
base classes which perform tasks common to all analysis. In this sense, all ND280 studies are
centered around the following loop:

• Load events either from MC or data, spill by spill and bunch by bunch.
• For each event apply corrections.
• For each MC event create an ensemble of toy events by random sampling from the under-

lying detector variables uncertainty distributions.
• For each toy MC event (or data event) iterate over selection algorithms.
• Store the results.

This is steered in code by the parent class AnalysisLoop from which all ND280 selection
algorithms stem via inheritance. In this way, the logic is preserved through the use of virtual
methods in the base classes which guarantee that all analyses share the same logic2. This allows
to standardize the analysis procedure and organically increase the number of selections and up-
date them over time with a high degree of homogeneity, easing the maintenance of the code, the
reproducibility of results over time and to share tools among different studies. In part, this is also

1For convenience, it is named simply HighLAND hereafter.
2In practice, this is such a standard task that most selections inherit from the higher-level class baseAnalysis,

stemming from AnalysisLoop, which includes basic implementation solutions for most of its virtual methods.
Similar examples can be found throughout HighLAND.
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motivated by the necessity of stacking up and running in coordination multiple selection algo-
rithms that are used in the oscillation analysis (OA). In consequence, the framework has evolved
to consist of two parts, HighLAND, which works as a developing framework interface, often used
in cross section analysis and Psyche, a module closely related to HighLAND that contains all the
validated selections that are used in the OA.
As earlier presented in Sec 5.5.9, ND280 provides data in oaAnalysis format which has been
already calibrated and reconstructed. HighLAND provides utilities to unpack the oaAnalysis in-
formation into the custom HighLAND objects that are the building blocks of HighLAND. In this
sense, at this stage the analyzer deals already with vertices and tracks and most hit-level informa-
tion is unavailable. Three main groups of information are passed onto HighLAND: Reconstructed
information, Truth information (for data files it is empty) and Beam information (Beam power,
number of spills, total POT, etc). The objects containing the previous information have, in gen-
eral, a list of methods which allows to read their information, e.g. a track’s reconstructed starting
position or momentum, and interconnect them. In general, developing a selection algorithm con-
sists in combining these high-level inputs to perform cuts which select a sub-sample of events
in order to identify event topologies of interest (signal) and reject the others (background) as ef-
fectively as possible. The selection algorithms runs on classes which contain only reconstructed
information such that they can be applied in the same manner to both MC and data files. However,
in addition, for MC a link3 is provided between the reconstructed objects being handled by the
analyzer and the true physical objects producing the detector signatures under investigation. In
this way, for a given reconstructed track or vertex, it is possible to check if it has an associated
true object and access its information, e.g. true momentum, particle type, etc. Then, true infor-
mation can be used to run diagnostics on the performance of the algorithm and to get insights on
the underlying physics. Notably, vertices true information is passed from the neutrino generator
onwards so that the true vertex information can be used during the analysis. This is crucial as
it allows to customize the topology definition at the analysis level. Finally, HighLAND output
consists of the following blocks:

• A default TTree4 containing information about the selection effect on each event, e.g. the
highest cut reached by the event, and containing as many reconstructed variables as defined
by the analyzers such as, for instance, the main track (typically a lepton, for us the π+

candidate) kinematics.

• A truth TTree with a structure analogous to that of the default TTree but containing exclu-
sively true information. The truth TTree contains information of all neutrino interactions
occurring in the detector(s) FV, such that it can be used to characterize the efficiency of the
selection.

• A header TTree with the beam information and that can be used later to normalize the
different datasets, e.g. MC and data, by rescaling MC to the data POT.

• A collection of TTrees containing information of the detector systematic uncertainties.

7.2 The NC1π+ selection algorithm

The selection algorithm applies a series of sequential cuts to create a signal enriched sample and
three control regions, often referred to as sidebands. All the samples are exclusive, such that
events can only be selected in either none or one of them. A summary sketch is presented in
Figure 7.1.
Before reviewing the selection steps it must be noted that all plots are normalized to the data

3This is done at the reconstruction level, so it is already fixed at this analysis stage
4A TTree is a ROOT [461] object which represents a columnar dataset. Any C++ type can be stored in its columns.
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POT (1.16×1021 POT). Often, both NEUT and GENIE information is presented. In general, one
generator (typically NEUT) is used to provide information broken down either by true topology or
true PDG. The other generator is shown as a black dot containing aggregated information, playing
the role of fake data.

FIGURE 7.1: Diagram of the selection algorithm. Nominal cuts are depicted by red circles whereas
alternative cuts are illustrated by blue diamonds. The output consists of four samples: 1 signal sample
and three sidebands (SD).

7.2.1 FGD1 fiducial volume definition

The fiducial volume (FV) defines the region of the detector where we want to select neutrino
interactions. The use of a FV smaller than the active size of the detector allows to reject trouble-
some backgrounds leading to a cleaner measurement. In most FGD1 selections the FGD1 active
volume is reduced by 57.66 mm (6 bars) on the sides to reduce the number of FGD1-barrelECal
OOFV events. Along the beam direction the choice of the FV depends on the analysis. For selec-
tions working both with backward- and forward-going tracks, often, no additional FV restrictions
are applied. For selections focused on the study of forward-going tracks further downsizing the
FGD1 FV allows to reduce the role of OOFV tracks entering to FGD1 from its upstream side.
This is particularly important for the study of signals with a low cross section, such as NC1π+

interactions, as otherwise OOFV events can significantly outnumber the signal in this part of
the detector. Consequently, the first two layers (first FGD1 module) are excluded from the FV
definition. Lastly, events starting in the most downstream layer provide insufficient tracking in-
formation to apply the last cut of the selection reliably and accordingly the last FGD1 layer is also
excluded. In this way, the FGD1 FV is defined by the volume given by:

• -932.17 < x < 932.17 [mm] exclude 6 bars left and right
• -929.51 < y < 819.51 [mm] exclude 6 bars top and bottom
• 125.843 < z < 437.157 [mm] exclude 2 bars upstream and 1 bar downstream
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7.2.2 Event quality cut

The event quality cut is customary for all ND280 selections. It ensures that all ND280 systems
were working under nominal conditions and that the event time is consistent with the beam struc-
ture.

7.2.3 FGD1-TPC multiplicity cut

The selection aims to identify events starting in FGD1. In addition, to select NC1π+ events with
good purity having TPC information is necessary. Since for the signal topology a single track
is expected, all events that do not have a single track with both FGD1 and TPC segments5 are
rejected. If the event is selected, the track satisfying the former condition is the π+ candidate
track.

7.2.4 Single positive track cut

This cut rejects all events for which:

• The largest TPC segment does not contain at least 19 Micromegas clusters. This criteria is
standard in ND280 selection as it ensures a reliable interpretation of the TPC information.

• The π+ candidate track, assuming that it is forward-going, is reconstructed as a negative
particle according to the TPC information.

• The π+ candidate track, assuming that it is forward-going, starts out of the FGD1 FV.
• There are additional FGD1 reconstructed segments. In our signal topology a single charged

track is expected in the final state such that additional FGD1 segments are in a very high
proportion background events. To control the rejection of true signal events by this last
condition all events with only one additional FGD1 segment are selected in SD 2.

In other ND280 analysis time-of-flight6 (ToF) information is used to better asses the tracks sense
of motion. However, due to time synchronization problems in many sub-runs of Run 8, the
ToF information is not reliable in about 45% of the ND280 data intended for this analysis. As
backward going tracks are very efficiently separated by the last cut of this selection, which can
not be applied to most of the other analysis7, the decision was taken to do not use ToF information
in this selection as it is not detrimental for the final performance of the algorithm.
Additionally, it was attempted to sub-classify all events at this stage depending on where they were
stopping in ND280 (FGD2, Barrel ECal, DsECal or elsewhere) with the aim of tailoring specific
selection conditions for each of them based on the available detector information at the stopping
point. However, early validation tests revealed that such strategy lead to a cumbersome selection
efficiency as a function of the π+ kinematics and, as no notable performance improvements were
achieved, this alternative approach was discarded.

7.2.5 Upstream vetos

Since the selection aims to keep forward going events starting in FGD1 three vetos are applied
in order to reduce OOFV events generated by neutrino interactions happening upstream to the
FGD1:

• TPC veto: Events with TPC1 segments are rejected.
• ECal veto: Events with a barrel ECal segment with one of its ends upstream to the end of

FGD1 (z < 447.375) are rejected.
• PØD veto: Events with PØD or PØDECal segments are rejected.

5A track segment is a reconstructed object at the local sub-detector level. Namely, there are TPC1 track segments,
FGD1 segments, etc. A global track consists of a collection of matching track segments.

6This refers to the time that it takes to a particle to flight from one point of the detector to another.
7The last cut works under the assumption that the signal has a single charged track in the final state.
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7.2.6 Michel electron cut

Michel electrons (ME) measured in the FGD1 are indicative of a muon or a pion stopping in
FGD1, a signature not expected for the signal events. Hence, all events with tagged Michel
electrons are rejected. As studied in T2K-TN104 [454], ME in the FGD1 are tagged with a
64.2± 2.0% efficiency, allowing only for a partial rejection of backgrounds with a true ME.

7.2.7 TPC pion likelihood cut
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FIGURE 7.2: TPC pion likelihood cut in the whole range of values (left) and limited to Lπ+ ≥ 0.05
(right).
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FIGURE 7.3: Selection output after the TPC pion likelihood PID cut as a function of the momentum
broken down by true topology (left) and true π+ candidate PDG (right).

At this stage, about 2/3 of the selected π+ candidates are protons and only about 8% of them are
positive pions. Consequently, to rise the purity of the signal topology it is necessary to increase
the purity of the selected particle type. To achieve this, events with a π+ candidate with a low
TPC pion likelihood are rejected.
The cut value was selected by studying its impact directly on the final selection performance on a
range of reasonable cut values. This range is defined as follows. The likelihood ranges from 0 to
1 and it gives a fractional score to each track to be an electron, a muon, a pion or a proton. At low
momentum, muons and pions have similar behavior such that both get similar scores, which are
typically much higher than those of being an electron or a proton, as it can be seen in Figure 7.2.
For high momentum, i.e. above 1 GeV/c, protons become less ionizing and muons, pions and
protons get similar TPC likelihood scores, much higher than those of being an electron. Accord-
ingly, for both low and high momentum, a true pion is expected to get, at least, a likelihood of
Lπ ≤ 0.33. As the cut on the TPC likelihood has an implicit dependence on the momentum,
one needs to be careful to cut on values that do not introduce a kinematic dependence on the
efficiency. Due to this, relaxing this cut to values slightly lower than 33% is of potential interest.
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A compromise was found cutting at Lπ > 0.2, a value for which the final efficiency is flat in
momentum but effectively removes proton tracks with momentum below 1 GeV/c.
The events rejected by this cut, can be used to constrain the NC0π background effectively. Hence,
rejected events by this cuts are accepted in SD 3. In addition, as the negative of the TPC PID also
includes a significant fraction of muons and electrons, in SD 3 additional cuts are applied, namely
Le ≤ 0.3 and Lµ ≤ 0.3.
The results of this cut in the signal sample are presented in Figure 7.3. A major improvement is
achieved, as most of the proton backgrounds below 1 GeV/c are rejected. Notably, about 5% of
the selected π+ candidates are still protons, almost entirely selected above 1 GeV/c.
Thanks to the effective rejection of protons, from this point onwards, the main selection back-
grounds become OOFV events created by backward going tracks and ν̄µ CC producing forward
going muons.

7.2.8 ECal pion likelihood cut
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FIGURE 7.4: ECal PIDMipEm cut showing the true PDG of particles.
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FIGURE 7.5: Selection output after the ECal PIDMipEm cut as a function of the momentum broken down
by true topology (left) and true π+ candidate PDG (right).

A majority of the forward going tracks selected at this point are either true positive pions or posi-
tive antimuons. Despite both of them producing similar signatures on the TPC due to their close
mass values, muons and pions can be in some circumstances separated as they stop.
A particularly well suited detector for this task is the ECal. Pions stopping on the ECal, unlike
muons, undergo hadronic interactions producing shower patterns. A variable characterizing this
information is the so-called PIDMipEm value reconstructed for all ECal segments. This variable
is standard in ND280 selections as it has been used for years to tell apart muons and pions in
CC selections. As it was constructed, tracks with negative (positive) PIDMipEm values are more
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track-like (shower-like). Consequently, the selection algorithm separates π-like events from µ-
like events using the cut presented in Figure 7.4. On one hand, events without ECal information or
with a positive PIDMipEm value are accepted in the signal sample. On the other hand, all events
not passing the former condition, i.e. those with negative values for PIDMipEm, are rejected in
the signal branch but are kept in the ν̄µ CC sideband. The results of the accepted events in the
signal sample are presented in Figure 7.5. As it can be seen, this cut very significantly reduces
the ν̄µ CC background as intended.
For SD 3, the tracks selected prior to this cut consists already primarily of protons. In conse-
quence, this cut is not used for SD 3.

7.2.9 FGD1 MIP-like cut

At this point, most of the accepted events in the signal sample consist of an event with only one
long-ranged track, the π+ candidate, which in about 30% of the cases is indeed a true positive
pion. However, the purity of the signal sample is still low, mainly because of two reasons.

• Backward-going tracks: A large population of OOFV events is being selected at low
momentum. These events, correspond to negative backward-going particles identified as
forward-going pions.

• CC backgrounds: A significant amount of CC events starting in the FGD1 FV is being
selected. These events, are typically associated to interactions where a positive particle
is emitted, which is identified as the π+ candidate. Most CC events are expected to pro-
duce, in addition to the final state lepton, one or more partner charged tracks in the final
state. However, in a small fraction of the CC events this partner track is expected to be
short ranged or emitted collinearly with the lepton, such that only one FGD1 segment is
reconstructed.

In both of the former cases, FGD1 ionization information can allow to reject a significant fraction
of these background events, whilst keeping most of the signal. In the case of backward going
tracks (pion-like tracks stopping in FGD1), their FGD1 dE/dx is expected to be significantly
higher than in the case of forward going π+ tracks. Similarly, for events where a partner charged
track has been untracked in a significant number of occasions its energy deposit is expected to be
merged to the π+ candidate, increasing the ionization of the FGD1 segment.
Albeit a dE/dx-based variable exists for FGD1, the so-called FGD pulls which play a role similar
to that of the TPC PID likelihoods, this variable was designed for FGD1 contained track segments,
and consequently, it is not well suited for this analysis. Therefore, a new variable to separate signal
and background was designed to exploit this information for the case of particles not contained in
the FGD1.

Variable definition and cut

The main goal of this variable is to relate the π+ candidate total energy deposit with its range and
to use it to identify MIP-like particles according to their FGD1 information. Consequently, this
variable has been named FGD1MIPLike.
The correlation between the FGD1 segment energy and range, for all the π+ candidates in the
signal sample prior to this cut, is presented in Figure 7.6. As it can be seen and as expected,
whereas a single region is populated by signal events, a second populated region over a blurry
scatter distribution are present in background events. The nature of the different distributions is
well understood. On one hand, the signal and some backgrounds with a single charged track in
the final state, particularly ν̄µ CC background events, follow a similar trend which can not be
separated by this method. This trend is that of the expected dE/dx for a single outgoing particle
with a MIP-like behavior, which can be visualized clearly on the left panel in Figure 7.6. On the
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FIGURE 7.6: Energy and range of the FGD1 segments for signal and background events prior to
FGD1MIPLike cut. The red line indicates the cut.
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FIGURE 7.7: FGD1 low ionization cut broken down by topology (left) and PDG (right).

other hand, the numerous OOFV events produce a second well defined band with higher dE/dx
in the right panel of Figure 7.6, consisting on the dE/dx expected for backward going particles
(mostly µ− and π−) stopping in FGD1. Finally, also in the right panel of Figure 7.6 a blurry
scatter can be seen, associated to events where an untracked charged particle has been merged to
the π+ candidate.
Given the clear and linear trend in Figure 7.6 it is possible to use a linear cut to discriminate signal
from background:

FGD1MIPLike ≡ E − βX <
cut
α (7.1)

where E and X are the FGD1 segment energy and range respectively. The coefficients of the
variable were set as follows. The slope β = 1/6.5 ensures the parallelism of the cut with the
signal trend. The intercept α = 10 was chosen to adjust closely the signal distribution without
accounting for significant efficiency losses. The choice of the intercept is later further motivated
in Sec 7.4.5 when discussing the validation of this variable using dedicated control samples.
Alternative choices for the parameters were studied via optimization techniques. However, the
results using optimization targets such as the purity or a combination of the purity and the effi-
ciency were not completely satisfactory and were disfavored compared to the choices above. The
reason for this behavior is that optimization strategies tend to prefer more aggressive cuts that
reject more signal events at higher range, where the background is more dense. However, a cut
affecting differently tracks with different ranges is difficult to control from the systematic uncer-
tainty point of view, hindering the reliability of the cut.
Under the former definitions, events with FGD1MIPLike<α, i.e. below the line in Figure 7.6
can be considered to be MIP-like according to the FGD1 information and the other way around.
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Hence, this cut consists on rejecting all events where the π+ candidate is not MIP-like in FGD1.
The separation power of this variable is presented in Figure 7.7. As it is clear, the variable works
as expected, rejecting very efficiently OOFV and CC events and, consequently, this last cut is
essential for the final performance of this selection algorithm.
Lastly, it is worth noting that this cut must be used carefully. If the signal definition allows mul-
tiple charged particles in the final state, such as any number of protons, then this cut would make
the prediction model-dependent. To avoid this problem, in the analysis here presented NC1π+0p
events and NC1π+Np are treated differently. Interestingly, a similar strategy could be used in the
future in CC samples to constrain the role of some nuclear effects. For instance, in ν̄µ CCQE
interactions, a positive muon and no other charged particles are expected in the final state. Hence,
by studding the proportion of events with a MIP-like FGD1 PID one could constrain the amount
of neutron to proton FSI, which is one of the main discrepancies between NEUT and GENIE
concerning the prediction of NC1π+, as earlier discussed in Sec. 6.2.3.

7.3 Selection performance

As earlier anticipated the selection provides one signal sample and three sidebands. The results
for each of them is presented in the kinetic variables of interest, i.e. the π+ candidate momentum
and angle. The efficiency and purity of each sample is also reported as a function of each selection
cut.

7.3.1 Signal sample
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FIGURE 7.8: Signal sample results of the selection as a function of the π+ candidate momentum (left)
and angle (right). The results are broken down by topology with purity detailed in the legend and are
presented both for NEUT (top) and GENIE (bottom).

The signal sample has been designed to be enriched in protonless NC1π+interactions. The results
are presented in Figure 7.8. Both MC datasets show good overall agreement, both in the in the
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distribution shapes and in the total number of final selected events, which in the full kinematic
phase space is similar to 175 events. Slight variations can be observed for NEUT and GENIE as
it is expected given the pre-selection event rate predictions presented in Sec. 6.2.3. The selected
signal events have typically low momenta and near horizontal trajectories. However, keeping the
high-momentum tail in the signal sample is also important as it provides a useful kinematic region
to constrain some background topologies which are primarily selected at high momenta.
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FIGURE 7.9: Distributions of selected events in the kinematic variables of interest for the six most abun-
dant topologies in the signal sample.

The distributions of momentum and angle for the π+ candidate in the signal sample are presented
in Figure 7.9. As it can be seen, a very good separation is achieved in 2D, especially between
signal and ν̄µ CC which is the dominant background topology. The signal events are highly
localized in the kinematic phase space where cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c, so
that the selection performance is particularly relevant for events satisfying those conditions. The
selection purity for both NEUT and GENIE is presented in Figure 7.10. As it can be seen, the
purity is particularly high, about 60% (50%) for NEUT (GENIE), in the bins where most signal is
selected and it is generally well above 30% for cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c. This is
remarkable, as the selection algorithm has its best performance in the most relevant signal region
and, consequently, its output can be expected to be highly informative about the signal cross
section. For high momentum and angle the purity gradually degrades reaching values similar to
10-20%.

Signal sample composition

A break down of the processes contributing to the signal topology in the signal sample, restricted
to cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c, is presented in Table 7.1. About 95-97% of
the events are expected to be generated by νµ. If one considers both neutrinos and antineutri-
nos, both generators agree in that 96% of the selected events are produced by the true process
(−)
ν + p → (−)

ν + n + π+ and, accordingly, only the remaining 4% of the selected events arise
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FIGURE 7.10: Purity for the selected signal sample for both NEUT and GENIE. The top (bottom) row
shows the results in the unrestricted (restricted) phase space (cos θπ+ > 0.3 & 0.2 < pπ+ < 1.0 GeV/c).
For a direct comparison the distributions of selected events for NEUT and GENIE is also presented.

NEUT GENIE
Topology Process Events [%] Events [%]

NC1π+0p ν̄ + p → ν̄ + n + π+ 5.75 3.73 8.01 5.47
ν + n → ν + n + π0 2.90 1.88 2.49 1.70
ν + p → ν + n + π+ 142.60 92.44 133.05 90.88
ν + (n or p) → ν + (n or p) + multi π 1.99 1.29 0.98 0.67
ν + (n or p) → ν + (n or p) + mesons 1.02 0.66 1.87 1.28

TABLE 7.1: Processes contributing to the signal topology in the signal sample, restricted to cos θπ+ > 0.3
and 0.2 < pπ+ < 1.0 GeV/c, by number of events scaled to data POT (1.16 · 1021) and by percentage.

from other processes where the particle content has been influenced by FSI. This results are of
great importance, as they show a very consistent signal prediction for both generators despite
their initial preselection differences and supports the signal topology definition as a robust choice
against modeling dependencies. In addition, even if one attributes a large uncertainty to FSI
events, the selected sample provides a strong handle on the cross section of the fundamental pro-
cess

(−)
ν + p→ (−)

ν + n+ π+.
Information relative to the processes contributing to the background topologies is presented in
Table 7.2. Overall, consistent prediction for both generators are observed with few notable ex-
ceptions such as the amount of NC1π+-Np events predicted by GENIE that is studied in the next
Chapter.
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NEUT GENIE
Topology Process Events [%] Events [%]

CC0π ν + n → ℓ− + p 2.28 1.33 4.00 1.89

CC1π+ ν + p → ℓ− + p + π+ 2.45 1.43 8.28 3.91
ν + n → ℓ− + n + π+ 13.32 7.79 11.84 5.59
ν + O(16) → ℓ− + O(16) + π+ 1.65 0.97 3.20 1.51

CC-other ν + (n or p) → ℓ− + (n or p) + multi π 2.56 1.50 1.16 0.55
ν + (n or p) → ℓ− + (n or p) + mesons 0.85 0.50 0.71 0.34

NC0π ν + p → ν + p 8.88 5.20 7.39 3.49
ν + n → ν + n - - 0.71 0.34

NC1π+Np ν̄ + p → ν̄ + n + π+ - - 0.89 0.42
ν + p → ν + n + π+ 3.24 1.90 14.95 7.06
ν + (n or p) → ν + (n or p) + multi π 0.57 0.33 - -

NCXπ0 ν̄ + (n or p) → ν̄ + (n or p) + multi π 0.91 0.53 - -
ν + n → ν + n + π0 - - 0.62 0.29
ν + p → ν + p + π0 2.11 1.23 2.58 1.22
ν + (n or p) → ν + (n or p) + multi π 10.82 6.33 18.87 8.91
ν + (n or p) → ν + (n or p) + mesons 6.83 4.00 7.30 3.45

NC-other ν + n → ν + p + π− 0.57 0.33 - -
ν + (n or p) → ν + (n or p) + multi π 3.64 2.13 1.87 0.88
ν + (n or p) → ν + (n or p) + mesons 0.68 0.40 1.07 0.50

OOFV ν̄ + p → ℓ+ + p + π− - - 0.89 0.42
ν̄ + n → ℓ+ + n + π− - - 1.33 0.63
ν̄ + p → ℓ+ + n 0.85 0.50 1.25 0.59
ν + n → ℓ− + p 2.39 1.40 1.96 0.92
ν + p → ℓ− + p + π+ 0.85 0.50 2.31 1.09
ν + n → ℓ− + p + π0 0.57 0.33 1.42 0.67
ν + n → ℓ− + n + π+ 3.13 1.83 6.05 2.86
ν + (n or p) → ℓ− + (n or p) + multi π 3.13 1.83 2.94 1.39
ν + (n or p) → ℓ− + (n or p) + mesons 4.84 2.83 8.90 4.20
ν + n → ν + n + π0 1.37 0.80 1.60 0.76
ν + p → ν + p + π0 - - 1.07 0.50
ν + n → ν + p + π− 0.74 0.43 1.60 0.76
ν + p → ν + n + π+ 1.99 1.17 2.31 1.09
ν + (n or p) → ν + (n or p) + multi π 1.31 0.77 1.69 0.80
ν + (n or p) → ν + (n or p) + mesons 2.16 1.27 3.29 1.55
ν + n → ν + n 2.28 1.33 2.14 1.01

ν̄µ CC ν̄ + p → ℓ+ + n + π0 1.76 1.03 3.20 1.51
ν̄ + n → ℓ+ + n + π− 4.04 2.37 3.47 1.64
ν̄ + p+X → ℓ+ + n+X (X=(n or p)) 8.08 4.73 - -
ν̄ + p → ℓ+ + n 67.52 39.51 77.70 36.68

νe/ν̄e CC ν + n → ℓ− + n + π+ 0.68 0.40 - -

TABLE 7.2: Processes contributing to the background topologies in the signal sample, restricted to
cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c, by number of events scaled to data POT (1.16 · 1021)
and by percentage. Only processes contributing to at least 0.5 events are considered.
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FIGURE 7.12: Selection efficiency for the signal topology in the signal sample in the kinematically
unconstrained phase space in bins of momentum and angle.

To show the background rejection power of the selection and to study the role of each cut on
all topologies, efficiency plots for different cut levels are presented in Figure 7.11. As it can
be seen the background reduction is drastic, with selection efficiencies well below 1% for most
background topologies. Even for background topologies with very similar overall properties to
those of the signal, e.g. NC1π+-Np and ν̄µ CC, the selection efficiency is very low. For the signal
topology, the overall efficiency is of 13.7% (16.5%) according to NEUT (GENIE). As intended,
this efficiency is several times larger than that for any background topology, proving that the se-
lection cuts are effective in discriminating signal from background signatures. When constrained
to events satisfying cos θπ+ > 0.3 & 0.2 < pπ+ < 1.0 GeV/c in true kinematic space, the effi-
ciency rises to 26.9% (28.1%) for NEUT (GENIE).
Regarding the signal selection efficiency, it is important to understand its behavior to ensure a
reliable cross section extraction. As it can be seen in Figure 7.12 the selection algorithm effi-
ciency is very smooth and follows a well understood trend. On one hand, the efficiency rises
with momentum until 300 MeV/c, where the efficiency becomes flat. This pattern is the result
of the necessary minimum momentum that the pions need to have in order to escape the FGD1
and enter in the TPC1 without curling on themselves. For small momentum only those pions
produced in the most downstream layers of FGD1 are selected, decreasing the overall efficiency
for those momentum bins. As this momentum rises more layers contribute to the selected sample,
until for a momentum of around 300 MeV/c this is no longer a sensible effect and the efficiency
stabilizes into a plateau. On the second hand, the efficiency decreases for increasing pion angles
with respect to the beam axis. This trend is generated by the forward acceptance of the TPC and
it is a well known effect in ND280 also affecting CC selections. Hence, the results show that the
selection treats evenly all events without any significant fine tuning nor kinematic dependent cuts
ensuring a good reproducibility on data.

7.3.2 ν̄µ CC sideband

In the signal sample, about 2/3 of the selected events are either signal or ν̄µ CC events. The ν̄µ CC
sideband was created to constrain this dominant background and to validate its overall modeling
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FIGURE 7.13: ν̄µ CC sample results of the selection as a function of the π+ candidate momentum (left)
and angle (right). The results are broken down by topology with purity detailed in the legend and are
presented both for NEUT (top) and GENIE (bottom).

by directly comparing it to data. As earlier explained in Sec. 7.2.8, this sideband is created by
applying all the cuts in the signal sample but reversing the ECal PID cut. The results, presented
in Figure 7.13, show overall good agreement between NEUT and GENIE predictions and have
a high purity of ν̄µ CC events, similar to 80% for the whole sample, including a very pure high
momentum tail. In total, about 500 ν̄µ CC events are expected to be selected in this sideband. In
addition, it must be noted that despite its low overall purity of about 10% (9%) an additional set
of 60 (54) signal events are expected to be selected according to NEUT (GENIE).

7.3.3 NC1π+ + 1 FGD1 track sideband

The main goal of this sideband is to provide a means to constrain two particularly important types
of events. On one hand, signal events were the outgoing neutron reinteracts in the FGD1 FV
and creates a track long enough (> 5 FGD1 bars) to create an independent FGD1 segment. On
the other hand, the amount of background topologies which, despite of producing an additional
charged particle in the final state, are not rejected by the other cuts.
This sideband consists of the same selection algorithm applied to the signal sample with only one
but significant difference. Whereas in the signal sample only events with 1 FGD1 segment are
kept the events that have an additional FGD1 contained segment are kept in this sideband. Hence,
this sideband is particularly intended to constrain events where a π+-like particle is produced
and selected according to TPC and ECal PID variables but where the final state has an additional
particle detected in FGD1. The results are presented in Figure 7.14.
As it can be observed in Figure 7.14, very few events are selected in this sideband given that those
events with multiple charged particles in the final state are expected to be typically rejected by
the FGD1 PID cut. Interestingly, both NEUT and GENIE show similar results on the amount of
signal events, about 9, migrated to this sideband.
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FIGURE 7.14: NC1π++1 FGD1 track sideband results of the selection as a function of the π+ candidate
momentum (left) and angle (right). The results are broken down by topology with purity detailed in the
legend and are presented both for NEUT (top) and GENIE (bottom).

7.3.4 NC0π sideband

NEUT GENIE
Topology Process Events [%] Events [%]

NC0π ν̄ + p → ν̄ + p 4.90 1.76 2.67 1.03
ν + n → ν + n + π0 2.33 0.84 1.78 0.69
ν + p → ν + p + π0 2.22 0.80 3.11 1.20
ν + n → ν + p + π− 6.26 2.25 10.77 4.15
ν + p → ν + n + π+ 0.68 0.25 0.80 0.31
ν + p → ν + p + γ - - 0.62 0.24
ν + p → ν + p + η0 - - 1.51 0.58
ν + (n or p) → ν + (n or p) + mesons 0.85 0.31 - -
ν + p → ν + p 240.41 86.55 221.96 85.44
ν + n → ν + n 19.75 7.11 16.29 6.27

TABLE 7.3: Processes contributing to the NC0π topology in the signal sample by number of events
scaled to the data POT and by fraction for both NEUT and GENIE. Only processes contributing to at least
0.5 events are considered.

The NC0π topology is interesting in itself. Although its cross section is expected to be larger than
that of NC1π+ interactions, NC0π interactions pose problems for their study similar to those
earlier presented for the study of NC1π+ events. There is, however, an important difference for
both regarding T2K’s OA. In Super-Kamiokande, only protons above 2 GeV/c produce enough
Cherenkov light to be selected and given the relatively low typical neutrino energy in T2K’s flux,
very few of these background events are expected to be selected. Conversely, in ND280 NC0π
events generate detectable imprints even for low proton momenta. Since in ND280 the pion-
proton separation is limited for tracks with momentum above 1 GeV/c, some NC0π events are
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FIGURE 7.15: NC0π sample results of the selection as a function of the π+ candidate momentum (left)
and angle (right). The results are broken down by topology, with purity detailed in the legend, and are
presented both for NEUT (top) and GENIE (bottom).

expected to be selected as NC1π+ signal. As earlier presented in Figure 7.8, about 6% (4%) of
the events in the signal sample are true NC0π according to NEUT (GENIE) and consequently, the
main purpose of this control region is to validate and constrain the generators prediction for this
background.
The results for this sample are presented in Figure 7.15. The proton purity in the selected events
is of 93.9% (92.8%) according to NEUT (GENIE). For both generators about 270 NC0π events
are expected to be selected with a purity of about 45%. The second most abundant topology are
OOFV events (about 27%) primarily generated by OOFV neutrons ejecting a proton in FGD1.
A breakdown of the processes contributing to the NC0π topology in this sideband are presented
in Table 7.3. Interestingly, about 95% (92%) of the events are true NCE according to NEUT
(GENIE). As earlier presented in Sec. 3.5, NCE interactions have been studied twice by Mini-
BooNE [347, 348]. A measurement was also made using Super-Kamiokande [351] although it
is not directly comparable since the selection criteria was built around the identification of γ de-
excitations. In any case, the performance metrics of the NC0π sideband here presented open the
door to also study this channel in the future in T2K using ND280.

7.4 Evalutation of systematic uncertainties associated to the selec-
tion

In order to compare the results of the selection algorithm in MC and data and draw physics
conclusions it is essential to evaluate the systematic uncertainties associated to the MC prediction.
In the following, we review the list of systematic uncertainties associated to the detector model
that play a role in the NC1π+ selection.
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7.4.1 Detector systematics

Detector Systematic Accounts for Comments

BFieldDist B field non-uniformities T2KTN-212
Momentum Resolution TPC spatial resolution T2KTN-212
Momentum Scale TPC response (affecting momentum) T2KTN-212
FGD1Mass Uncertain mass of FGD1 T2KTN-212
TPC PID TPC response (affecting dE/dx) T2KTN-212
TPCClusterEff Cluster loss in TPC segment with 19 clusters T2KTN-212
ChargeConf Charge miss identification T2KTN-212
FGDHybridTrackEff FGD-TPC matching efficiency T2KTN-212
MichelElectronEff Michel Electron tagging efficiency T2KTN-212
TPCECalMatchEff TPC-ECal matching efficiency T2KTN-212
ECalTrackEff ECal tracking efficiency T2KTN-212
EcalPID EcalPIDMIP variations T2KTN-212
SIPion Uncertainties on the interactions of pions T2KTN-212
SIProton Uncertainties on the interactions of protons T2KTN-212
SINeutron Uncertainties on the interactions of neutrons Tuned
OOFV OOFV uncertainties Tuned
PileUpTPC TPC veto effect on pile upcoming New
PileUpPØD PØD veto effect on pile up New
PileUp ECal ECal veto effect on pile up New
FGD1MIPlike Uncertainity associated to FGD1PIDMIPLike variable New

TABLE 7.4: List of the detector systematics taken into account for the NC1π+ analysis. They can be
divided in three groups: Pre-existing and taken as defined in T2KTN-212 [474], pre-existing but tunned
for this analysis, and developed particularly for this analysis.

There are different ways in which detector systematics play a role. In the first place, some de-
tector variables in MC follow slightly different distributions to those observed in data. When a
selection criteria is based on cuts applied to these variables, the MC-data discrepancies might lead
to variations in the MC prediction. Accordingly, variation systematics account for this effect by
varying the MC to cover any reasonable discrepancy with data in order to quantify its impact in
the event rate predicions. In the second place, some detector uncertainties might change directly
the event rate prediction, such as the FGD1 mass or material composition. When this happens
the weight associated to each event is varied within the uncertainty of the unknown variable and,
consequently, this type of systematics are referred to as weight systematics.
A list of all the detector systematics relevant for this selection are summarized in Table 7.4. An
important point is that the NC1π+selection was designed, from the beginning, having in mind
the list of variables and effects with well understood systematic uncertainties in ND280. In this
sense, the selection cut choices were often driven to minimize the impact of systematic uncertain-
ties in the selection and by the possibility of re-using as much as possible existing well controlled
variables in ND280, covered by systematics studied in the past in the context of other ND280 anal-
yses. Consequently, 14 systematic uncertainties have been used as detailed in T2KTN-212 [474]
to account for the effects listed in Table 7.4.
In some other cases, however, pre-existing systematics have been tuned for the particular needs
of this selection, as it is the case of the OOFV and SINeutron systematics. On other cases, the
solution has been to implement new systematic uncertainties to cover for reasonable variations
of some cuts on the selection output. This includes three new systematics associated to the veto
cuts and one systematic to cover for MC-data discrepancies in the new FGD1MIPLike variable
described earlier in Sec. 7.2.9.
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7.4.2 OOFV systematics tuning

The OOFV systematic uncertainty varies the weight of OOFV background events to cover for
some detector effects which are not well controlled within known uncertainties. We can differ-
entiate between two different types of OOFV events. On one hand, some OOFV events happen
within the FGD1 volume, but out of its FV. In the NC1π+ analysis, this corresponds to only about
5 of the total 32 selected OOFV events. For them, the reconstruction uncertainty presented in
Figure 7.5 is applied depending on its origin. These numbers, are taken from T2KTN-212 [474],
where they were calculated. Using this number is considered to be a safe approach even if they
were computed using CC events. The reason is that they characterize reconstruction effects that
should be relatively independent of the type of interaction. Due to this, this numbers were also
used in the past in νe studies as detailed in T2KTN-282 [475], much different from CC than
NC1π+ interactions.

category of OOFV event Reconstruction Uncertainty

OOFV inside the FGD 0%
In tracker upstream 0%
In the tracker downstream 5%
From neutral parent 0%
Backward event 0%
High angle event 33%
Last module failure 35%
Double skipped layers 55%
Hard scattering 32%

TABLE 7.5: Reconstruction uncertainty associated to each OOFV event starting FGD1 depending on its
true category. Values from T2KTN-212 [474].
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FIGURE 7.16: OOFV systematic uncertainty for the signal sample shown as 1D marginal distributions as
a function of the reconstructed π+ momentum (left) and angle (right). The regions were cos θπ+ < 0.3 is
covered by a red shadow. The number of events for the full MC statistics are also shown.

For those events occurring elsewhere in the detector a rate uncertainty is applied, in order to cover
for scaling effects of the cross section with materials different to that of Carbon, such as the iron
in the magnet and the metal in the electronic boards. In T2KTN-212 [474], detector specific un-
certainties were derived for each sub-detector were the OOFV event could be produced. Those
tuned numbers are not used for the NC1π+ selection, as one can expect that their individual val-
ues would change noticeably as a result of the fact that the topologies contributing to the selected
OOFV events in any CC selection and the ones relevant for the selection here presented are not
the same. Hence, for the evaluation of the OOFV background uncertainties we use the conser-
vative approach of using a 25% rate uncertainty for all OOFV interactions happening outside of
FGD1. This value is larger than any rate uncertainty calculated in T2KTN-212 [474], being the
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largest of them 24%. As presented in Figure 7.16, the OOFV systematic uncertainty for the most
relevant phase-space is below 2%. The uncertainty only increases considerably for events with
low momentum where we do not intend to extract physics conclusions on the behavior of the
signal.

7.4.3 SINeutron systematics tuning

The cross section of neutron inelastic interactions has an associated uncertainty at the level of
10% and consequently its effect in the GEANT4 propagation of neutron tracks must be inter-
preted carefully. To account for this, an existing SINeutron systematic was available in High-
LAND which calculates for each neutron the probability to undergo a secondary interaction in
the sourrounding detector media and combines the result with the GEANT4 uncertainty.
In the NC1π+ selection, not all events with neutrons are sensitive to these effects since undergo-
ing a secondary interaction (SI) is not problematic by itself in regard of the selection cuts. On
the contrary, it is only relevant for those events were the neutron interaction is able to produce a
secondary particle with a range long enough to produce an FGD1 segment. When this happens,
the event is migrated from the signal sample to the NC1π+1 FGD1 track sideband. To account
for this, the SINeutron systematic has been tuned to be applied only to those events with an FGD1
segment generated by a neutron or by a particle with a neutron parent. As it can be seen in Fig-
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FIGURE 7.17: SINeutron systematic uncertainty for the signal sample shown as 1D marginal distributions
as a function of the reconstructed π+ momentum for the signal sample (left) and for SD 2. OOPS regions
are highlighted using red shadows. The number of events for the full MC statistics are also shown.

ure 7.17, this systematic has, overall, a small effect generally below 0.5%, and it is generally
flat for events with different π+ candidates momenta. To be reconstructed, FGD1 segments must
have at least 5 bar hits which means that the track needs to have a range of at least 5 cm. How-
ever, the vast majority of ejected neutrons are expected to have very low kinetic energy making
the production of long-range segments unlikely. This assumption is supported by the very small
migration of signal events observed in SD 2, which is similar to 5% of the amount of signal events
in the signal sample. Accordingly, one would expect at most a systematic error of about a 10% (if
all neutrons would experience secondary interactions) of a 5%, namely a 0.5%, consistent with
the results observed in Figure 7.17.

7.4.4 Computation of pile up corrections and systematics

The strategy to compute correction factors arising from pile up effects on the upstream vetos and
its associated systematic errors have been computed with a method analogous to that developed
and presented in T2KTN-282 [475]. The NC1π+ selection uses three veto cuts (TPC, PØD, ECal)
with the goal of removing a significant fraction of OOFV interactions. When a sand muon, i.e.
a muon generated by a neutrino interaction in the vicinity of ND280, produces an interaction in
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Run TPC Cpileup TPC σpileup PØD Cpileup PØD σpileup ECal Cpileup ECal σpileup
Run 2a 0.00730738 0.00268142 0.000169371 0.00670109 0.000153909 0.0295607
Run 2w 0.00623801 0.00207692 0.000144585 0.00860249 0.000131386 0.0257142
Run 3 0.00778612 0.00273778 0.000180468 0.00882905 0.000163993 0.0311638
Run 4a 0.0100351 0.00319593 0.000232595 0.0112634 0.000211361 0.038705
Run 4w 0.00882092 0.00259052 0.000204453 0.0116906 0.000185788 0.0348582
Run 8a 0.0202205 0.00206329 0.000468674 0.0185339 0.000425888 0.0671406
Run 8w 0.0174775 0.00213982 0.000405095 0.0202903 0.000368114 0.0596319

TABLE 7.6: Pile up correction weights and associated uncertainties for each run and for all the vetos in
the NC1π+ selection.
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FIGURE 7.18: Systematic uncertainties associated to the veto cuts due to pile up effects for the signal
sample shown as 1D marginal distributions as a function of the reconstructed π+ momentum. OOPS
regions are highlighted using red shadows. The number of events for the full MC statistics are also
shown.

coincidence with an ND280 event it can trigger the veto cuts and account for selection ineffi-
ciencies. Sand muons are not included in the ND280 MC simulation and therefore need to be
explicitly corrected for in a later stage by the use of event weights.
To asses the effect of this vetos a specific PileUpSelection was developed which counted
how many times each veto was activated in the absence of any other cut. To avoid double count-
ing, variables were filled to inform of how many times each veto was activated individually.
To compute adequate weights the PileUpSelection was run for all p6T MC runs (NEUT),
for data and for a specific MC dataset only containing sand muon events, developed for this par-
ticular purpose in the past. For a fair comparison all datasets where scaled to the same number of
POT.
The computed weights consist on a correction factors, which corrects the weight of the events by
the proportion of times that events are expected to be lost due to a triggered sand muon in coin-
cidence with the event and an uncertainty, which covers the difference of the observed number of
vetos triggered in data compared to the sum of νMC + sandMC vetos.
The corrections and uncertainties are calculated by run, as it is expected that periods with differ-
ent beam powers account for small run-to-run variations. The numbers are presented in Table 7.6.
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The systematic uncertainty associated to each veto is calculated by varying the weight of each
event according to its run and the numbers presented in Table 7.6. The total effect of each of this
veto uncertainties is presented in Figure 7.18. As it can be seen its error is similar or lower than
1% all across the kinematic space.

7.4.5 Computation of FGDMIP-like variable corrections and systematics

The FGD1MIPLike variable computed with FGD1 information is new and therefore it required
both a study to validate its performance and to asses its associated systematic uncertainty arising
from a possible data-MC mismatch. As this variable aims to primarily separate particles outgoing
from the FGD1 from particles stopping in the FGD1 a control sample of outgoing MIPs and a
control sample of stopping MIPs were developed and studied. To study the stopping particles,
an existing HighLAND selection was used and adapted, named StoppingControlSamples,
developed to perform other validation studies in the past. This algorithm selects particles that
stop in FGD1 according to ToF information. Using it, a sample of negative particles stopping
in FGD1 was identified, that according to true MC information is made up of negative muons,
our primary interest, with a purity exceeding 99%. Then, for this sample of stopping muons the
FGD1MIPLike variable was calculated and used to fill distributions for both MC and data.
An analogous procedure was applied to study outgoing particles with a MIP like behav-
ior. For this task another existing HighLAND selection was used an adapted, named
numuCCZeroPiAnalysis, which has been used in the past to study CC0π events. Using
it, a sample of CC0π events without protons was identified. In addition, to ensure that no other
particles were merged to the outgoing µ− candidate and that its information was truly equivalent
to that of a MIP, a vertex activity cut was applied (VA5×5 < 250) which ensured that in a 5×5
FGD1 box of hits around the reconstructed vertex the light yield was low enough to consider that
no additional charged particles were influencing the light yield associated to µ− track.
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FIGURE 7.19: Data and MC distributions for the FGD1MIPLike variable for a control sample of FGD1
outgoing (left) and stopping (right) muons.

Data vs MC comparisons for this two samples are presented in Figure 7.19. As it can be seen,
overall, a very good agreement between MC and data is seen prior to any correction. Nonethe-
less, to further optimize the agreement of this distributions a correction was applied that shifts the
mean of each distribution in MC to resemble that of data. In addition, a variation systematic was
implemented that accounts for the different widths of each distribution. The coefficients from the
fits, used to perform this adjustments are presented in Table 7.7. The corrections and systematics
are implemented separately to particles outgoing the FGD1 or stopping on it according to the true
MC information. It must be noted the great separation between the two samples. The sample of
stopping particles almost extinguishes for values of FGD1MIPLike smaller than 10, supporting
the decision of cutting at this value.
The uncertainty associated to this cut is presented in Figure 7.20. As it can be seen, due to the
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Mean MC Mean MC error Mean Data Mean Data error

Outgoing 2.3371 0.1006 2.5906 0.0967
Stopping 25.5436 0.1563 25.7045 0.2040

Width MC Width MC error Width Data Width Data error

Outgoing 4.2650 0.1007 3.9893 0.0966
Stopping 6.3315 0.2023 6.9876 0.2220

TABLE 7.7: Mean, width and their associated errors in the distribution of FGD1MIPLike values ob-
served for outgoing and stopping muons both for MC and data.

good agreement between MC and data its overall level is small and it is only significant for very
high-angle tracks and momentum below 200 MeV/c.
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FIGURE 7.20: FGD1 MIP-like systematic uncertainty for the signal sample shown as 1D marginal dis-
tributions as a function of the reconstructed π+ momentum (left) and angle (right). The regions were
cos θπ+ < 0.3 is covered by a red shadow. The number of events for the full MC statistics are also shown.
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7.5 Final detector systematics
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FIGURE 7.21: From top to bottom, total systematic error for the signal sample and SD 1, SD 2 and SD 3.
The uncertainty is shwon as a function of the reconstructed π+ momentum. OOPS regions are highlighted
using red shadows. The number of events are shown for the full MC statistics.

The effect of each detector systematic considered in the selection, integrated in the momentum
range from 200 MeV/c to 1 GeV/c, is summarized in Table 7.8. As it can be seen, in this restricted
kinematics the total systematic error is, for the signal sample, of 4.9%. This error budget is overall
small and no individual source of uncertainty drives the final result, leaving few room for future
improvements.
The kinematic dependence of all the systematics combined is presented in Figure 7.21 both for
the signal and the sidebands. The trend is similar for all samples reaching the lowest error levels
in the most relevant kinematic region. For high momentum, the error gradually increases due to
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Systematic Sample 0 Error [%] SD 1 Error [%] SD 2 Error [%] SD 3 Error [%]

All Systematics 4.929% 4.706% 9.487% 5.803%
SI Pion 1.993% 0.796% 3.773% 0.388%
SI Proton 0.299% 0.151% 0.665% 0.941%
B Field 0.668% 0.994% 1.423% 0.714%
Momentum Scale 1.399% 1.373% 2.526% 1.749%
Momentum Resoltion 1.473% 1.364% 3.434% 1.041%
TPC PID 1.985% 1.103% 2.227% 3.056%
Charge ID 0.157% 0.120% 0.192% 0.181%
FGD Tracking Eff 0.042% 0.020% 0.530% 0.022%
FGD-TPC Matching 0.090% 0.082% 0.042% 0.520%
FGD Mass 0.535% 0.578% 0.494% 0.433%
Michel Electron Eff 0.205% 0.064% 0.226% 0.010%
TPC Tracking Eff 0.010% 0.008% 0.006% 0.003%
TPC-ECal Matching 0.413% 2.837% 0.474% 1.144%
ECal PID 1.951% 2.010% 2.203% 0.633%
SI Neutron 0.067% 0.061% 0.185% 0.222%
TPC Veto 0.089% 0.088% 0.092% 0.089%
ECal Veto 1.148% 1.126% 1.171% 1.140%
P0D Veto 0.337% 0.330% 0.343% 0.335%
FGD PID MIPLike 0.275% 0.038% 0.669% 0.063%
OOFV 1.498% 0.315% 3.229% 3.542%

TABLE 7.8: Integrated error in the momentum range from 200 MeV/c to 1 GeV/c for the signal (sample
0) and the different sidebands.

the difficulty to reconstruct the particle momentum reliably, which introduces large uncertainties
via the momentum scale and momentum resolution systematics.

7.6 Comparisons to data

Comparisons of MC and data distributions are presented in Figure 7.22. As it can be seen, in
general, good agreement can be seen between the MC predictions and the data distributions. For
the signal region, and without applying any kinematic cuts, NEUT (GENIE) predicts a total of
500 (532) events, in good agreement with the 493 events observed for data. Remarkably, good
agreement is also observed in the shapes of the distributions with few notable exceptions.

• For the most populated momentum bin in the signal region a significantly lower number of
data events is observed.

• In all samples data shows a relative deficit compared to the MC when it comes to the most
forward bin. Interestingly, this same deficit has been observed in the past in CCQE studies,
e.g. Refs. [312, 324], as it is in this most forward region where nuclear effects are expected
to play the largest relative role.

• The total number of entries in SD 2 is notably smaller for data. Despite the important role
of statistical fluctuations in the sample, this mild discrepancy might indicate that the CC1π
contribution to this bins is smaller than predicted by the generators. Poor modeling in this
region is reasonable as the CC1π events being selected in this region corresponds to the
particular corner of its phase-space where muons are emitted with very low momentum
such that only the outgoing π+ is observed.

• Overall, in SD 3 a slightly smaller number of events is observed for data, which might
be symptomatic of a slightly smaller cross section for the NC0π+ topology than currently
predicted by the generators.
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FIGURE 7.22: Comparisons of MC and data scaled to the same number of POT (1.16×1021 POT). From
top to bottom each row corresponds to the momentum and angle distributions of the only FGD1-TPC
track in the event for the signal sample and SD1, SD2 and SD3 respectively.

Finally, the good agreement, particularly in the signal sample, allows to anticipate that the ex-
tracted cross section for the signal topology must be reasonably similar to that predicted by the
generators.
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Chapter 8

Fitting and cross section results

“I remember my friend Johnny von Neumann used to say,
with four parameters I can fit an elephant and with five I
can make him wiggle his trunk.”

– ENRICO FERMI

This Chapter describes how to draw conclusions on the output samples obtained with the NC1π+

selection algorithm presented in the previous Chapter. First, the binned likelihood fitting tech-
nique is reviewed as a cross section extraction method, second, all the necessary inputs to the
fitter are presented and discussed and finally, fits to different data sets are provided. The fits can
be divided into two categories. On one hand, validation fits have been made on fake data to asses
the correct fitter performance and the robustness of the selection to neutrino interaction model-
ing. On the other hand, a fit between MC and data has been made to measure the preliminary
NC1π+-0p cross section, in review by the T2K collaboration.

8.1 Binned likelihood fitting

A well known procedure to draw statistical conclusions from a physical model is to perform a
binned likelihood fit where the binned distributions of the model expectations are adjusted to
those observed in data. To do this, first, the experimental observables are chosen. Then, the distri-
butions of the observables are binned in N-dimensions and the collection of bins is used to build a
likelihood function L that characterizes the overall probability of observing the data distribution
for a given choice of parameters controlling the model prediction. Finally, the model is adjusted
to maximize the likelihood, i.e. the agreement between model and data.
To measure the cross section of the NC1π+-0p topology the output samples of the NC1π+ se-
lection algorithm presented in the former Chapter will be used. The bins will be defined as 2D
regions of angle and momentum in the distribution of the kinematics for the outgoing π+ candi-
date track1.

8.1.1 Likelihood definition

The total likelihood LTOT depends both on the statistical and systematic uncertainty associated to
the predicted distributions, namely

LTOT = LSTAT × LSYST . (8.1)
1For SD3, which aims to select NC0π events, the proton candidate track kinematics will be used instead.
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Since the logarithm is a monotonic function it is easy to see that the configuration that maximizes
the likelihood is the same that maximizes the logarithm of the likelihood. Dealing with the later
is numerically easier and, therefore, hereafter we focus on the logL. Moreover, most numerical
optimizers are built to perform minimizations, such that it practice to maximize the log likelihood
the− logL is minimized. Finally, it must be noted that the addition of a constant does not change
the result of the optimization and accordingly, for reasons later discussed, we concentrate on the
minimization of −2 logL.
The statistical likelihood corresponds to the product of the individual statistical probabilities of
each bin which are Poissonian in nature2, hence

max
θ⃗
LSTAT = min

θ⃗
(−2 logLSTAT) = min

θ⃗

(
−2
∑
i

log
N expNobs

e−N
exp

Nobs!

)
(8.2)

= min
θ⃗

(
2
∑
i

logNobs! +N exp −Nobs logN exp + C

)
.

Here max
θ⃗

(min
θ⃗
) corresponds to the list of fit parameters θ⃗ which maximize (minimize) the

function, N exp is the number of expected events, Nobs is the numbers of observed events and C is
a constant that has been added for convenience. Notice that implicitly N exp depends on θ⃗. Then,
if we define

C = −
∑
i

log
NobsNobs

e−N
obs

Nobs!
(8.3)

follows

max
θ⃗
LSTAT = min

θ⃗

(
log

LSTAT(N
obs, N exp)

LSTAT(Nobs, Nobs)

)
= min

θ⃗

(
2
∑
i

N exp −Nobs −Nobs log
Nobs

N exp

)
. (8.4)

In the limit where N exp is not too small

− 2 logL ≈ χ2 , (8.5)

which is known as the Wilks Theorem [477]. Thus, in the high statistics limit maximizing the
likelihood corresponds to minimizing the χ2.
Concerning the parameters θ⃗, if constrains exist on their values they can be added to the likelihood
using

− 2 logLSYST ≈ χ2
SY ST = (θ⃗i − θ⃗priori )V cov

ij (θ⃗j − θ⃗priorj ) , (8.6)

where V cov
ij is the covariance matrix characterizing the prior knowledge on θ⃗.

2Additional insights and step-by-step demonstrations can be found on Ref. [476].
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8.1.2 Cross-section extraction

If a set of events are labeled as signal and the rest are labeled as background, the MC event rate
prediction is given by

N
exp
j = N

signal
j +N

bkg
j (8.7)

=
true bins∑

i

[
ci

(
N

signal
i

model∏
α

w(α)signali

)
+

(
N

bkg
i

model∏
α

w(α)bkgi

)]
Uijr

det
j

Eν∑
n

winfn .

Here:

• ci are the so-called template parameters which are our primary interest as they allow to
modify the cross-section prediction in a true bin-by-bin basis and therefore its postfit value
is informative of the true cross-section of the signal.

• w(α)i are weighting functions of cross section model nuisance parameters α, e.g. C5
A, that

specify how changes on α translate in changes on the MC prediction.

• Uij is the detector smearing matrix which maps the event rate predictions in a true bin i to
a reconstructed bin j.

• rdet
j are nuisance parameters characterizing the detector uncertainty in each reconstructed

bin j.

• win are weights characterizing the contribution of each neutrino energy bin n to the true
kinematic bin i and fn are the associated flux model nuisance parameters.

Hence, the posfit information consists of a set of best fit values for the template and nuisance
parameters alongside their covariance, which can be used to estimate the number of expected
signal events N signal

i in each true kinematic bin i as

N
signal
i =

ci model∏
α

w(α)signali

reco bins∑
j

rdet
j (Uij)

−1
Eν∑
n

winfn

NMC signal
i . (8.8)

Finally, the differential cross-section dσ/dxi in the i-th kinematic bin is obtained normalizing the
number of signal events by the bin size ∆xi , the detector efficiency ϵobs

i , the number of targets in
the fiducial volume nFV and the integrated neutrino flux Φ. Namely,

dσ

dxi
=

N signal
i

ϵiNobsΦnFV
× 1

∆xi

. (8.9)

8.1.3 Fitting framework

In order to do the fit, an existing fitting framework3 was used. This framework, named xsllhFitter,
is the mainstream binned likelihood fitting resource for T2K cross section analysis, and its
development and implementation is the result of the sequential progress done by multiple T2K
collaborators, covered in a set of T2K technical notes [478, 479, 480, 481, 482, 483, 484].

The xsllhFitter provides:

• A converter to transform HighLAND output into a simplified xsllhFitter input.
3https://gitlab.com/cuddandr/xsLLhFitter

https://gitlab.com/cuddandr/xsLLhFitter
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• A tool to calculate the detector model covariance directly from HighLAND output.

• A generic fitter implementation which handles the evaluation and the maximization of the
likelihood. It is designed to work modularly allowing to use, or not, the detector, flux and
cross section model parameters in addition to the template parameters. The core of the fitter
is based on the MIGRAD and HESSE algorithms from Minuit2 [485, 486]. MIGRAD per-
forms the multidimensional minimization of the χ2 using a variable metric method based
on the Davidon-Fletcher-Powell algorithm [487]. Hesse uses the method of finite differ-
ences to calculate the Hessian matrix around the best-fit point found by MIGRAD, which is
then inverted to obtain the covariance matrix for the fit parameters. Additional details can
be found in Ref. [484].

• Utilities to calculate the extracted cross section from the fit result.

8.1.4 Binning for the reconstructed kinematics

In total, as presented in Sec. 7.2, the NC1π+ selection algorithm provides four output samples,
one for the signal and three sidebands. Each of them is treated separately and, in consequence, an
independent list of bins is defined for each sample. To choose the binning, some guidelines must
be followed:

• At least 1 MC event must be expected in each bin, to avoid divisions by zero in the likeli-
hood calculation.

• The bins must not be finner than the detector resolution in the variables being binned, to
limit the event migration among neighbor bins.

• Among the whole possible set of bins choices it is desirable to choose a set of bins which
adjusts closely the signal distribution such that variations in their expected and observed
number of events are informative of where in the phase space this tensions are more notable.

Having this in mind, the binning presented in Figure 8.1 was chosen. In total, the are 114 bins of
reconstructed variables organized in 43, 29, 11 and 31 bins for the signal sample and SD 1, SD 2
and SD 3 respectively. In general, all samples have a set of coarse bins dedicated to cover the
reconstructed momentum region from 0 to 200 MeV/c, and the reconstructed angles cos θ < 0.3.
For the regions with more events the bins become finner, being the smallest momentum (cos θ)
steps of 100 MeV/c (0.1). Except for the bins at very low momentum and angle, the number
of expected events scaled to the data POT is always similar or larger than 10 events. To deal
with bins in different samples the bin indices are chained such that the first bin index in a sample
follows the numeration of the last bin in the former sample.

8.1.5 Binning for the true kinematics

The binning for the true kinematics defines the regions in which the cross section will be extracted.
As presented in Figure 8.2, in total, 15 true bins have been defined to cover regions where the
efficiency is expected to be nearly flat. Among them, 11 bins are contained in the region where
the π+ kinematics satisfy cos θ > 0.3 and 0.2 GeV/c < pπ < 1 GeV/c, which is the target phase
space for the cross section measurement. In the other 4 bins the cross section will be extracted but
kept aside, namely, these bins will be treated equally to all others but the cross section extracted
on them will not be interpreted in equal terms. The motivations for taking this approach are the
following:

• As reviewed in Sec. 7.3, the purity in these regions is low making the extracted cross sec-
tion more dependent on the accurate modeling of the background. Albeit the fit includes
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FIGURE 8.1: Binning for the reconstructed variables in the signal sample (top left), SD 1 (top right), SD 2
(bottom left) and SD 3 (bottom right). The colormap shows the number of expected events according to
NEUT MC scaled to the data POT.
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cross section modeling uncertainties which allow to tweak the background event rate pre-
dictions, assuming a perfect background model parameterization is unrealistic. Hence, if
some processes are not well captured by the model the posfit template parameters in bins
with low purity might be driven by those effects. Therefore, conservatively, the decision is
taken of not drawing physical conclusions from bins with a large proportion of background.
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• The efficiency in some bins, e.g. those where cos θ < 0.3 or pπ+ < 200 MeV/c, is nearly
0%. Consequently, it seems unreasonable to assume that the physics of the signal in those
bins is fully captured by such a low proportion of selected events.

• Even if the results in some bins will not be interpreted in physics terms, keeping them in
the fit is recommended as it allows to evaluate the effect of migrating events from this bins
to all the others and vice versa.

8.2 Nuisance parameters

As anticipated in Sec. 8.1.2, there are three types of nuisance parameters related to the detector,
the flux and the cross section models.

8.2.1 Detector systematics
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FIGURE 8.3: Detector model covariance (left) and correlation (right) matrices. The different samples are
divided by dahsed lines.

The origin and magnitude of the detector systematics influencing the event rate prediction have
been presented earlier in Sec. 7.4. To account for these uncertainty in the binned likelihood fit one
nuisance parameter per reconstructed bin is used. Each of them has a prefit value equal to one,
i.e. the nominal detector prediction according to the simulation. Its variations are constrained
by an associated covariance matrix which characterizes how the number of events predicted in
each reconstructed bin varies with that predicted in all other bins. The covariance matrix has been
calculated running 500 toy experiments in which the weight of each event and all variables used
to define cuts have been sampled randomly form their uncertainties. The result is presented in
Figure 8.3.

8.2.2 Flux model systematics

The flux model systematics are calculated by a dedicated working group within T2K which pro-
vide flux covariance matrices that characterize how the number of expected neutrinos in the flux
covary in different bins of neutrino energy and flavor. Then, in analogy with the detector sys-
tematics, a nuisance parameter for each bin of neutrino flavor and energy is included with a prior
value of one constrained by the flux model covariance matrix. Since the NC1π+ output results are
mainly sensitive to the νµ and the ν̄µ components of the FHC flux prediction, both are included in
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the fitter, each contributing with a total of 20 nuisance parameters covering bins spanning the same
neutrino energies, summarized in Table 8.1. The flux covariance matrix is presented in Figure 8.4.
It corresponds to the flux release 13av7 [488] that includes T2K replica target measurements done
by the NA61/SHINE experiment.

Index Flavour Index Flavour Eν [MeV/c]
0 ν 20 ν̄ 0 - 100
1 ν 21 ν̄ 100 - 200
2 ν 22 ν̄ 200 - 300
3 ν 23 ν̄ 300 - 400
4 ν 24 ν̄ 400 - 500
5 ν 25 ν̄ 500 - 600
6 ν 26 ν̄ 600 - 700
7 ν 27 ν̄ 700 - 800
8 ν 28 ν̄ 800 - 1000
9 ν 29 ν̄ 1000 - 1200
10 ν 30 ν̄ 1200 - 1500
11 ν 31 ν̄ 1500 - 2000
12 ν 32 ν̄ 2000 - 2500
13 ν 33 ν̄ 2500 - 3000
14 ν 34 ν̄ 3000 - 3500
15 ν 35 ν̄ 3500 - 4000
16 ν 36 ν̄ 4000 - 5000
17 ν 37 ν̄ 5000 - 7000
18 ν 38 ν̄ 7000 - 10000
19 ν 39 ν̄ 10000 - 30000

TABLE 8.1: List of the flux bins.
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FIGURE 8.4: Flux covariance matrix from the flux release 13av7 [488]. Vertical lines separate the two
neutrino flavors under consideration.

8.2.3 Cross section model systematics covariance

The cross section model systematic errors arise from the uncertainties of the parameters governing
the MC model predictions. To characterize how varying these parameters affects to the prediction
of the event rate a special package, known as T2KReWeight, is used to calculate reweighting
functions describing these variations. The parametric form of these functions is calculated as
follows:
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FIGURE 8.5: Non-trivial splines for the C5
A model parameter, presented in Sec. 3.2.2. Each panel repre-

sents a bin in topology and reaction, indicated in the panel title, and each line represented with a different
color describes how the weights for the events must change in a given kinematic bin.

• All the selected events are grouped by their topology and reaction.

• Kinematics bins are defined. For this purpose the bins for the reconstructed kinematics
earlier presented in Sec. 8.1.4 are used.

• For each model parameter, for each topology, reaction and kinematic bin the events are
reweighted using T2KReWeight to compute how varying that model parameter changes
the number of events in that bin. In total, 7 values are considered for each parameter ranging
from -3σ to +3σ of its nominal value, moving in steps of 1σ.

• The final function are obtained interpolating the results at every step by means of splines.

In total 11 topologies are used, i.e. those enumerated in Sec. 6.2.2, and a total of 7 reactions have
been defined4: CCQE, CCRES, CCDIS, CCCoh, NCE, NCRES and NCDIS. Considering that 43
kinematics bins are used, a total of 3311 splines have been computed for each model parameter.
Since in most cases a model parameters acts only in some reactions and typically each topology
has only a subset of reactions most splines are trivial, namely, their value is equal to one in the
whole domain. For illustration, examples of all the non-trivial splines for theC5

A model parameter
are presented in Figure 8.5.
To fit the signal, 20 model parameters have been considered, summarized in Table 8.2. The
possible variations of these parameters are constrained by the existing knowledge on each of them,
encoded in the covariance matrix presented in Figure 8.6 provided by T2K’s Neutrino Interaction
Working Group (NIWG).

4The reactions have been named as follows: CC and NC characterize reactions arising from charged and neutral
current interactions respectively. CCQE and NCE are associated to quasi-elastic and elastic scattering, RES stands for
resonant pion production, Coh for coherent pion production and DIS for deep inelastic scattering. Details on these
processes have been earlier presented in Sec. 3.3.
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Index Parameter Type

0 MQE
A shape

1 2p2h norm normalization
2 2p2h shape shape
3 MRES

A shape
4 C5

A shape
5 I12RES normalization
6 CC1π Eν < 2.5GeV normalization
7 CC1π Eν > 2.5GeV normalization
8 DIS shape
9 CC DIS normalization
10 CC Multi-π normalization
11 CC Coherent on C normalization
12 NCE normalization
13 NC RES π0 normalization
14 FSI Inelastic < 0.5GeV shape
15 FSI π absorbtion shape
16 FSI Charge exchange, < 0.5GeV shape
17 FSI Inelastic, > 0.5GeV shape
18 FSI π production shape
19 FSI Charge exchange, > 0.5GeV shape

TABLE 8.2: Summary of cross section model parameters. Normalization parameters change the overall
event production scale whilst shape parameters modify the shape of the event distributions.
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FIGURE 8.6: Covariance matrix for the cross section model nuisance parameters.
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8.3 Normalization factors

To extract the signal cross section, see Eq. 8.9, it is necessary to calculate the selection efficiency
in each true kinematic bin, the number of targets in the fiducial volume, the integrated flux and
to account for their uncertainties. To do so, 1000 toy sets of N signal

i are sampled from the fitter
output covariance matrix. For each, the cross section is extracted using normalization factors
sampled from their uncertainty distributions. The results characterize the extracted cross section
and its uncertainty.

8.3.1 Number of targets

The number of target nucleons in FGD1 has been calculated in the past to be of 5.53 · 1029 ±
0.67% nucleons [484]. The calculation was made using the same X and Y fiducial volume re-
strictions but using all FGD1 layers. In the NC1π+ selection, however, only 27 FGD1 layers are
considered. To account for this difference, the number of nucleons has been scaled proportion-
ally to the number of FGD1 layers and, conservatively, the error has not been scaled but kept as
0.67%. Consequently, we use

nFV = 4.977 · 1029 ± 0.67% nucleons . (8.10)

8.3.2 Efficiency

The efficiency in the kinematics bins described in Sec. 8.1.5 is calculated from MC. Whereas the
total number of signal events is fixed the number of selected events is specified byN signal

i . Hence,
the efficiency is calculated independently for each toy fit result. For illustration, the efficiency for
the best fit point N signal

i associated to the Asimov fit later presented in Sec. 8.4.1, is presented in
Figure 8.7.
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FIGURE 8.7: Selection efficiency calculated for the best fit point of the fit later presented in Sec. 8.4.1.
The region covered by each bin is detailed in the x-axis, where c and p stand for the cos θ and p+π intervals
respectively. All the bins out of the phase space of interest are covered by gray shades.

8.3.3 Flux

The T2K beam prediction has been presented earlier in Sec. 5.2.2. To calculate the flux integral
and account for its posfit uncertainty the nominal T2K flux prediction is reweighted using the flux
model parameter values in each toy fit result. Importantly, in order to keep a clean flux normaliza-
tion definition, in the fit, among all NC1π+-0p events only those arising from νµ interactions are
treated as signal. Consequently, the flux integral corresponds to the reweighted νµ flux prediction.
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8.4 Fake data studies

8.4.1 Asimov fit

To validate the basic performance of the fitter and illustrate how to evaluate the fit results the
NEUT MC prediction scaled to the data POT is fit to itself, in what is known as an Asimov Fit.
The results are presented in Figure 8.8. The plot consists of four panels each containing a distinct
block of information. The prefit central values are all set to one and their uncertainty bands reflect
the prior knowledge on these parameters. The posfit central values and errors are the outcome of
the fitter.
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p+π intervals respectively. All the bins out of the phase space of interest are covered by gray shades.

In the case of an Asimov fit the expected and observed distribution of events are identical such
that the set of parameters that maximizes the likelihood corresponds to their prior values. In
consequence, a successful Asimov fit has posfit central values exactly at their prefit location and
has nuisance parameter posfit uncertainties equal or smaller than the prefit as the good agreement
between expectation and observation constrains the parameter uncertainties.
To extract the cross section, the fit output is stored in the form a covariance matrix. The correlation
matrix for the Asimov fit discussed above is presented in Figure 8.9. As it can be seen template
parameters, indicative of the signal cross section, are in general anticorrelated to flux parameters.
This is expected since for a given number of observed events increasing the flux decreases the size
of the cross section necessary to predict it. Likewise, template parameters and detector parameters
are typically anticorrelated. In some cases, however, this correlation is instead positive. This
is because reducing the detector parameters allows in some cases to decrease the background
predictions by tweaking the cross section model, such that to explain the same number of observed
events higher template parameters are needed.
The cross section results obtained for the Asimov fit are presented in Figure 8.10. As it can be
seen, when fitting NEUT to itself the extracted cross section matches, by definition, the nominal
NEUT prediction. For comparison, the GENIE nominal prediction is also shown. Interestingly, at
the current level of error both NEUT and GENIE are compatible in all bins within uncertainties.
To extract the cross section in a single bin defined by cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c
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FIGURE 8.9: Posfit correlation matrix for the Asimov fit.

we merged the cross section results in all the bins there contained using the covariance matrix of
the extracted cross section, leading to the following result:

σAsimov NEUT
NC1π+ 0p = 1.26± 0.31 (stat+syst)

10−40 cm2

nucleon
(8.11)

Hence, for 1.16·1021 POT we expect a measurement with a 24.6% uncertainty. Interestingly,
the Asimov fit can be done disabling different subsets of parameters, which allows to asses their
contribution to the total uncertainty. The results are presented in Table 8.3. As it can be seen the
dominant uncertainties arise, primarily, from the statistical and cross section model uncertainties.
As all of the parameters are correlated, increasing the number of events would not only reduce
the the statistical error but all contributions to some extent. To show the potential of the NC1π+

selection algorithm samples, a very high statistics asimov fit has been done in which the full MC
dataset with 20.35·1021 POT has been used without scaling it to the data POT. This corresponds
to a hypothetical increase of about×17.5 more data. The results render a 15.4% total uncertainty,
showing that, in the future, a significantly tighter constrain on this process can be obtained by
simply accumulating more data.

Parameters Uncertainty [%] Stat. Subtracted [%]
Template 14.0% -
Template & Flux 15.8% 6.6%
Template & Detector 16.5% 8.7%
Template & Cross Section 21.2% 15.9%

TABLE 8.3: Cross section uncertainty measured using Asimov fits with different subsets of parameters
enabled. Using only template parameters allows to estimate the statistical contribution alone. The indi-
vidual contribution of the flux, detector and cross section model parameters is evaluated by disabling the
other nuisance parameters and subtracting the statistical uncertainty in quadrature.
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set of nuisance parameters. The fit results are compared to NEUT and GENIE nominal predictions. The
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respectively. Only bins enclosed by cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c are presented.

8.4.2 Fake data studies

To test the robustness of the fitter to variations which might happen in reality, related to MC miss-
modelings of the true physics observed in the detector, a set of fake data studies have been made
to evaluate the reaction of the fitter to such controlled tests. In each of this fake data studies, a
sub-set of events is reweighted to simulate, in a controlled manner, a particular effect. The results
are summarized in Table 8.4.

Cross section
Fake dataset [ 10

−40 cm2

nucleon ] Ratio χ2

Nominal (NEUT) 1.26±0.31 - 0.000
OOFV×1.3 1.26±0.30 1.00 0.013
CC1π+×0.8 1.16±0.31 1.00 0.003
ν̄µCC×1.2 1.28±0.31 1.02 0.152
signal×1.2 1.53±0.33 1.21 0.004
signal×0.8 0.99±0.25 0.79 0.007
NCE×0.8 1.26±0.30 1 0.037
NC1π+Np×5 1.34±0.31 1.06 0.258

TABLE 8.4: Summary of fake data studies. All fake data sets have been obtained by weighting a subset of
events as indicated in the first column, fitting them with the nominal NEUT MC prediction and extracting
the cross section for the postfit. The quantify the variation of the result its value as a ratio to the true
cross section in the fake data study is also presented. Finally, the χ2 for the 11 bins being considered is
included.

The extracted cross section for the different fake datasets indicate that, in general, the model is
robust to background variations. This is particularly relevant for OOFV and ν̄µ CC which consti-
tute a significant fraction of the events selected in the signal sample. The only mild exception to
this rule is the fake dataset consisting of NC1π+Np×5, which generates an upshift in the cross
section similar to 6%. Arguably, the increase of the background in that test is drastic (500%),
however, it is also true that this is the level of discrepancy observed in this topology for NEUT
and GENIE, as earlier presented in Sec. 7.3.1. Nonetheless, it is important to realize that the 6%
shift is well below the total level of uncertainty.
In the studies where only the signal is increased or decreased by 20% very similar extracted cross
section variations to those expected are observed.
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Lastly, it is worth to mention that the calculated χ2 values using the extracted cross section covari-
ance matrix are generally very small, specially if one considers the number of degrees of freedom
(11 bins). This is expected, since in these tests controlled variations are applied on the nominal
prediction without statistical fluctuations and therefore the posfit solution is expected to be in
very good agreement with the observed event rates, translating into a small χ2 given the current
uncertainty levels.

GENIE

The most demanding test concerning fake data studies is that of fitting NEUT MC to GENIE
MC with both scaled to the data POT. As earlier presented in Sec. 7.3.1 NEUT and GENIE
have significant differences in their background predictions. In addition, the two generators have
a sensibly different cross section in the region defined by cos θπ+ > 0.3 and 0.2 < pπ+ <
1.0 GeV/c, namely5

σGENIE
NC1π+ 0p = 1.12

10−40 cm2

nucleon
(8.12)

which is 11% smaller than that for NEUT, see Eq. 8.11.
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FIGURE 8.11: Prefit and Posfit parameters for the fit to the GENIE MC dataset split in template param-
eters and the nuisance parameters divided in cross section, detector and flux model parameters. For the
template parameters the region covered by each bin is detailed in the x-axis, where c and p stand for the
cos θ and p+π intervals respectively. All the bins out of the phase space of interest are covered by gray
shades.

The results of the GENIE fake data fit are presented in Figure 8.11. Overall, most posfit features
are reasonable if the differences in NEUT and GENIE described in Sec. 7.3 are considered.

• Concerning the cross section model parameters, the most notable posfit results are that
CC1π for Eν < 2.5 GeV is pulled up (CC1PI E0) and NCE is pulled down. These results
are reasonable in light of the NEUT and GENIE predictions for SD2 and SD3.

5To avoid computing splines for GENIE, the nominal GENIE cross section is estimated doing an Asimov fit to the
GENIE MC dataset using only template and flux parameters. This leads to a valid calculation of the nominal GENIE
cross section in the relevant bins but for consistency the uncertainty is not quoted.



Chapter 8. Fitting and cross section results 148

• Regarding the flux parameters, the νµ flux is preferred at its prefit values whilst the ν̄µ is
increased in most bins by few percent, a trend with matches the fact that GENIE predicts
more events in SD1 than NEUT. In fact, a similar flux increase is observed in the ν̄µCC×1.2
fake data study. Ideally, it would be better to control ν̄µ CC variations by pulling cross sec-
tion model parameters and leaving the flux parameters unchanged. However, the variations
of this parameters do not seem enough to fully describe the discrepancies in NEUT and GE-
NIE. Nonetheless, it is interesting to notice that the posfitMQE

A parameter is a mildly lower
than the prefit, a trend that goes in line to NEUT and GENIE implementation differences,
reviewed in Sec. 3.4.

• The posfit detector parameters remain generally close to their prefit values. In general,
this is expected as detector parameters are pulled to compensate MC-data detector mis-
modelings which are not present in this MC vs MC fake data study. In addition, detec-
tor parameters often absorb random statistical fluctuations. However GENIE MC dataset
scaled to data POT has small statistical fluctuations, requiring smaller pulls to accommo-
date them.

• Finally, the template parameters remain either at their prefit values or are slightly pulled up,
indicating a preference for a cross section larger than that of the nominal NEUT prediction.

The cross section results extracted from the fit to the GENIE dataset are presented in Figure 8.12.
As it can be seen the observation matches the posfit parameters with a low χ2 = 1.004. The
results, however, overestimate the cross section slightly in some bins leading to the combined
result for cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c of:

σGENIE, from NEUT
NC1π+ 0p = 1.36± 0.30

10−40 cm2

nucleon
(8.13)

Interestingly, this result is both higher to the nominal cross section of NEUT (1.26 10−40 cm2

nucleon )
and GENIE (1.12 10−40 cm2

nucleon ). However, when the measurement uncertainty is considered, the
extracted cross section for GENIE using NEUT predictions matches the nominal GENIE cross
section at the 0.8σ level. Consequently, this fake study indicates that the fit is able to estimate
the signal cross section effectively even when the signal and background components are fairly
different.
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FIGURE 8.12: Extracted integrated cross section in each true bin for the GENIE fake data fit. The
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8.5 Data Fit

Lastly, the MC is fit to the data in order to measure the NC1π+ cross section. The fit results are
presented in Figure 8.13. The fit results show a set of interesting features:
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FIGURE 8.13: Prefit and Posfit parameters and errors for the fit to data split in template parameters and
the nuisance parameters divided in flux, detector and cross section model parameters.
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FIGURE 8.14: Extracted integrated cross section in each true bin for the ND280 data. OOPS bins are not
shown nor used in the calculation of the χ2.

• Whilst the prefit νµ beam prediction is very close to the prefit, in general, the ν̄µ beam
prediction is pulled down, to about 90% of its original value in most flux bins.

• Several cross section model parameters are pulled down significantly: the CC1PI E0 dial
responsible for the CC1π for Eν < 2.5 GeV normalization; the NCE dial controlling the
NCE normalization; and the MQE

A and 2p2h normalization dials affecting the CCQE and
2p2h predictions respectively. Interestingly, some cross section parameters are also pulled
up, particularly CCMULTIPI related to the production of multiple pions, and three FSI
parameters, related to the amount of inelastic interactions for low energy particles, the
amount of π absorbtion and FSI charge exchange.

• No major effects are observed in the detector nuisance parameters, which is indicative of
an overall good description of the detector effects in the nominal simulation across all bins.
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Some posfit detector parameters are pulled slightly up and down but their anarchic pattern
is likely induced by statistical fluctuations.

• Concerning the template parameters, in general, posfit values are equal or higher than one,
indicating a preference for a larger signal cross section than in the nominal NEUT simula-
tion.

The cross section results are presented in Figure 8.14. As anticipated from the template posfit
values, in general, a cross section larger than the nominal NEUT and GENIE predictions is pre-
ferred. The posfit agreement between prediction and observation is good with a χ2 = 6.066 for
11 degrees of freedom. The cross section for cos θπ+ > 0.3 and 0.2 < pπ+ < 1.0 GeV/c is:

σDATA
NC1π+ 0p = 1.58± 0.34 (stat+syst)

10−40 cm2

nucleon
(8.14)

This result is compatible with the nominal NEUT prediction with less than 1σ and with GENIE
at the 1.4σ level. Overall, the fit indicates, with weak statistical confidence, that a larger cross
section than predicted by both models is preferred.
Lastly, it is worth noting that the posfit uncertainty is of 21.5%. Notably, even if this number is
only informative of the protonless NC1π+ events, which as discussed in Sec. 6.2.3 are expected
to be at least 70% of the total, an almost ×3 improvement is achieved when compared to the
59% [473] uncertainty currently used for this type of interactions in T2K’s OA.
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Part III

T2K-II and the ND280 upgrade
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Chapter 9

T2K-II and the ND280 upgrade

“At some point we have to give up and say that’s just the
way it is. Or, not give up and push on.”

– LEONARD SUSSKIND

9.1 Introduction

The originally approved T2K running period expired in 2020, with an expected number of 7.8 ·
1021 POT. In 2016, a number of arguments supported the continuation of the experiment:

• In 2013, T2K discovered νe appearing from νµ → νe [425]. This demonstrated that θ13
was large enough for T2K to be sensitive to the value of δCP .

• Although having small sensitivity, in 2015 using 6.6·1020 POT, T2K’s oscillation analysis
revealed a mild preference for CP being maximal [428], also favoring a potential determi-
nation of the CP non-conservation hypothesis.

• In 2013 tests were made to make Super-Kamiokande sensitive to neutrons by means of
dissolving a Gd salt on the water started [489], leading to positive results in 2016 and the
intention to implement this solution in SK in 2018 [490].

• On 2016, the NA61/SHINE experiment measured the meson production yields on a T2K
replica target [444] significantly reducing the beam prediction related systematics.

• In 2011, a first letter of intent for the Hyper-Kamiokande project was launched [491]. In
2013, a study of the HK physics potential was published [492] followed up in 2014 by the
first studies presenting the possibility of a future T2HK experiment [493].

In consequence, in 2016 the T2K collaboration presented a proposal to extend its operation [494].
The second phase of T2K, hereafter named T2K-II, would have the following goals:

• Upgrade the beam and operate at the power of 1.3 MW before the start of HK.

• Improve the selection efficiency by ∼ 50% by means of software improvements and the
inclusion of new data samples.

• Reach enough sensitivity to reject the CP conservation hypothesis at the 3σ level, assuming
its true value to be −π/2.

• Determine the oscillation parameters θ23 and ∆m2
23 with a precision of 1.7◦ or better and

1% respectively.
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• Deepen in the knowledge of neutrino-nucleus cross section and continue to supply data for
the development of further refined interaction models, crucial for the next generation of
experiments.

For this to be achieved, two necessary conditions were presented:

• To upgrade the beam and get sufficient beam time per year to accumulate about 2·1021 POT
by 2026.

• To decrease the uncertainties on the neutrino rate predictions from 5-6%, to about 4 %.

The plan was to progressively increase the beam power through two main upgrades, one in 2021
and the other in 2024, reaching 1.3 MW in 2026. The projected sensitivity to δCP with the im-
proved efficiency and systematics is shown in Figure 9.1. The projected reach to ∆m2

23 and θ23
are presented in Figure 9.2 and Figure 9.3 respectively. Remarkably, as presented in Figure 9.3,
for a true value of sin θ23 = 0.6 the octant degeneracy would be resolved with more than 3 σ.
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FIGURE 9.1: Projected sensitivity to exclude CP conservation depending on its true value. The plot
is obtained reescaling the systematics to 2/3 of its value in 2016 such that a ∼ 4% level systematics are
considered and assuming a selection efficiency increase of 50%. The results are shown for different values
of θ23 and assuming that the mass hierarchy is not know, left, and known, right. Figure from Ref. [494].
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In order to reach an overall ∼ 4% level in the systematics a major concern was to be able to
control with good precision the modeling on neutrino-nucleus interactions. A breakdown of the
2016 systematics are presented in Table 9.1. The systematics on the cross section modeling were
evaluated by measuring the variation in the results running different interactions models. With the
data collected in 2016 the observed changes were small compared to the total error, however, this
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δNSK
/NSK (%)

1-Ring µ 1-Ring e
Error Type ν mode ν̄ mode ν mode ν̄ mode ν/ν̄
SK Detector 3.9 3.3 2.5 3.1 1.6
SK Final State & Secondary Interactions 1.5 2.1 2.5 2.5 3.5
ND280 Constrained Flux & cross section 2.8 3.3 3.0 3.3 2.2
σνe/σνµ , σν̄e/σν̄µ 0.0 0.0 2.6 1.5 3.1
NC 1γ cross section 0.0 0.0 1.5 3.0 1.5
NC Other cross section 0.8 0.8 0.2 0.3 0.2
Total Systematic Error 5.1 5.2 5.5 6.8 5.9
External Constraint on θ12, θ13, ∆m2

21 0.0 0.0 4.1 4.0 0.8

TABLE 9.1: Breakdown of the systematic errors associated to 2016 event rate predictions in Super-K
muon and electron ring samples in neutrino (ν-mode) and antineutrino beam mode (ν̄-mode). Uncertain-
ties arising from multinucleon effects (2p2h) are not included. Table from Ref. [494].

was known to be a temporal solution as the poor knowledge on the nucleon initial state and of 2p2h
interactions would become a more prominent systematic with increased data [494]. Moreover,
when T2K was being built up in the late 2000s, 2p2h interactions in neutrino scattering had never
been studied and were not foreseen to play a meaningful role in neutrino oscillation experiments.
It was only after some neutrino experiments, including T2K, found data-MC discrepancies in the
mid 2010s that 2p2h started to be regarded as a major nuisance. This experience illustrated the
importance of deepening in the understanding on neutrino-nucleus interactions with the goal to
uncover potential unknowns. Accordingly, possible upgrades for the ND280 detector were under
consideration.

9.2 T2K’s Beam upgrade

The T2K beam upgrade can be separated into the main ring upgrades, which will allow to deliver
and increased beam power and the neutrino beamline upgrades necessary to handle it. A complete
report on these two upgrades was presented in the J-PARC neutrino beamline upgrade technical
design report [305], published in 2019.

9.2.1 J-PARC main ring upgrades

J-PARC was designed having in mind a possible upgrade which would reduce the beam repetition
cycle from 2.48 s to 1.32 s, such that at the expected beam intensity of 2.0×1014 protons per
pulse (ppp) the beam would reach a power of 750 kW. However, in 2021 T2K was running with a
beam power of 511 kW using 2.6×1014ppp, higher than originally planed. Thus, by maintaining
the pulse intensity and upgrading the repetition cycle as expected, J-PARC would reach a beam
power of about 960 kW. An initial set of upgrades were performed along 2021 and consisted on
the following tasks:

• Upgrade all power supplies for the main ring magnets.

• Upgrade all main ring radiofrequency (RF) cavities.

• Upgrade of the injection an extraction devices.

• Increase the main ring collimator capacity.

• Upgrade of a subset of the main ring quadrupole magnets to increase their aperture.
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The roadmap for the future is to achieve 1.3 MW through a series of upgrades planed around
2024:

• Upgrade the main ring RF cavities power supply.

• Install two additional RF cavities.

• Upgrade the main ring beam position monitors.

• Upgrade the main ring fast extraction kicker magnet.

Necessary to reach 3.2×1014 ppp and a slightly faster cycle rate of 1.16 s. A summary of the main
parameters for the current and proposed beam powers is presented in Table 9.2. In 2021, T2K-I

Beam power 511 kW 960 kW 1.3 MW
(achieved) (proposed) (proposed)

Beam energy 30 GeV 30 GeV 30 GeV
Beam intensity (ppp) 2.6×1014 2.6×1014 3.2×1014
Repetition cycle 2.48 s 1.32 s 1.16 s

TABLE 9.2: Summary of the MR operation parameters for the current and proposed beam power.

stopped collecting data to proceed with the beam and near detector upgrades, reaching a total of
3.82 ×1021 POT. This was lower than originally planned (7.8×1021 POT) due to a number of
reasons that range from the increase in prices in electricity in Japan originated by the progressive
nuclear reactors shut down after 2011’s earthquake to the maintenance tasks in SK to load it with
Gadolinium and the Sars-Cov2 pandemic. Currently, the plan is to reach 1 · 1022 POT by 2026,
before the start of Hyper-Kamiokande.

9.2.2 Upgrade in the neutrino beamline

All beamline elements were designed to deal with, at least, 750 MW. Additionally, the instru-
ments in the primary neutrino beamline were found to be able to operate at 1.3 MW without
modifications. However, several elements in the secondary beamline needed to be upgraded, as
summarized in Table 9.3. Consequently, the following upgrades were performed in 2021:

• Improve the target titanium container to allow higher helium pressures to increase the he-
lium flow rate (×2).

• Design and install a new beam window with an improved cooling capacity.

• Upgrade the horns power supplies and their cooling system with the goal to reach a horn
pulsed current of 320 kA at a rate of 1 Hz. This is expected to increase to flux by an
additional ∼ 10 %.

• Improve the hydrogen removal system by implementing a recombination system in the
water cooling system of the horns. Hydrogen is flammable and is produced by water radi-
olysis.

• Improve the cooling capacity of all components in the secondary beamline.

• Increase the radiation shielding installing additional concrete blocks.

• Upgrade the radioactive water disposal system. This includes reducing the volume of water
in the cooling systems and install a larger disposal tank (400 m3). The main contaminant is
tritium (T1/2 = 12.32 years).
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Component Limiting factor Current acceptable value
Target Thermal shock 3.3×1014 protons/pulse

Cooling capacity 0.9 MW
Beam window Thermal shock 3.3×1014 protons/pulse

Cooling capacity 0.75 MW
Horn Conductor cooling 2 MW

Stripline cooling 0.75 MW
Cooling capacity 0.98 MW
Hydrogen removal 1 MW
Operation current and cycle 250 kA, 2.48 s

Target Station helium vessel Thermal stress 4 MW
Cooling capacity 1 MW

Decay Volume Thermal stress 4 MW
Cooling capacity 1 MW

Beam Dump Oxidization of graphite blocks 3 MW
Cooling capacity 1 MW

Radiation Radiation shielding 0.75 MW
Radioactive water disposal 8.4×1020 POT/year

TABLE 9.3: Summary of the acceptable values for beam operation before the upgrades. Table from [305].

9.2.3 Monitoring upgrades

With respect to the monitoring systems two major upgrades have been made. On one hand the
MUMON sensors, based on silicon PIN photodiodes and ion chambers, would have degraded
too fast in the high intensity environment of the upgraded beam. Several options to replace them
were considered and Electron Multiplier Tubes (EMTs) were identified as the best performing
alternative [495]. EMTs structure mimics that of PMTs with the difference that the cathode is
covered with aluminum such that they are only sensitive to charged particles. On the other hand,
a new Beam Induced Fluorescence (BIF) monitor was placed at the primary beamline. It will
measure the beam in a non-destructive way detecting the fluorescent light induced by the beam in
nitrogen gas [496].

9.3 The WAGASCI-BabyMIND detector

A new near detector, the WAGASCI-BabyMIND detector, has been installed at 1.5◦ off-axis. It
was commissioned in 2020 and it already took data during the last T2K-I run (Run-11) accumu-
lating, so far, a small statistical sample of 2·1020 POT. Work to integrate WAGASCI-BabyMIND
selection samples to the OA are ongoing with the intention to have a multi-near detector fit running
for T2K-II. The detector, presented in Figure 9.4, is formed by WAGASCI, the proton module,
the wall Muon Range Detector (Wall MRD), NINJA, and BabyMIND. However, for short, it is
often named the WAGASCI-BabyMIND detector.

9.3.1 WAGASCI

The WAter Grid And SCIntillator detector (WAGASCI) was first proposed in 2014 [498] as a de-
tector to study Water/Plastic neutrino cross sections using T2K’s beam with an accuracy similar to
3 % [499]. WAGASCI, illustrated in Figures 9.5 and 9.6, is a neutrino detector consisting of 1280
plastic scintillator bars of 3×25×1020 mm2 forming a 3D grid-like structure immersed in a water
tank. The total water mass of 0.6 tons accounts for 80 % of WAGASCI’s fiducial volume. The
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FIGURE 9.4: Computer image of the modules in the new T2K off-axis detector. Figure from Ref. [497].

scintillator bars are traversed by wavelength shifting fibers and read by the recently developed
Silicon PM Integrated Read-Out Chip (SPIROC) which is a 36-channels auto-triggered front-end
ASIC. In total, WAGASCI has 16 tracker planes, each made up of 80 scintillators, 40 in parallel
and 40 in perpendicular to the neutrino beam.
Before finally being paired with BabyMIND, WAGASCI was considered as a possible sub-
module for the ND280 upgrade [500]. Prior to being installed in its final location, WAGASCI
was commissioned in J-PARC collecting data together with INGRID in 2018, and the proton
module, leading to a νµ cross section measurement in water, carbon, iron and their ratios [325].

FIGURE 9.5: Computer drawing of the WAGASCI module (left) and schematic of its scintillator structure
(right). Figure from Ref. [501].

9.3.2 Proton module

The Proton Module [326], presented in Figure 9.7, was originally designed as an extra module for
INGRID, placed between its horizontal and vertical arms. It is similar to the standard INGRID
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FIGURE 9.6: Pictures of the WAGASCI plastic scintillator 3D grid-like structure. The dimensions of
each cell are 5×5×2.5 cm3. Figure from Ref. [499].

modules but it is fully active since it has no iron. This allows to identify , in addition to the outgo-
ing muon, pions and protons generated by CC neutrino interactions. The Proton Module consists
in 36 layers made up of 32 scintillator bars of different size. The 16 innermost (outermost) bars
have a size of 2.5×1.3×120 cm3 (5×1×120 cm3), forming layers of 120× cm2, see Figure 9.8.
In the Proton Module, analogously to the structure of the standard INGRID modules, the bars
in alternate layers are oriented in the horizontal and vertical directions allowing to perform 3D
tracking. The bars are intersected by WLS fibers measured on one end by an MPPC and read
by TFBs. The proton module was installed in INGRID between Run 1 and Run 2 where it has
collected on-axis data for years. In 2019, it was moved to its new location to become an additional
element in the WAGASCI-BabyMIND detector.

FIGURE 9.7: Exploded view of the Proton Module.
Figure from Ref. [326].

Proton Module INGRID

ν

ν

ν

ν

p

µ−

FIGURE 9.8: Event display of a neutrino inter-
action in the Proton Module. Light (Dark) green
cells represent the thick (thin) scintillator bars.
Elements in yellow correspond to layers in the
vertical direction. Addapted from [326].

9.3.3 NINJA

The Neutrino Interaction research with Nuclear emulsion and J-PARC Accelerator (NINJA) ex-
periment is an emulsion-based detector, see Figure 9.9. It consists of Emulsion Cloud Chambers
(ECCs) which are tracking detectors made of emulsion films interleaved with iron plates. Each
of the films has a surface of 25×25 cm2 and a thickness of 350 µm. The iron plates have the
same area and a thickness of 500 µm. The emulsion film consists of gel and dispersed AgBr
(silver bromide) crystals. When a charged particle passes through the emulsion film it ionizes
the AgBr along its path leaving a trace of silver grains that can be visualized with the help of a
microscope and used to reconstruct the event [504]. An example of the imprint of a neutrino in-
teraction in NINJA is presented in Figure 9.10. The main advantage of emulsion based detectors
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FIGURE 9.9: Structure of the emulsion-based NINJA
tracker. The special sheets (SS) and changeable seet (CS)
are special layers used to achieve better angular resolution
and track separation. Figure from Ref. [502].

FIGURE 9.10: Image of a neutrino in-
teraction in an emulsion layer. Figure
from Ref. [502].

FIGURE 9.11: Reconstructed accumulated neutrino events in NINJA. Figure from Ref. [503].

is their unparalleled spatial resolution which allows to identify and study tracks with momenta
above very low thresholds, e.g. 200 MeV/c (E=20 MeV) for protons [307]. The analysis of the
trajectories on the film allows to reconstruct the tracks ionization [505] and momentum [506, 507]
such that different particle types can be identified. For high momentum tracks escaping NINJA’s
tracker volume complementary detectors are needed in order to determine the momentum pre-
cisely. Emulsion based detectors have been successfully used in the past in other experiments,
such as DONUT and OPERA, to discover the existence of ντ [508] and observe νe → ντ os-
cillations for the first time [509]. In the case of NINJA, the tracker films are interleaved with
2 mm thick water layers such that the neutrino-water scattering properties can be studied with
unprecedented precision, allowing:

• To measure exclusive neutrino-water cross sections.

• To determine the hadron multiplicities and their kinematics in neutrino-water interactions.

• To constrain 2p2h interactions in the scattering of neutrinos with water.
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A demonstrator for NINJA, named J-PARC T60, was built in 2014 with the main goal to test the
ECCs. NINJA first data taking started in 2016 and lasted until 2018 [503]. During this period
NINJA used INGRID as a muon tracker and the collected data lead to two physics results: A
neutrino-iron cross section measurement (65 kg of iron target mass, 4·1019 POT) [510] and a study
of kinematic distributions and particle multiplicities for neutrino and antineutrino interactions in
water (3 kg of water target mass, 7.1·1020 POT) [511]. In 2019, NINJA was moved to work in
coordination with the WAGASCI-BabyMIND detector and its water target mass was increased1 to
75 kg. Since emulsion films do not provide time information all tracks during the beam exposure
are accumulated, as exemplified in Figure 9.11. The position resolution of BabyMIND (1-20 cm)
is insufficient to connect the recorded high momentum tracks from babyMIND to the vertices
in the ECCs. Thus, NINJA uses two auxiliary detectors designed for this task. On one hand,
an emulsion shifter, consisting of both moving and fixed emulsion films, provides rough timing
information (hours-few days) but highly accurate position information. On the other hand, a
scintillator tracker made of partially overlapping plastic scintillator bars records accurate beam
bunch timing information and better position resolution than BabyMIND.
Notably, the NINJA detector does not belong to the T2K collaboration. Despite of this, there is
a memorandum of understanding between both collaborations [512]. Currently, there are plans
to extend this relation and the possibility of including NINJA’s data in T2K’s near detector fit
is under study. The addition of NINJA to the oscillation analysis could significantly help to
constrain important systematic uncertainties, such as 2p2h in water, thanks to the unique detail of
the emulsion images. Similarly, NINJA studies profit from T2K detectors and flux predictions.

9.3.4 BabyMIND

FIGURE 9.12: Picture of a BabyMIND magnet
module. Figure from Ref. [513].

FIGURE 9.13: Magnetic field in one of the Baby-
MIND magnet modules. Figure from Ref. [513].

BabyMIND was first proposed in 2014 as a prototype for a larger Magnetized Iron Neutrino De-
tector (MIND) [514] which could be used in the LBNO experiment [515]. However, in 2015 it
was finally decided to use BabyMIND in coordination with WAGASCI, driving a set of design
modifications constrained, among other factors, by the installation conditions in Japan [513], lead-
ing to a new magnet set up [516]. In its final design, babyMIND consists of 33 magnet modules
interspersed with scintillator tracker planes staggered in perpendicular to the beam. Each mag-
net module is made of steel with two slits in the middle and magnetized by Aluminum windings
assembled around them in a sewing pattern. An illustrative picture is presented in Figure 9.12.
This configuration provides a homogeneous 1.5 T magnetic field with opposite vector directions
alternating in the three regions divided by the slits, as illustrated in Figure 9.13. The scintilla-
tor modules have a size of 2×3 m2 and are made up of 95 horizontal bars and 16 vertical bars
which are mounted in two halves in an overlapping pattern in order to provide a better position

1For 75 kg several thousands of CC interactions are expected for every 1021 POT.
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resolution, see Figure 9.14. The vertical (horizontal) bars have a size of 2880×31×7.5 mm3

(1950×210×7.5 mm3). All bars are intersected by a wavelength shifting fiber measured by MP-
PCs. In total, BabyMIND has 3996 channels readout by electronic boars based on the CITIROC
chip [517]. The weight of each magnet module (tracker plane) is nearly 2 tons (0.4 tons) for a
total weight of about 80 tons. BabyMIND construction was finalized in 2017 at CERN [518]
where it was exposed to a beam of charged particles in the summer [513]. The detector was then
transported to its final location in the near detector complex in J-PARC where it has been taking
neutrino data since 2019. Currently, the analysis of the first neutrino data is ongoing [497, 306,
519], some neutrino event displays in BabyMIND are presented in Figure 9.15.

FIGURE 9.14: Pictures of: One half of a scintillating module being assembled (left), two half modules
being brought together (middle) and a finished scintillating module covered by an Aluminum cover (right).
Figure from Ref. [513].
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FIGURE 9.15: : Top view and side view of a νµ CCQE candidate event with a µ− bending downwards
in the central magnet region. Adapted from [519].

9.3.5 Physics motivations

So far, all T2K detectors have been placed either on-axis or 2.5◦ off-axis. INGRID is used to
monitor the beam, and ND280 is used to constrain the flux model and the cross section model
parameters. Although this strategy has been proven to work, breaking the fit degeneracies in the
flux and cross section parameters is difficult if a single off-axis value is studied. Adding INGRID
to the BANFF is not expected to make a significant difference as INGRID has limited segmenta-
tion and PID capabilities and no magnet. The WAGASCI-BabyMIND detector does not share this
limitations and will provide data at an off-axis of 1.5◦, where the neutrino energy spectrum peaks
at about 0.8 GeV. This is expect to reduce the flux and cross section model co-dependencies and
lead to an overall improved near detector constrain. In addition, further understanding neutrino in-
teractions might be possible by developing narrow energy spectrum selections which statistically
remove the contamination from the low-energy or high-energy tails by taking a linear subtraction
of the ND280 and WAGASCI-BabyMIND spectra, as presented in Figure 9.16. Thanks to the fact
that both ND280 and WAGASCI-BabyMIND will have plastic and water targets it will be possible
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study differences in this materials by using the different off-axis spectrum. Moreover, WAGASCI
is more finely segmented and contains more water mass than FGD2, such that more refined sam-
ples with high statistics of neutrino-water interactions will be possible, complementing ND280.

FIGURE 9.16: Simulated fluxes at ND280 and WAGASCI (left) and linear subtraction of the fluxes using
two coefficient choices to suppress and enhance the high energy tail contribution. Figure from Ref. [497].

9.4 GADZOOKS!

FIGURE 9.17: Sketch of the working principle of neutron tag-
ging using gadolinium in the SK detector.

FIGURE 9.18: Fraction of neutron
captures as a function of the amount of
gadolinium disolved in water. Figure
from Ref. [520].

In 2004 a letter was published presenting the potential benefits of tagging neutrons in Water
Cherenkov detectors by means of dissolving a Gadolinium salt to water [521]. Neutrino inter-
actions, such as inverse beta decay, produce final state neutrons. In water, neutrons quickly lose
energy and become thermal and continue to propagate until they are captured. Gd is known to
have an exceptionally high neutron capture cross section2. Upon neutron capture, over 90% of
the times Gd emits a gamma of about 8 MeV, which produces a gamma cascade. As the capture
in Gd occurs in about 20 µs and about 4 cm, the delayed detection of a gamma cascade near to the
position of a reconstructed neutrino interaction vertex is a unique signature of a neutron detection.
The stages in the development of this method, for which the most relevant details are presented
in the following paragraph, can be found in Ref. [522]. The concept was named GADZOOKS!
(Gadolinium Antineutrino Detector Zealously Outperforming Old Kamiokande, Super!). Mak-
ing neutrons visible would enrich the end-state interaction information, potentially leading to a

2For thermal neutrons this cross section is of 49000 bars for Gd compared to 0.3 bars on free protons.
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very large background reduction in some physics searches. In particular, the detector response
to supernova neutrinos (both galactic and diffuse) and to reactor antineutrinos would greatly im-
prove. Moreover, this addition would benefit proton decay searches, as well as the study of solar,
atmospheric and long-baseline neutrino oscillations. A main challenge however, was to prove
that dissolving Gd would not affect the transparency of the water, damage the detector instru-
ments nor leak into groundwater. To test the viability of the project, in 2009, a new experimental
chamber was excavated in the Kamioka mine to install a dedicated large-scale (200-ton model of
SK) Gd facility, named EGADS (Evaluating Gadolinium’s Action on Detector Systems) [523].
EGADS worked as originally predicted [524] and, consequently, along 2018 and 2019 the Super
Kamiokande detector was drained and refurbished, in preparation for the loading of the Gd salt.
Finally, on July 14th 2020 the first Gd sulfate, i.e. Gd2(SO4)3, was dissolved and injected into
the SK tank and the concentration was increased over time reaching in August 17th 2020 the
0.01% target (13.2 tons of the salt). As presented in Figure 9.18 this concentration translates into
about 50% of neutrons being captured. To validate the successful integration of the gadolinium
salt in the water of SK, a neutrino-emitting calibration source was deployed at various positions
in the SK tank, confirming the fraction of visible neutron captures as well as the uniformity of
the gadolinium loading in the detector. In November of 2020 the Gd loading of EGADS was
increased to 0.03%. The tests worked as expected and validated the increase of Gd concentration
in SuperK to 0.03%, a value that is expected to be reached in 2022.

9.5 Overview of the ND280 upgrade

As early as 2016, when the extension of T2K was proposed, possible upgrades for ND280 were
under consideration. One of the first studies consisted in the review of the status of the existing
ND280 sub-detectors. It was found that the aging of most modules, including its electronics, was
minor so that they could continue to operate without major maintenance at least until the end of
T2K-II [494]. Working groups were formed to study possible modifications for ND280 and three
constrains drove the effort from the beginning:

• The ND280 detector was already existing and this imposed design constrains in terms of
the space availability, the accessibility for the installation of the new modules and the com-
plementarity between the preexisting detector modules and the new modules to be installed.

• The project cost should be kept low. Accordingly, the modifications should maximize the
impact on the performance while leaving most of the detector unchanged. In addition, the
new detector technologies should be affordable in terms of the material choices, manufac-
ture, operation and maintenance costs.

• The ND280 upgrade should be the results of sub-detector R&D projects. This was a neces-
sary condition to attract a sufficiently large group of researchers and institutions to ensure
the viability of the project.

9.5.1 The removal of the PØD

In the last decade major progress has been made in the research of neutrino interactions with
energies around 1 GeV. Out of the experience of T2K-I, and given the current state-of-the-art
of the field, it was identified that replacing the PØD by new sub-detectors could significantly
improve the overall ND280 performance in terms of maximizing its usefulness for T2K. On one
hand, the PØD was originally build to estimate the production yields of π0 in neutrino interactions,
in order to constrain this background for the oscillation studies involving νe. This measurements,
after collecting data for 10 years, were limited by systematic errors such that taking more data
with the PØD would not translate into any significant improvement. On the second hand, over
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years, analysis improvements have significantly diminished the role of this background in SK
selection samples. Furthermore, tagging π0 in a small detector volume involves using materials
with a high radiation length such as lead. In consequence, the PØD tracking and PID capabilities
were limited, making it a not well suited detector to study CC interactions, crucial for the OA.
Finally, the PØD occupied a large volume in the ND280 basket such that removing it would free a
significant volume and allow to install new modules with the potential to significantly improve the
overall ND280 performances whilst minimizing the amount of modifications to the other ND280
elements.

9.5.2 Physics Goals

With the available space freed by the PØD removal the ND280 upgrade was meant to meet the
goals:

• Increase significantly the target mass within the ND280 basket able to study CC interactions
with the aim to accumulate an even larger data sample and to further profit from the beam
upgrade.

• Largely improve the angular acceptance of the detector with the aim to increase the selec-
tions efficiency, but most importantly, to make the detector acceptance more similar to that
in SK, see Figure 9.19, to allow for a better modeling constrain in the whole phase-space
of interest.
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FIGURE 9.19: Reconstructed momentum and angle for muons in ND280 (left) and electrons in SK
(right). The comparison shows the depletion of selected events in ND280 for high angle and backward
angles as a result of the low efficiency of the detector in this phase-space. Figures from Ref. [3] (left) and
Ref. [2] (right).

• Provide new tracking capabilities able to reconstruct and identify short tracks of low energy
hadrons close to the interaction vertex. The aim is to study neutrino interactions with high
statistics at an unprecedented detail, both enhancing the selection samples for the OA and
providing hints for the future refinement of neutrino interactions models.

9.5.3 The ND280 upgrade geometry

With all, a solution meeting all the requirements above was finally presented in 2019 in the ND280
upgrade TDR [3]. The upgraded ND280, see Figure 9.20 and Figure 9.21, includes three new sub-
detector technologies: Two High-Angle-Time-Projecting-Chambers (HATPCs), a new fully ac-
tive plastic target named Super-Fine-Grained-Detector (SuperFGD) and six Time-Of-Flight (ToF)
panels. All of these new sub-detectors are reviewed in detail in the following Chapters. One of the
four PØD modules, the so-called upstream ECal, is left in place such that all tracking elements,
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old and new, are surrounded by electromagnetic calorimeters. The old TPCs-FGDs sandwich re-
mains in the basket unaltered playing the same role as originally, i.e. being a horizontal tracker
for neutrino CC interactions. The new SuperFGD-HATPCs sandwich, fully surrounded by the six
ToF panels, is placed upstream to them and stacked vertically, transforming ND280 into an effi-
cient horizontal and vertical tracker. All other elements, namely the barrel ECal, the downstream
ECal the SMRD and the UA1 magnet are unchanged.

FIGURE 9.20: Computer drawing of the upgraded ND280 detector. Figure from Ref. [3].

FIGURE 9.21: Computer drawing of the ND280 basket after the upgrade. Figure from Ref. [3].
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9.5.4 The ND280 upgrade expected physics performance

The ND280 upgrade is expected to largely improve the angular acceptance of the detector with
respect to its original configuration. Whereas tracks escaping the FGDs only enter into a TPC
if they have a low-angle with respect to the beam axis, tracks outgoing neutrino interactions
occurring in SuperFGD will have TPC information either if they are produced forward or at a
high-angle with respect to the beam axis. In order to numerically quantify this increase in the
acceptance and its impact in the oscillation analysis, a dedicated Monte Carlo simulation was
developed from the standard ND280 simulation software 3.

Geometry details and reconstruction criteria

The ND280 upgrade geometry was adapted from the original ND280 geometry by realizing in
software the same modifications that were expected to be later implemented in the detector’s
hardware. First, the necessary segments of the PØD were removed. Second, the new detector
volumes were included, following the geometrical specifications detailed in the next chapters. For
the sake of understanding the studies in the TDR, however, it is enough to anticipate the following
details: SuperFGD consisted of a plastic volume of 192×184×56 cm3. Tracks were assumed to
be reconstructed in SuperFGD if they had a length of, at least, 20 cm, which was expected to be
a very conservative criteria. For the PID in SuperFGD the also very conservative assumption of
using the same response of the FGDs was taken. The HATPCs were simulated as gas volumes
of 2140×740×1780 mm3. A track was considered to be reconstructed in a HATPC if its true
length projected in the readout plane was larger than 20 cm, in analogy to the reconstruction
criteria in use for the original ND280 TPCs, also referred to as vertical TPCs or vTPCs. The
tracking efficiency in the HATPCs was assumed to be perfect and no charge miss-identification
was simulated. Both of this assumptions were known to have a very small effects in general, and
in particular for the studies under consideration. The track momentum and ionization measured in
the HATPCs were smeared to offer performances similar to those in vTPCs and were used to build
PID variables analogous to those in the vTPCs. The ToF panels were only used to flip the tracks
sense of motion according to their simulated time-of-flight information using time resolutions
tunned to match beamtest data [525].

Muon neutrino studies
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FIGURE 9.22: Current (left) and upgraded (right) ND280 efficiency for νµ-CC inclusive interactions in
neutrino beam mode as a function of the true muon momentum and angle. Figures from [3].

To study the potential of the upgrade a simple selection was developed to select νµ (ν̄µ) events
using an adapted version of the HighLAND analysis framework, earlier explained in Sec. 7.1.

3https://github.com/t2k-nd280-upgrade/t2k-nd280-upgrade

https://github.com/t2k-nd280-upgrade/t2k-nd280-upgrade
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The selection algorithm consisted in tagging, for each event, the most energetic negative (posi-
tive) track as the muon candidate. The event was kept if the muon candidate was reconstructed in
a TPC (here TPCs means either horizontal or vertical TPCs) and if it was identified as a muon ac-
cording to the TPCs PID algorithms. High angle tracks were also included if the muon candidate
was not selected in a TPC but entered into the ECal and was classified as a muon according to the
standard ND280 ECal PID. If a muon was selected, then, other tracks produced in the interaction,
such as pions and protons, were classified according to their TPC information if they had it. If
they did not, tracks were reconstructed and classified according to SuperFGD reconstruction and
PID assumptions.

# of events Purity (%)
(/1021 POT) CC0π CC1π CC Other

current
FGD 1 50507 72.5% 64.0% 68.2%
FGD 2 50125 71.5% 62.3% 63.8%

upgrade
FGD 1 52655 72.9% 64.1% 64.7%
FGD 2 51460 71.6% 62.9% 63.3%

SuperFGD 95490 72.5% 70.3% 72.7%

TABLE 9.4: Predicted total number of selected νµ-CC events in neutrino mode for the current and up-
graded ND280 configurations in each available neutrino target detector. The purity for each event topology
is shown. The prediction corresponds to 1 × 1021 POT. The OOFV and the wrong-sign backgrounds are
not included as they are expected to give have minor contributions. Table from Ref. [3].

Under the former procedure, the expected 2D efficiencies were computed using tracks selected in
any of the ND280 targets (FGD1, FGD2, or SuperFGD). The results are presented in Figure 9.22.
The associated number of events and the purity of the reconstructed topologies, is presented in
Table 9.4. Using the upgraded ND280 geometry the amount of useful data per POT is expected
to be doubled while keeping, at least, similar purities to those provided by the current FGDs. In
addition, the ND280 upgrade will transform the 2D efficiency by allowing to select a significant
fraction of events with high-angle and backward going muons.
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FIGURE 9.23: Efficiency for νµ-CC inclusive interactions in neutrino beam mode splitted by target and
presented as a function of the true muon momentum and angle. Figures from [3].

To study the contribution of different targets to the total efficiency, 1D projected efficiencies in
the muon angle and momentum are presented in Figure 9.23. The results show that the FGD1 se-
lection efficiency is expected to significantly increase in the backward region due to the addition
of upgrade elements whilst the inclusion of SuperFGD will provide a sample of data with good
efficiency both for forward and high-angle tracks.
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With the former selections, an Asimov BANFF-like fit4 was performed in order to estimate the
improvement on the constraints in the current systematic uncertainties. The most significant re-
sults are presented in Table 9.5, and Figure 9.24. The error on most of the systematic parameters
was reduced by about 30%. In some cases, such as in the FSI parameters, a larger reduction
was achieved due to the significantly improved angular coverage and the lower hadron detection
momentum thresholds.
In any case, it must be noted that this studies were intended to be only an orientation, to show that
new geometry would translate into a better angular efficiency and in an increased event rate and
to illustrate how this improvements could help to constrain the cross section model systematic
uncertainties. Nonetheless, the real improvement of the ND280 upgrade is expected to be signif-
icantly better than the lower bound set by these studies as the expected reconstruction thresholds
and PID quality of SuperFGD, which are among the most crucial improvements of the ND280
upgrade, were chosen to be greatly conservative.

Parameter Current ND280 (%) Upgrade ND280 (%)

SK flux normalization 3.1 2.4
(0.6 < Eν < 0.7 GeV)

MAQE (GeV/c2) 2.6 1.8
νµ 2p2h normalization 9.5 5.9
2p2h shape on Carbon 15.6 9.4

MARES (GeV/c2) 1.8 1.2
Final State Interaction (π absorption) 6.5 3.4

TABLE 9.5: Sensitivity to flux and cross section parameters of interest for the current ND280 and the
upgrade configuration. Table from Ref. [3].

FIGURE 9.24: Post-fit uncertainties with the same POT for parameters associated to the far detector flux,
CCQE, Random Phase Approximation (RPA) and 2p2h using ND280 before (blue dots) and after (red
bars) the upgrade. Figure from Ref. [3].

4The near detector fit for T2K’s OA is carried out by the so-called Beam and Near detector Fit task Force (BANFF),
such that this fits are often referred to as BANFF-fits. BANFF fits resemble the logic described in Sec. 8.1 with one
important difference: In BANFF fits, no is treated as signal such that template parameters are not used. The output of
the BANFF is a posfit covariance matrix, that can be used to constrain the far detector fit.
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Chapter 10

The High-Angle
Time-Projection-Chambers

“I was 24 and I learned then to make instruments. Why?
Because I had. In the laboratory we didn’t have instru-
ments, we had to build them by ourselves. And I learned
physics that way. Though why I have a special connection
to physics through the channel of detectors, because I had
to detect particles, I was in a nuclear physics laboratory.
What do you do in a nuclear physics laboratory? You de-
tect particles. So I imagined detectors.”

– GEORGES CHARPAK

Two new High-Angle Time-Projection-Chambers (HATPCs) will be installed in ND280 as part
of its upgrade. This Chapter presents its design and construction method and reviews the study
of prototypes that have been used to validate and characterize this technology. In particular,
the development and characterization of the novel Encapsulated Resistive Anode Micromegas
(ERAM) readout, discussed in Refs. [4, 5], is presented.

10.1 Introduction

The main goal of the HATPCs is to reconstruct with high precision the trajectory of charged tracks
and their ionization in order to reconstruct their momentum and to create particle identification
(PID) criteria. As earlier presented, the new HATPCs need to fit within two tight envelopes placed
above and below the SuperFGD detector. Consequently, the new HATPCs boxes, acting as the
electric field-cage, were designed to be as compact as possible. For comparison, whereas the
original TPCs in ND280 have walls of about 10 cm the HATPCs have walls of about 4 cm. This
ambitious plan was not exempt of challenges and required the construction of several prototypes
until a final design and a manufacture method was finally accepted. Concerning the readout tech-
nology, the original ND280 TPCs were the first ever using bulk Micromegas, a decision which
has proven to be excellent over the years. Because of to this, re-using the same readout concept
would have been a natural decision as this choice straightforwardly met the desired performances
while being an affordable and reliable solution. However, doing R&D to improve the current T2K
Micromegas performances and decrease its production cost was appealing. In this way, a great
compromise was found in using the Encapsulated Resistive Anode Micromegas (ERAM) readout
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technology. ERAMs are expected to outperform bulk Micromegas, e.g. by providing much im-
proved spatial resolution at short drift distances, at a lower production cost and, once installed in
the upgraded ND280 detector, T2K will become the first experiment using this technology.

10.2 Design and construction

FIGURE 10.1: Sketch of a HATPC. Figure from Ref. [3].

The HATPC design was first proposed in the ND280 upgrade TDR [3]. Each of the two HATPCs
is identical and, as sketched in Figure 10.1, consists of a drift volume enclosed by a field-cage,
separated in two halves by a central cathode. At the two ends opposite to the cathode module
frames are mounted each holding a total of eight ERAMs, acting as the anode. The electric field
uniformity is provided by a series of copper strips in the inner surface of the box, connected by
means of resistors forming a voltage divider defining a precise field gradient. The two internal
volumes are communicated via open gaps at the cathode edges allowing the gas to flow. The most
relevant parameters of the HATPCs are summarized in Table 10.1.

Drift Parameters Value Readout Parameters Value

Overall x×y×z (m) 2.0×0.8× 1.8 Micromegas gain 1000
Drift distance (cm) 90 Micromegas dim. z×y (mm) 340 × 410
Electric field (V/cm) 275 N pads 36864
Gas Ar-CF4-iC4H10 (%) 95-3-2 Pad z × y (mm) 10 × 11
Drift Velocity (cm /µs) 7.8 Sampling frequency (MHz) 25
Transverse diffusion (µm/

√
cm) 265 N time samples 511

TABLE 10.1: Main parameters of the HATPC. Table adapted from Ref. [3].

10.2.1 The ERAMs

As described in Ref. [5], the bulk Micromegas technology in use in the three original ND280
TPCs was invented in 2004 by a collaboration between the CERN/EP-DT-EF PCB workshop
and CEA-IRFU [457]. It provides an easy and robust manufacturing with very limited dead
area. However, in bulk Micromegas, the ionization charge often reaches a single pad, such that
the position resolution is limited to the width of the pad over

√
12. An improvement for this
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technology, the Encapsulated Resistive Anode Micromegas (ERAM), has been developed for a
linear collider TPC [526].

⃗E
insulator ~50-200µm
glue ~75µm

FR4 PCB
pads

Mesh @ GND

Amplification gap: ~128µm DLC @ ~ 360V

FR4 PCB
pads

Mesh @ ~ -360V

Amplification gap: ~128µm ⃗E

bulk MicroMegas resistive anode MicroMegas

FIGURE 10.2: Comparative sketch of the bulk and the resistive Micromegas technologies. Figure from
Ref. [527].

In ERAMs, the anode, segmented in pads, is covered by a foil of insulating material, which has
a thin resistive layer on its top side. The ERAM detector uses a Diamond-Like Carbon (DLC)
thin layer sputtered on a 50 µm thick APICAL (Kapton) insulator sheet. The avalanche is then
naturally quenched because the potential difference locally drops in presence of a high charge
density. The resistive layer acts like a 2D RC network and the charge deposited by the avalanche
induces a signal also on the adjacent pads, looking as if the charge spreads naturally with time
following a Gaussian behavior. For a point charge deposited at r = 0 and t = 0, the charge
density as a function of radius r and time t is given by

ρ(r, t) =
RC

4πt
e

−r2RC
4t , (10.1)

where R is the resistivity per unit area and C is the capacitance per unit area. The capacitance C
is defined by the distance between the resistive layer and the grounded pads (glue thickness plus
APICAL foil). The insulating layer thickness determines the width of the induced charge spread
σt at a given time. When measured, due to integration of the charge collected by a front-end
electronics of shaping time t, this spread is of the order of σt =

√
2t/RC.

Using ERAMs has a number of benefits:

• Due to the charge spread in the ERAMs, depicted in Figure. 10.2, the signal is spread over
multiple pads, improving the position resolution.

• Alternatively, due to the spreading, ERAMs are able to match the performances of a bulk
Micromegas using a significantly reduced number of readout channels allowing to reduce
production costs.

• ERAMs use a new high-voltage powering scheme where the mesh is set to ground allowing
to get rid of the cumbersome anti-spark protection circuitry necessary for the standard bulk
Micromegas.

• The anode encapsulation provides a detection plane fully equipotential since the grounded
mesh is at the potential of the detector frame and supporting mechanics. This leads to
a better field uniformity in the TPC, espcially near the module edges, minimizing track
distortions.

• The grounding scheme provides more flexibility in the detector operation, allowing the
high-voltage of a module to be set to a different value than its neighbors without degrading
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the drift field uniformity. In this way, if necessary, a full module can be disconnected
without affecting the drift field.

For the HATPCs, the ERAMs consist of an array of 32×36 pads of 10.09×11.18 mm2 printed on
an PCB of 420 × 340 mm2. Hence, in total there are 1152 pads per module, which corresponds
to exactly 2/3 of 1728, the number of pads in current T2K bulk Micromegas.

10.2.2 Readout electronics and DAQ

FIGURE 10.3: Exploded view of one ERAM module. Figure adapted from Ref. [3].

Each detector module, see Figure 10.11, consists of a DLC coated Micromegas PCB glued onto
an aluminum stiffener. The stiffeners increase the mechanical stability of the modules ensuring
high planarity and robustness. In addition, the aluminum is machined to include structural el-
ements which allow to screw the ERAM modules into the module frames with high precision.
To minimize the degradation of the highly sensitive detector analog signals and to reduce the
high economic cost of cables the electronic boards are mounted directly on the back-plane of the
ERAMs, surrounded by water cooling pipes. This solution is equivalent to that in the existing
ND280 TPCs with two main differences. In one hand the electronics have been redesigned to
read a reduced number of pads. In the other hand, the anti-spark protection circuits have been
omitted, as the ERAMs naturally suppress sparking. Thanks to this simplifications, the boards
will now be mounted in parallel to the Micromegas instead of the perpendicular integration in the
existing TPCs, allowing to achieve a significantly more compact layout.
The electronics of each ERAM module consist of three different types of boards:

• Two Front-End Cards (FECs), each with 576 channels. The two FECs acquire the analog
signals of the 1152 pads and convert them into digital signals using an octal-channel analog-
to-digital converter (ADC). In order to do so, each FEC hosts eight 72-channel AFTER
ASICs, the same chips in use in the original ND280 TPCs. Further details on the AFTER
chip has been earlier presented in Chapter 5.

• A Front-End Mezzanine (FEM) card. The FEMs control the two FECs and perform el-
ementary data processing tasks such as baseline offset corrections, zero-suppression and
buffering.
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• A Power Distribution Card (PDC). It converts the external input voltage into the nominal
voltages used to operate the FECs and the FEM.

The pre-processed digital output of each detector module is transported outside of ND280 via an
optical fiber to a back-end unit called the Trigger and Data Concentrator Module (TDCM). Each
TDCM aggregates the data of the 16 ERAM modules of one HATPC and distributes the global
clock and trigger signal to the FEMs using a dedicated return path on the corresponding optical
link. The TDCMs are controlled via the MIDAS interface running the ND280 DAQ. A scheme of
the overall readout architecture is presented in Figure 10.4.

FIGURE 10.4: Scheme of the HATPC readout architecture. Figure from Ref. [3].

10.2.3 Field-cage box

The HATPCs boxes were designed to meet the following constrains [3]:

• Low-density and low-Z materials to reduce multiple scattering and conversion processes.
The field-cage wall thickness must not exceed 4% radiation lengths.

• High structural integrity against over-pressure, gravitational and thermal loads.

• High degree of electric field uniformity. Manufacturing imperfections should not modify
the reconstructed track positions by more than 0.2 mm.

• Good inner-surface smoothness and field-cage walls uniformity to prevent electric dis-
charges. The electric field must be kept within 30% of the nominal breakdown value.

• Very low permeability to atmospheric gas components having a negative impact on the drift
of electrons (O2, N2 and H2O). In particular the O2 level must be at most 10 ppm.

• Negligible vapor pressure of contaminants emanating from the HATPC materials.

Given the target thickness of the box walls and its stringent mechanical and electrostatic tolerances
composite multilayered materials were identified as the best option to build them. Composite ma-
terials are commonly used in the industry as they provide unparalleled stability-to-mass ratios at
an affordable production cost. Different composite stacks were studied via finite element analysis
simulations and validated via dedicated tests on small scale samples of the box. The final solution
consists of a sandwich structure with a core made of 25 mm thick aramid honeycomb surrounded
by two laminate skins of aramid fiber fabric (Twaron) with an approximate thickness of 2 mm.
The innermost skin incorporates a Kapton foil with copper coated strips on both sides whereas
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the outermost skin is covered in its outer surface by a copper foil. The detailed stack sequence of
the layers with its associated radiation lengths, is presented in Table 10.2.

Layer of the wall material thickness average d/X0

d (mm) X0 (mm) (%)

1 (Inner layer) Double layer strip foil ∼0.05 143 0.08
2 Polymide film (Kapton) 0.01 285 <0.01
3 Aramid Fiber Fabric (Twaron) 2.0 ∼240 0.70
4 Aramid honeycomb panel (Nomex) 25 14300 0.17
5 Aramid Fiber Fabric (Twaron) 2.0 ∼240 0.07
6 (Outer layer) Copper foil 0.01 143 0.07

Total ∼30 1.7

TABLE 10.2: Field-cage wall materials composition and radiation lengths. Table extracted from Ref. [3].

FIGURE 10.5: Drawing of the filed-cage inner strips and connection pads (green) on the Kapton foil
(brown). Right panel: Electric circuit formed by the strips. Figure from Ref. [3].

The copper strips in the inner surface of the HATPC boxes are designed to provide a smooth
electric field within the box. The strips pitch is of 5 mm, with a gap between adjacent strips of
2 mm. In total, this requires of 110 strips in the inner side and 109 strips in the other side, referred
to as mirror strips. The strips on opposite Kapton foil surfaces are staggered so that they overlap
by 0.5 mm. Pads are included along the strips with a via to connect the mirror strips with the inner
strips by means of a resistor to form a voltage divider, as sketched in Figure 10.5. For redundancy,
strips are connected using two resistors connected in parallel. To satisfy the physics requirements,
it was determined via finite elements simulations that the resistor pairs should be matched within
a root-mean-squared (RMS) of 0.1%.
To ensure the mechanical stiffness of the box four bars made of thermoplastic (POM-C type),
called angular bars, were initially included in the design. A second set of eight bars and eight
corner parts, referred to as the flanges, were also initially included. The main goal of the flanges is
to seal the box in a reliable and gas-tight manner and to provide a smooth and precise machinable
surface.
Due to the high necessary planarity and parallelism of the box walls a precision mold is required in
the fabrication process. It consists of a rectangular structure made up of four precision machined
cast Aluminum plates held by L-shaped angular profiles. A figure of the molding process is
presented in Figure 10.6.
The mold works as an inner structure for the box, on top of which the layers are stacked one by
one manually. Between layers, special resins are applied to hold the layers together. Due to this,
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FIGURE 10.6: Drawing of the mold before (left) and after (right) the manufacture of a HATPC box half.

the material is curated in a high pressure autoclave. Once the field-cage is finished, the mold is
dismounted from the inside and can be prepared for its next use.

10.2.4 Box prototyping

Two companies were selected for the fabrication of the HATPC field-cages. NEXUS1, in Spain,
would be responsible for the manufacture of the boxes and ORVIM2, in Italy, would provide
the copper-clad G10 cathode. As the HATPC boxes are custom made it was important to define
early on a production plan that would allow to validate the designs and to develop and test the
necessary manufacture steps to ensure an optimal end-product. With this goal, it was decided that
the first milestone should be the production and validation of a smaller field cage prototype of
0.5×0.5×1 m3.

FIGURE 10.7: Pictures of the first small field-cage prototype: a) flange detail showing sub-optimal sealing
b) detail of the cathode c) the cathode from the side d) and e) inner surface of the prototype showing
bubbles in the Kapton foil hosting the strips.

The first field-cage prototype was built and tested at the end of 2019, see Figure 10.7. Stable
operation of the TPC prototype was achieved at a cathode voltage similar to 20 kV. No sparks

1http://nexusprojectes.com
2http://www.orvim.com

http://nexusprojectes.com
http://www.orvim.com
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were observed in the voltage divider, however, discharges were initially seen in the cathode region.
The origin of the sparks was understood and corrected by properly shaping the external grounded
shielding at the cathode. A stable leak was measured due to insufficient sealing on the flanges.
Small irregularities and blisters were observed in the inner Kapton foil with the strips which
required postprocessing corrections.
Based on these experiences and the feedback from the companies involved it was decided to
perform a series of updates in the original design:

• The box structural bars of POM-C thermoplastic would be replaced by stiffer and easier to
glue G10 bars manufactured by ORVIM. This included the replacement of the eight flanges
pieces, four per side, which would be replaced by a single flange part per side sealed with
pured-on resin to reduce potential leaks.

• A new first layer positioning system would be used as suggested by NEXUS. The goal was
to avoid crevices or blisters. The method consisted in removing the air trapped under the
Kapton foil vacuum pumping through a sealed glass yarn. The method was proved to be
effective in dedicated tests.

• A new Kapton layer would be added between the strip layer and the Twaron layer for
additional insulation. This had a negligible impact in the total thickness and radiation
length of the walls.

• The Twaron layers would use compensated fabrics with 45◦ and -45◦ instead of 0◦ and 90◦

as originally tested.

• The mold shape was updated including slight shape modifications in the corners to avoid
damaging the box during the mold dismounting.

• The aluminum mold would be hard anodized to increase its robustness making it durable
for its subsequent uses.

• The cathode high-voltage plug was redesigned.

FIGURE 10.8: Pictures of the first steps of the fabrication process of one prototype box. From left to right
the Kapton foil with the strips is installed, a resin layer is applied, the first Twaron fiber is glued and the
G10 structural frames are mounted.

A second box prototype was built and tested in 2020. Pictures of the composite material fabrica-
tion and the installation of the structural bars are presented in Figure 10.8. The new prototype,
see Figure 10.9. showed excellent results.
The mechanical tolerances were satisfied validating the molding technique. The Kapton foil with
the strips was flat without significant imperfections. The strips in the Kapton foil were nicely
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FIGURE 10.9: Pictures of the second small field-cage prototype: a) cathode detail with new high-voltage
plug b) flat Kapton foil with good strips alignment c) view of the front flange through a transparent end-
cap e) and d) details of the strips.

aligned within hundreds of µm thanks to the updated first layer deposition technique. The box had
excellent gas tightness and mechanical resistance, enduring pressure variations of up to±80 mbar,
validating the new flange design and the replacement of the POM-C bars by G10. The cathode
was also successfully tested up to -35 kV in argon gas. In general, the second prototype validated
the box design.

10.2.5 Cathode

FIGURE 10.10: The left panel shows a closeup of the cathode supported through a spacer on the grooved
flange in the box. The right panels depicts the cathode positioned between the flanges of the two field-
cage boxes. The gas flow path, allowed by the gap between the cathode edge and the inner flange grooved
surface and by the wedged cathode edge, is highlighted by a yellow arrow. Figures from Ref [3].

The central cathode is a Copper-clad G10/Nomex panel. It is constructed by laminating 1 mm
copper-clad G10 onto both surfaces of a 10 mm thick Nomex honeycomb leading to a cathode
with a nominal thickness of 12 mm. The cathode frame is built using G10 bars machined to
match the Nomex thickness. The copper-clad G10 sheets are laminated at the same time on a
granite flat table. As depicted in Figure 10.10 the internal side of the flanges is machined to
include a 8×18 mm groove which hosts the edges of the cathode protruding 16 mm into the
groove. The 2 mm gap between the cathode edge and the inner surface in the groove allows
the gas to flow between the two field-cage box volumes. The gas flow is further enhanced by
milling the cathode frame along the sides, except for a few cm around the corners, making a 45◦

wedge. The alignment of the cathode and the end-plate planes needs to be better than 0.1 mm. To
achieve it, spacers are precisely machined. Finally, a high-voltage feedthrough is included in one
of the flange corners to allow a high voltage connection to the cathode. The electrical connection
between the cathode and the first field-cage strip is achieved manually soldering fine wires.
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10.2.6 Module frames

The module frames main goal is to conceal the gas in the box whilst holding each eight ERAM
modules, depicted in Figure 10.11, organized in two rows of four modules, as presented in Fig-
ure 10.12. The module frames were designed to cope with the following tolerances:

1. Precise ERAMs positioning, with tolerances of 100 µ m.

2. Global flatness within ± 0.1 mm under the nominal overpressure of 4 mbar.

3. No plastic deformation under the gas tightness tests overpressure of 10 mbar.

4. Excellent gas tightness and negligible out-gassing from the module frame materials.

FIGURE 10.11: 3D drawing of a single ERAM module ready for installation in the module frame. The
module includes the resistive Micromegas PCB glued onto its aluminum stiffener, all the electronic boards
and cooling pipes.

FIGURE 10.12: Drawing of the final module frame with all of its eight ERAM modules installed. The
low-voltage (LV) and high-voltage (HV) distribution schemes are highlighted, as well as the optical fibers
(OF) used for data transfer and the gas feedthroughs.

Aluminum was chosen as the best fitting option as it provides excellent structural performance
in an economic and easily machinable material. The module frames include eight rectangular
openings which allow to mount the ERAMs from the inner side reducing the gaps between the
sensitive surface of the modules to about 1 mm. The ERAM modules, including the DLC coated
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Micromegas PCB, the front-end electronics, and the cooling pipes, are concealed within an alu-
minum stiffener reinforced by mountable aluminum plates. Once installed in the module frame,
a low-voltage distribution bus, and patch panels holding optical-fibers and high-voltage cables
provide the necessary connections to operate and readout the ERAMs. The water-based cooling
system is intended to dissipate the hear power of about 28 W produced during normal operation
(∆water,module = 0.35◦ C). A drawing of the final module frames design, highlighting all of the
former elements, is presented in Figure 10.12.

10.3 The ERAM0 prototype

To demonstrate that the ERAM scheme with grounded mesh was functional and could meet the
expected performances, a first ERAM prototype, named ERAM0, was built and tested. The tests
and performance studies were presented in Ref. [4]. Accordingly, this section summarizes and
reproduces the most significant studies there described.

10.3.1 Production

The ERAM0 was developed on the basis of the already existing Micromegas PCB used in the
original ND280 TPCs. Therefore, the module had a sensitive area of 36×34 cm2 and was covered
by pads of 0.98×0.70 cm2.The pad surface was covered by a 200 µm insulating layer and a 50 µm
Kapton (Apical) with a thin Diamond-Like-Carbon (DLC) layer. The resistivity was measured to
be of 2.5 MΩ/□. On top of this surface, a bulk Micromegas was built, with a 128 µm amplification
gap. The electronics were the same developed and in use for the T2K TPCs, based on the AFTER
chip [453].

10.3.2 Beam test setup

To study the performances of the ERAM0 module a beam test was set up during the summer of
2018 at the T9 beamline at CERN. For the test, the ERAM0 module was installed in the HARP
TPC field-cage [528], see Figure 10.13. The HARP TPC consists on a cylindrical volume of 2 m
long and a diameter of 0.8 m, providing a drift distance of 1.5 m. The cathode is located at one
of the cylinder ends at about 50 cm from the edge of the external cylinder. During normal data
taking the cathode voltage was set to 25 kV creating a drift field of 167 V/cm from the cathode to
the anode. On the anode, located in front of the cathode, a circular flange closed the cylinder and
held the ERAM0 module.
The HARP TPC was filled with T2K’s gas mixture, namely Ar:CF4:iC4H10 (95:3:2), via a simple

FIGURE 10.13: Images of the instrumented HARP TPC (left), the location of the 55Fe radioactive source
in the cathode (center) and ERAM0 module prior to installation (right).



Chapter 10. The High-Angle Time-Projection-Chambers 180

gas system consisting of a single line. Before the start of the data taking, the TPC was extensively
flushed with Nitrogen gas to remove impurities. Later, it was flushed with the final gas mixture
with a volume of gas equivalent to 3 or 4 TPC volumes. The nominal flow rate during operation
was kept at about 25 L/h. Temperature measurements on the exhaust line were also taken to
monitor the environmental conditions affecting the gas density.
The HARP TPC was placed in the T9 beamline at CERN using a copper target to have an hadron
enriched beam configuration. For the studies here described positively charged particles from the
beam were collected as well as cosmic rays and signals from a 55Fe radioactive source located in
a Mylar window at the cathode. A series of instruments along the beamline were used in order
to build a trigger system. It consisted of three plastic scintillators and two Cherenkov detectors.
A selection criteria for the different particle types was done by combining the signals from those
detectors.
In standard conditions, the ERAM0 was operated at 340 V. The settings chosen for the AFTER
chip were a sampling time of 80 ns, a shaping time of 600 ns and the charge to saturate the ADC
was 120 fC, providing a sufficiently large dynamic range for all the studies. Data was taken at
different drift distances of 10, 30 and 80 cm by shifting the location of the TPC in perpendicular
to the beam. Additionally, a scan of the ERAM was made varying its voltage in the range from
330 to 380 V.

10.3.3 Track reconstruction

Each data run consisted of a mixture of beam tracks, cosmic rays and 55Fe signatures. Therefore a
simple 3D track reconstruction algorithm was developed in order to remove noise and to separate
cosmic and beam tracks. The selection algorithm looked for connected groups of pads, i.e. pad
clusters, at the beginning and at the end of the module. If connecting the clusters on both sides
was possible through a straight line of hits, the track was accepted. An example of reconstructed
tracks is show in Figure 10.14.

0 5 10 15 20 25 30 35

Column

0

5

10

15

20

25

30

35

40

45

R
ow

0

50

100

150

200

250

300

350

400

0 5 10 15 20 25 30 35

Column

0

5

10

15

20

25

30

35

40

45

R
ow

0

50

100

150

200

250

300

350

400

FIGURE 10.14: Example of the selection algorithm performance on a single data event showing a raw
event (left) and a selected track (right). Figures from Ref. [4].

In addition, a reconstruction algorithm based on the DBSCAN clustering algorithm [529] was
also tested as a potential solution for the final HATPCs reconstruction. An example of one event
reconstructed using the DBSCAN-based algorithm is presented in Figure 10.15.

10.3.4 Calibration and gas monitoring

The attenuation length of electrons in the gas was measured as a function of the time elapsed since
the start of the beam test. To do it, vertical cosmic tracks at different drift distances were selected.
At each distance the average measured charge was computed and the resulting distribution fitted
with an exponential function as presented in Figure 10.16. The results are shown in Figure 10.17.
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FIGURE 10.15: Example of the DBSCAN 3D matching algorithm performance for the raw event (left)
and the reconstructed tracks (right). The time is expressed in units of 80 ns. Figure from Ref [4].
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FIGURE 10.16: Average charge versus drift time
for 2 sets of data taken at the beginning and at the
end of the test beam period. Figure from Ref. [4]
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FIGURE 10.17: Evolution of the signal attenuation
length during the data taking. Figure from Ref. [4]
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A reduction of the attenuation length was observed indicating a progressive degradation of the gas
quality. The attenuation length, however, was reasonably small along all runs, as it was always at
least twice the maximum drift length in the HARP TPC.
The drift velocity of the ionized electrons was computed using the time difference in signals
generated by cosmic tracks crossing the cathode and the anode divided by the drift length, as
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illustrated in Figure 10.18. A smooth reduction of the drift velocity can be observed in Fig-
ure 10.19. After a maximum was reached in the gas quality following the initial TPC gas purge
an insufficient flow rate lead to a progressive deterioration of the gas quality. Eventually, the drift
velocity was low enough (below 4.45 cm/µs) for the tracks near the cathode to not be recorded,
as the electronics only collected data for short time windows. This experimental conditions were
not planned. Consequently, investigations were made to better understand the origin of the gas
quality degradation. For T2K’s gas mixture at the electric field of 167 V/cm simulations lead to an
expected drift velocity of 6.8 cm/µs. However the maximum measured drift velocity was instead
of 5.6 cm/µs. Simulations showed that the observed reduction of the drift velocity was compatible
with the presence of H2O in the gas. A possible increase over time from 1500 ppm to 3000 ppm
could explain the measured values. The presence of water in the gas would also explain the mild
degradation observed in the attenuation length, which would have been much severe if instead
of H2O the contaminant would have been O2. Hence, data suggests that the HARP TPC field
cage progressively released water vapor into the drift volume. A large humidity on the inner side
of the field cage is likely due to the fact that the HARP TPC was stored in air for several years.
However, the role of humidity was underestimated and the TPC was not dried before bringing it
back to operation. Hence, under this possible interpretation, the initial TPC purge removed most
of the water vapor, however, the nominal flow rate of about 30 L/h was not enough to effectively
remove the constant release of water molecules from the TPC walls which kept on increasing its
concentration over time.
Nonetheless, the gas quality degradation did not significantly affect the main goal of this stud-
ies which was to validate the performance and functionality of the resistive Micromegas. The
presence of contaminants in the gas reduces the amount of ionization reaching the Micromegas
and therefore, any measured performances constitute a lower bound of the expected performances
under optimal running conditions. In any case, the decision was taken to center the analysis in
0.8 GeV/c runs, which had the best working conditions.

10.3.5 Gain studies

The Micromegas gain and its uniformity are key elements for successful particle identification in
the TPC. The gain of the resistive Micromegas module was measured using 55Fe signatures. The
uniformity of the gain was measured with cosmic rays.
The measured spectrum of the 55Fe source is presented in Figure 10.20a. Both the 2.9 keV and
the 5.9 keV photon emissions are visible. For the larger peak an energy resolution of 8.9% was
obtained. Despite being measured on significantly more challenging conditions, this result is
comparable to that in T2K’s bulk Micromegas [456]. The 55Fe 5.9 keV signatures can be used to
compute the gain by computing the ratio of primary to secondary electrons. The primary number
of electrons is known by dividing 5.9 keV by the mean ionization energy for the TPC gas mixture.
The secondary number of electrons is extracted by converting the ADC mean counts into electrons
via the known electronics specifications. The dependence of the gain and of the resolution with
the ERAM voltage, is presented in Figure 10.20b, revealing the expected exponential dependence.
The voltage scan was performed at the end of the beam test, when the gas quality was lower,
affecting both the gain and the energy resolution. To illustrate the role of this degradation, data
taken at -340 V at the beginning of the data taking is also shown. As expected, the decrease in the
gas quality translated into a progressive reduction of the gain, see Figure 10.20d.
To study the gain uniformity, i.e. the uniformity in the gain measured in individual pads, cosmic
tracks were used. The underlying reason for this was that due to the placement of the 55Fe source
it only illuminated the central region of the ERAM. The uniformity was studied by measuring the
average charge on each pad. To reduce the effect of tails to this charge distributions a truncated
average was used such that only the 70% of hits with lower charge from each track were used to
fill the distributions. The results are presented in Figure 10.21. Except for the pads at the edge
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of the Micromegas, which collect roughly half of the typical charge due to the smaller number of
surrounding pads contributing to the signal spreading on the measured pad, the gain uniformity
was better than 3%.
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10.3.6 Characterization of the charge spreading

The main difference in the ERAM when compared to the traditional bulk technology is the spread-
ing of the charge signal, a phenomenon described in Ref. [530]. The spreading can be clearly ob-
served in the ERAM0 signal waveforms of adjacent pads. As presented in Figure 10.22, the pads
adjacent to the one collecting most of the charge contain a signal smaller in amplitude and longer
in time. In order to characterize the size and the timing of the signal spread nearly horizontal
tracks were selected.
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A cluster is defined as the set of fired pads on the same column (row for vertical tracks) and the
pad multiplicity as the number of pads in a given cluster. The pad multiplicity per cluster and the
fraction of charge in the pad with largest signal (qmax/qcluster) are presented in Figure 10.22.
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Figure 10.23 shows the difference in peak time between the leading pad and the other pads. The
delay of the charge spreading can be up to few µs for clusters with a pad multiplicity of three. In
Figure 10.23 the time difference between the leading and the second (third) pad is also presented
as a function of the fraction of signal in the leading pad. Such fraction is a proxy for the position
of the track. Decreasing the fraction corresponds to move closer to (away from) the second (third)
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pad, and therefore, it can be used to extract an estimation of the velocity of the charge spreading.
In the limit of large charge fraction in the leading pad the difference in time peak between the sec-
ond and the third pad should converge to the same value, which corresponds to the time needed
by the charge to spread along half a pad width. From these considerations, a charge spreading
velocity of about 0.6 cm/µs was measured.

10.3.7 dE/dx resolution

As the TPC’s PID criteria is built upon momentum and dE/dx measurements, achieving high
resolution in this two figures-of-merit is crucial. In particular, the new ERAMs are expected to
provide a dE/dx resolution similar to 8% for minimum ionizing particles crossing the full length
of two ERAM modules.
To study the dE/dx capabilities of the ERAM0 the truncated mean method, also used in current
ND280 TPCs, was employed. Namely, the clusters of each track were sorted from lower to
higher total charge, and only a fraction of them with the lower charge was used to compute
the mean deposited energy. To avoid potential biases, clusters on the edges of the Micromegas
were ignored. The result of using the truncated mean method is presented in Figure 10.24. An
optimal truncation factor of keeping the lowest 62.5% clusters was used, corresponding to retain
21 clusters of a possible maximum of 34.
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The deposited energy distribution for different triggers is presented in Figure 10.26a. The double
peaked spectrum of the distribution with pion trigger indicates a low purity on the selected tracks
since a large fraction of them were positrons. Such a low purity is attributed to the sub-optimal
performance of the Cherenkov trigger modules. Figure 10.26b shows the deposited energy for
pion triggers taken at different drift distances. After applying corrections to account for the dif-
ferent gain and attenuation lengths comparable dE/dx spectra were obtained, see Figure 10.27.
Deposited energy resolutions in the interval from 9.0% to 11.2% were measured. These values
account for drift distances up to 85 cm, similar to the maximal drift distance of the HATPCs.
Such resolutions, correspond to the performance expected from tracks creating 34 clusters in the
ERAM. However, depending on the angle a lower or higher number is expected in the HATPCs,
where an array of 2×4 ERAMs is used. To extrapolate the recorded performances, the deposited
energy resolution was measured as a function of the number of clusters used to computed the
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truncated mean. The results are presented in Figure 10.28. The trend is fitted with

σ(dE/dx)

(dE/dx)
= A nB (10.2)
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Where n is the number of clusters and A and B are free parameters with best fit values presented
in Table 10.3. In light of this results, with two ERAMs an excellent dE/dx resolution similar to
7% was expected.

trigger momentum [GeV/c] drift distance [cm] A B
0.8 80 51.9± 2.9 −0.46± 0.02

positron 0.8 30 47.5± 2.6 −0.45± 0.02
0.8 10 46.2± 2.5 −0.44± 0.02

TABLE 10.3: Values of A and B for different triggers. Table from Ref. [4].

10.3.8 Spatial resolution

The main advantage of the ERAMs technology is the charge spread, which allows to better es-
timate the track path. To do so, it is necessary to combine the measurements of multiple pads
in the same cluster and to map their outcome into a position estimate. Such map, however, is
not easy to build as the discretization of the true charge profile into pads of finite size induces
position dependent biases. Due to this, the barycentric mean of the pad position, i.e the center of
charge (CoC) of the cluster, is a limited estimator of the position. A more refined approach is to
parametrize the spreading over the pads via the Pad Response Function (PRF) method, defined as

Qpad/Qcluster = PRF (xtrack − xpad) , (10.3)

where xpad is the pad center, Qpad is the charge on the pad and Qcluster is the total charge on the
cluster containing the pad. The PRF was parametrized using the ratio of two symmetric 4th order
polynomials, as proposed in Ref. [531]

PRF (x,Γ,∆, a, b) =
1 + a2x

2 + a4x
4

1 + b2x2 + b4x4
. (10.4)

The coefficients a2 and a4, and b2 and b4 can be expressed in terms of the full width half maximum
Γ, the base width ∆ of the PRF, and two scale parameters a and b.
To infer the position of the track, the χ2 between Qpad/Qcluster and PRF (xtrack − xpad) was
minimzed using

χ2 =
∑
pads

Qpad/Qcluster − PRF (xtrack − xpad)√
Qpad/Qcluster

. (10.5)

The analysis was performed in several iterations. In the first iteration the CoC method was used
to extract the track position. Then, based on the CoC, the track was fitted with a straight line.
The PRF scatter plot was filled and the distribution of Qpad/Qcluster was obtained for each bin
in xtrack − xpad. The peak and the full width half maximum were then taken as estimators of
Qpad/Qcluster and its uncertainty. This procedure is shown in Figure 10.29.
The spatial resolution is defined with the residuals xtrack − xfit for each cluster. The obtained
distribution was fit with a Gaussian and the σ was considered as the final spatial resolution.
The improvement obtained with the PRF method compared to the CoC method is shown in Fig-
ure 10.30. Hence, using the PRF method, an outstanding spatial resolution at the level of 300 µm
was achieved for horizontal tracks over the whole Micromegas.
To study the angular dependence of the spatial resolution cosmic tracks were used, since beam
tracks were highly horizontal. The dependence of the spatial resolution on the angle in the de-
tector plane, using the CoC method, is shown in Figure 10.31. Due to the limited geometrical
acceptance of the cosmic trigger only tracks with drift distances between 50 and 100 cm and with
angles between 0 and 20 degrees were used for this study. The rectangular shape of the pads
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as a function of the column number. Figures from Ref. [4].

(0.98×0.70 cm2) accounts for the different performance results for beam and cosmic tracks.
The impact of the drift distance on the spatial resolution was studied. Ionization electrons travel-
ing longer distances are expected to be more affected by the transverse and longitudinal diffusion.
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The average spatial resolution for pions, positrons and protons at different drift distances is pre-
sented in Figure 10.32 showing an acceptable level of degradation along the drift distance. The
spatial resolution was also studied for different Micromegas voltages using only with 1 GeV/c
pion triggers at a drift distance of 30 cm. For higher voltages larger gains are achieved such that
enough charge reaches pads further away to increase the pad multiplicity of the clusters. A larger



Chapter 10. The High-Angle Time-Projection-Chambers 190

multiplicity is then translated into better spatial resolutions as presented in Figure 10.33.

10.3.9 ERAM0 analysis conclusions

The performances of the ERAM0 module were excellent and validated the use of this technology
in the HATPCs. The measured dE/dx resolution and uniformity were compatible to those in the
bulk Micromegas. Finally, the spatial resolution was proven to be greatly improved in the ERAM.

10.4 The ERAM1 prototype

After the successful tests of the ERAM0 module, a new module, named ERAM1, was built and
test using beam tracks at DESY in 2019. The main goal of the ERAM1 prototype was to charac-
terize the performance of the ERAM technology using the final readout electronics and layout of
pads.

10.4.1 Production

In fall 2018, after the ERAM0 beam test data was collected, the global design of HATPCs was
finished. The sub-detector envelops were defined and the size of the ERAM modules set to be
420× 340 mm2 with 32× 36 rectangular pads of size 10.09× 11.18 mm2. The ERAM1 module
used this final layout and had a DLC foil resistivity of 200 kOhm/□, close to the final value. The
resistivity of the foil was measured at critical steps of the manufacture process, which showed
non-uniformities at the level of 20%. The detector readout electronics consisted on the final
boards for the ERAMs and were mounted following the final expected design, earlier presented
in Sec. 10.2.2. Remarkably, whereas the ERAM0 consisted of 1728 pads the ERAM1 consisted
of 1152 pads and, therefore, the ERAM1 tests had also as a goal to validate the total pad number
reduction.

10.4.2 Beam test setup

FIGURE 10.34: View of the experimental setup for the ERAM1 beam test at DESY. Figure from Ref. [5].

The prototype was mounted on a short TPC with a 15 cm drift distance and was exposed to an
electron beam at the DESY II test beam facility [532]. DESY II provides electron beams of
1 − 6 GeV/c. In the test beam area a large solenoid was available and it was able to provide a
magnetic field of up to 1.25 T. However, the solenoid was set up to provide 0.2 T since this is
the nominal magnetic field in ND280. The magnet was mounted on a movable platform allowing
to precisely change the TPC position both horizontally and vertically. Additionally, it allowed
to precisely change the rotation angle. An image and a sketch of the setup is presented in Fig-
ure 10.34. A magnetic field of 0.2 T, perpendicular to the beam axis, was used in most of the
collected data. The TPC holding the ERAM1 was operated with T2K gas mixture the quality of
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which was constantly monitored during the data taking. The oxygen contamination was kept at
around 30 ppm and the gas conditions were good all along the beam test. As the beam consisted
only of electrons a simple trigger configuration was used. It consisted of a set of four consecutive
scintillation counters mounted in front of the magnet. The coincidence between them was used
as a beam trigger. Additionally, a second set of counters placed above and below the magnet was
used to collect cosmic tracks.
Under nominal conditions the prototype was operated at a voltage of 360 V, a sampling time of
40 ns, a peaking time of either 200 ns or 412 ns and a gain of 120 fC. The momenta of selected
electrons varied from 0.5 to 5 GeV/c. Several scans were carried out changing the drift distance,
the ERAM voltage, the peaking time and switching on and off the magnetic field. The standard
T2K drift field of 275 V/cm was used, significantly larger than that of 167 V/cm used in the
ERAM0 tests, and a stable drift velocity of 7.68 ± 0.03 cm/µs was measured and validated by
the use of a gas monitoring chamber identical to those used in the original ND280’s gas system.

10.4.3 Track reconstruction

The DBSCAN-based reconstruction algorithm developed in the study of ERAM0 test beam data
was used to reconstruct tracks for the ERAM1 prototype. A track was selected if it crossed the
whole detector length without breaks or splits, namely events with more than one cluster in a given
column were rejected. Events with more than one track crossing the detector close to one another
were also rejected by applying a cut on the pad multiplicity in each cluster. The multiplicity cut
was optimized for different voltages and electronic shaping times. Examples of the event displays
are shown in Figure 10.35.
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FIGURE 10.35: Displays of an accepted single track event and a rejected multi-track event. Figure from
Ref. [5].

In the ERAM0 prototype tests only horizontal tracks were considered. In reality, however, tracks
will enter the HATPC with different angles. For tracks projections in the pad plane which are
parallel to the sides of the pads transverse spreading is defined precisely within the given column.
However, for tracks entering the ERAM at an arbitrary angle the longitudinal and transverse
spreading, i.e. the spreading along or in perpendicular to the track direction, are intertwined. In
order to distinguish these two contributions the cluster patterns were generalized in the study of
the ERAM1 prototype, as presented in Figure 10.36. Then, depending on the track angle, one of
the former patterns was chosen and repeated to pave the whole set of pads in order to divide each
track into clusters.
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FIGURE 10.36: The different cluster patterns that can be used depending on the track (red line) angle.
Figures from Ref. [5].

10.4.4 Spatial resolution

The PRF method, earlier described in Sec. 10.3.8, was built using an iterative method. Results
are presented in Figure 10.37.
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FIGURE 10.37: PRF scatter plot (left) and final fitted PRF function (right). The red vertical lines corre-
spond to the pad borders. Figures from Ref. [5].

The spatial resolution was studied for different samples. In the first place, its dependence with he
drift distance is presented in Figure 10.38a, showing a mild degradation with the drift, as expected.
In the second place, the position resolution for different voltages is presented in Figure 10.38b.
In both cases, excellent performances were obtained.
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FIGURE 10.38: Spatial resolution dependence with the drift distance (a) and the ERAM voltage (b). The
points and their errors correspond respectively to the mean of the spatial resolution across the ERAM
columns and its RMS. Figures from Ref. [5].

The spatial reconstruction of inclined tracks is expected to be worse than for horizontal ones. In
the current ND280 TPCs, see Sec. 5.5.6, the resolution degrades as a function of the track angle
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from 600 µm to values slightly above 1 mm [456]. In order to study this dependence in the ER-
AMs, the spatial resolution was computed for tracks at different angles using the different cluster
patterns earlier presented in Figure 10.36. The results, presented in Figure 10.39, revealed that
for regular column clusters the spatial resolution degrades with the track slope. However, using
alternative cluster patterns translated into significant performance improvements. It is worth not-
ing that the rectangular pad shape makes of the diagonal pattern a better choice for 48◦ tracks
than for 45◦ tracks. Therefore, tracks inclined with 50◦ were reconstructed better than 40◦ tracks.
Remarkably, by taking the best clustering algorithm at each angle a spatial resolution better than
600 µm can be achieved for all inclinations significantly outperforming the bulk Micromegas even
with a reduced number of pads.
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FIGURE 10.39: Spatial resolution w.r.t. track angle within the MM side obtained with different cluster
definitions. Figure from Ref. [5].

The mean value of the residuals was also an important metric as it defines the position recon-
struction biases. This biases arise due to the finite segmentation of the pads and therefore it is
particularly interesting to analyze the dependence of the biases with respect to the track posi-
tion in the pad. The results are presented in Figure 10.40. Individual PRFs were used for each
column. The resolution oscillates with the track position as tracks closer to one of the leading
pad borders produce larger signals in the neighboring pads enhancing the position reconstruction.
Figure 10.41 presents the results of the reconstructed position biases. In general, the observed
biases were smaller than the spatial resolution and therefore are expected to be negligible. This
is only not true in the most downstream part of the detector where larger biases were observed.
This was attributed to non-uniformities in the resisitive foil which are going to be discussed later.

10.4.5 dE/dx resolution

The analysis of the ERAM1 prototype introduced a new method to characterize the energy depo-
sition in each cluster. Instead of using Qsum, i.e. the sum of the waveforms’ maximum for all
pads in the cluster, a new estimator named WFsum was tested, consisting on using the maximum
of the summed waveforms. The new method has the advantage to prevent double counting the
charge being spread.
As in the case of the ERAM0 analysis the truncated mean method was used to study the energy
deposit of tracks. Optimizations analogous to the previous analysis were made to determine an
optimal truncation which kept the lower 70% of signals from each track.
Results of the dE/dx resolution for the two estimators described above are presented in Fig-
ure 10.42. As expected, the WFsum method gives a better dE/dx resolution similar to 9.0%.
In addition, the results were robust to changes in the shaping time.
The dE/dx resolution was also studied for tracks crossing the ERAM at an arbitrary angle. As
earlier discussed, different cluster patterns can be used to have an improved segmentation of the



Chapter 10. The High-Angle Time-Projection-Chambers 194

2.5− 2.0− 1.5− 1.0− 0.5− 0.0 0.5 1.0 1.5
Y [cm]

800−

600−

400−

200−

0

200

400

600

800m
]

µ
B

ia
s 

[

5

10

15

20

25

2.5− 2.0− 1.5− 1.0− 0.5− 0.0 0.5 1.0 1.5
Y [cm]

0

50

100

150

200

250

300

350

400

450

500

m
]

µ
R

es
ol

ut
io

n 
[ 5

10

15

20

25

FIGURE 10.40: The resolution and the bias of the track reconstruction over the position in the pad for
various columns. The pad borders are represented with vertical lines. In this coordinate system, the beam
is centered around Y = −0.5cm, but tracks are also measured on the neighbor pads due to the beam
spread. Figure from Ref. [5].
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FIGURE 10.41: The spatial resolution and bias fluctuations observed for the different position of the track
in the pad. Dots represent the mean value in a given column, filled areas correspond to the RMS, and error
bars represent minimum and maximum values. Figure from Ref. [5].

FIGURE 10.42: dE/dx resolution dependence with the drift distance using a magnetic field of 0.2 T and
peaking times of 200 ns (left) and 412 ns (right). Qsum method consists in summing the maximum of the
waveform in each pad of the cluster while WFsum corresponds to maximum of the summed waveforms
in a cluster. Figures from Ref. [5].

track in clusters. However, the track path length in an irregular cluster might change as a function
of its true position. In the fully vertical or horizontal rectangular clusters straight tracks with the
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same angle have always the same dx. However, for diagonal clusters dx can vary between 0 and
the diagonal length of the pad. This is shown in Figure 10.43 where the distribution of the charge
as a function of the dx for tracks at an angle of 45 degrees is presented showing a non-linear
dependence. This arises from the fact that each cluster sees not only the direct charge due to the
primary ionization but also is affected in a non-trivial way by the charge spreading in its neighbor
pads.

FIGURE 10.43: Charge distribution as a function of dx for 45◦ tracks. Figure from Ref. [5].

In order to correct the dx in each cluster, the charge in each slice of dx was fit with a Landau
function and characterized by its most probable value (MPV). The distribution of the MPVs as
a function of dx was then parametrized with a third degree polynomial, see Figure 10.43. The
estimated charge in each cluster is weighted by the corrected dx and then the truncated mean
method was applied. Examples showing the role of this correction are presented in Figure 10.44.

FIGURE 10.44: dE/dx distributions and resolutions for 40◦ tracks with and without correcting for the dx
using a peaking time of 200 ns (left) and 412 ns (right). Figures from Ref. [5].

The deposited energy resolution as a function of the track angle is shown in Figure 10.45. As
expected the diagonal clustering, after the dx correction, provides the best resolution thanks to
the larger amount of clusters in which the track is sampled.
To study the expected performance with two modules the dE/dx resolution dependence on the
number of clusters was studied, in a fashion analogous to that earlier presented for the ERAM0
prototype. The results are presented in Figure 10.46. In view of the results and using the fitted
functions for tracks crossing the length of two ERAM modules an energy resolution similar to
6% is expected for all possible angles.



Chapter 10. The High-Angle Time-Projection-Chambers 196

FIGURE 10.45: Angular dependence of the dE/dx resolution. Column clustering was used from 0◦ to 40◦,
otherwise row clustering was used. The shaping time in the left (right) plot was set to 200 ns (412 ns).
Figures from Ref. [5].

a b

FIGURE 10.46: dE/dx resolution versus the number of clusters for 45◦ tracks (left) and for 0◦ and 90◦

tracks (right) using a peaking time of 412 ns and a magnetic field of 0.2 T. The data is fit with Eq. 10.2.
Figures from Ref. [5].

10.4.6 RC map characterization

As anticipated in Sec. 10.2.1, the RC product determines the charge spreading behavior. An RC
map was reconstructed using horizontal tracks from data taken doing scans in the y-direction at
a peaking time of 412 ns. The RC values were extracted from an analytical model of the charge
dispersion adjusted to the waveforms measured in the pads. Such analytical model relies on the
fact that the total induced charge on a rectangular pad is given by the integral of the charge density
function over its area [526]:

Q(t) =
qe
4

[
erf(

xhigh − x0√
2σ(t)

)− erf(
xlow − x0√

2σ(t)
)

]
×[

erf(
yhigh − y0√

2σ(t)
)− erf(

ylow − y0√
2σ(t)

)

] (10.6)

where qe is the initial charge, (x0,y0) is the track position and xhigh, xlow, yhigh and ylow are the
pad boundaries. The time-dependent spread width is σ(t) =

√
(2t/RC) + ω2 where ω sizes the

transverse diffusion. The longitudinal diffusion was neglected as the maximum drift distance was
only of 15 cm.
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The former equation describes only the spread of the charge on the foil, however, to translate it
into the measured waveforms it is necessary to account for the characteristics of the electronics.
To parametrize the electronics shaping time effects I(t) dedicated simulations were used. The
final waveform prediction by the model was then given by a numerical convolution of Q(t) and
I(t).
For this studies, horizontal tracks were used. To calculate the RC first the waveform of the leading
pad was fit with I(t) and then the two neighbor pads were fitted simultaneously using a convolu-
tion of I(t) with Q(t). Using the resulting RC, a second simultaneous fit of the two neighboring
pads waveform was done using separate Q(t) functions to account for the possible different track
distances to each of the two pads. Since horizontal tracks were considered only the y0-position
of the track was fit and no constraints were imposed to the x-position. The track position y0 is
obtained with the PRF χ2 minimization method earlier presented in Eq. 10.5. Figure 10.47 shows
an example set of waveforms associated to a single cluster with the fit results for the leading pad
and its two side neighbors.

a b c

FIGURE 10.47: Example of waveform fit results for the leading pad (b) and its neighbors (a) and (c) in a
given cluster. Figures from Ref. [5].

A second method was used to compute and validate the RC values extracted with the analyti-
cal model described above. The alternative procedure was built upon the strategy described in
Sec 10.3.6 to measure the spread velocity. It used the time delay ∆t1,2 = tLeading Pad − tNeighbor
and the ratio of amplitudes of the neighbor pads and the leading pad to estimate the track position
y0. Then, the RC was extracted using:

∆t1 −∆t2 = RC × L× y0 (10.7)

where L is the pad length.
The reconstructed RC maps using the two models described above are presented in Figure 10.48.
Both methods led to similar results. An RC non-uniformity of about 30% was measured with
both methods.

10.4.7 ERAM1 analysis conclusions

The study and characterization of the ERAM1 performances validated the final ERAM layout us-
ing 2/3 of the pads in T2K’s bulk Micromegas and the use and configuration of the new electronic
boards. From the point of view of the physics performances excellent dE/dx resolutions, similar
to 6% for the length of two ERAMs, were achieved for all possible angles. The measured spatial
resolution was also excellent, being better than 600 µm for all angles. Remarkably, this translates
into a worse spatial resolution in the ERAMs comparable to the best one in the T2K’s bulk Mi-
cromegas. Additionally, it was proven that the RC map of the prototype could be reconstruction
using tracks and its uniformity was measured to be similar to 30%.
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FIGURE 10.48: The RC (ns/mm2) map obtained using the fit from the analytical model (left) and the time
difference method (right) described in the text. Figures from Ref. [5].

10.5 Final ERAM production and testing

The production of the final ERAMs to be used in the HATPCs started in the second half of 2021,
and it is currently ongoing. In total, 40 ERAMs will need to be manufactured consisting of 32
ERAMs to instrument the two HATPCs plus 8 spares. For the upcoming discussion it is worth
noting that the structure of an ERAM module has been presented earlier in Figure 10.11.

FIGURE 10.49: The picture on the left shows an ERAM PCB which is being glued to the stiffener in the
picture on the right.

For the commissioning a dedicated test bench was mounted at CERN towards the end of 2021.
The procedure is analogous to that made over 10 years ago to commission the bulk Micromegas
modules, for which further details can be found in Ref. [456]. In the ongoing test bench, for
each module the ERAM PCB, an example of which is presented in Figure 10.49, is manufactured
at CERN and delivered to the test bench facility. Then, the PCB undergoes an initial round of
validation tests. First, the mesh is powered up to 350-360 V to verify that the PCB can withstand
high voltages. Second, the electronics are connected and used to collect pedestal runs, i.e. noise
waveforms for each channel, the values of which are checked to be within reasonable intervals.
Lastly, input squared signals are pulsed onto the mesh and the induced signal response in the
ERAM pads is measured to check its uniformity and the absence of dead pads. If all of the former
checks are successful, the PCB is glued into the aluminum stiffener, as presented in Figure 10.49.
The gluing process is irreversible such that the verification of the ERAM quality needs to be
definitive prior to this step. After the gluing is done, new pedestal runs and mesh pulsing tests are
made in order to ensure that the module has not been damaged during the gluing process. Finally,
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each ERAM is installed into the test bench TPC, see Figure 10.50. It consists of a flange with a
single ERAM, a short drift volume with a depth of 35 mm and a robotic arm hosting a 355 MBq
55Fe radioactive source. The radioactive source is collimated to illuminate a single pad and the
robotic arm is used to perform a scan of all the pads on the plane. The result is an 55Fe spectrum
measured in each pad of the ERAM. An example of such a spectrum is presented in Figure 10.51.
The set of spectra is used to validate the final module performance and it is considered as good
if no outliers are observed. A full scan result is presented Figure 10.52. In this case, a grid-like
structure is observed as a result of a non uniformity of the amplification gap, an effect which was
corrected in the production of the subsequent ERAMs.

FIGURE 10.50: The picture on the left shows the
test bench TPC setup. The picture on the right
shows

FIGURE 10.51: Spectrum of the 55Fe source
measured in a single pad with the test bench
setup.

FIGURE 10.52: Summary plot of the 55Fe scan of one of the final ERAM module.
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Chapter 11

The SuperFGD

“The most exciting science requires the most complex in-
struments. ”

– BARRY BARISH

SuperFGD is a novel neutrino target to be installed in ND280 as the cornerstone of its upgrade [3].
This Chapter reviews the characteristics of this technology, first presented in 2017 [533], and de-
scribes its final design and construction method. The validation tests and results from small pro-
totypes [533, 534] and the final characterization of this technology using a larger prototype [6] are
presented. This Chapter also reviews a novel reconstruction technique for SuperFGD consisting
in the classification of three-dimensional signals using a Graph Neural Network [7]. Finally, this
Chapter shows how SuperFGD is expected to identify neutrons and measure their kinematics [8].

11.1 Introduction and overview

Since the early stages of planning for an upgrade of the ND280 detector lowering the momentum
thresholds to detect hadrons was identified as a priority. In particular, the aim was to develop a
novel fully active neutrino target able to much better separate and identify short final state tracks
ending close to the neutrino interaction vertex. In addition, it was clear that the new detector
should have an isotropic acceptance as hadrons are oftentimes produced at high angles with re-
spect to the neutrino beam or even backwards in contrast to the typically forward going muons.
An evolution of the current ND280 FGD targets was proposed able to supersede almost all of
their current limitations. This novel detector, which would be much finely segmented than the
FGDs, was named SuperFGD. SuperFGD is based on the same instrumentation principles that
made of the FGDs successful detectors. However, the characteristics that are expected to greatly
improve its performance impose also very challenging technical problems relative to how to build
the detector.
Instead of being based on layers made up of long plastic scintillator bars intersected by a sin-
gle WLS fiber along its length, such as in the FGDs, SuperFGD is made up of an array of
184×56×192 plastic scintillator cubes of 1 cm3, see Figure 11.1. Therefore, in total SuperFGD
consists of almost 2 million cubes each weighting about 1 gram for a total active mass of 2 tons,
similar to the mass of FGD1 and FGD2 together. Each cube is intersected by three orthogonal
WLS fibers. One end of each fiber illuminates an MPPC, such that SuperFGD is read out on three
orthogonal 2D planes by a total of 56384 electronic channles. In turn, combining this images
allows to form a 3D representation of the event, as depicted in Figure 11.2. On the other end, the
fibers are exposed to a LED light injection system used to calibrate the detector.
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Scintillator  cube

WLS fibers

FIGURE 11.1: Sketch of SuperFGD showing a zoom in of a single cube. Figure from Ref. [3].
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FIGURE 11.2: Left: Visualization of the SuperFGD 2D signals measured in the three orthogonal planes of
MPPCs. Right: Reconstructed 3D view of the event by matching the projected 2D hits. For simplicity the
visualization is colorless, in reality, each MPPC hit will have an associated a signal amplitude indicative
of the tracks energy deposits. Figures from Ref. [7].

SuperFGD’s design offers a number of immediate benefits. In the first place, its fine 3D seg-
mentation allows to much better identify short tracks and its homogeneous segmentation provides
isotropic angular acceptance and accurate track range and vertex position estimates. In the sec-
ond place, the complementary measurements of the energy deposits from three fibers paired with
the increased scintillation light yield and the dedicated calibration system will provide excellent
calorimetric information allowing to build powerful PID variables. For instance, for a single MIP
hit the FGD light yield statistical fluctuations are similar to 20% whilst for SuperFGD are ex-
pected to be 5-10%. In the third place, SuperFGD will use custom electronics able to size the
light yield detected by the photosensors at a fast rate of 400 MHz (8 times faster than the current
FGDs) with no deadtime. This will boost SuperFGD’s ability to identify delayed signals which is
critical for the identification of neutrons and Michel electron decays. Finally, the 3D granularity
of SuperFGD paired with its excellent time resolution performances will open the possibility to
identify neutrons (never attempted with FGDs) and to reconstruct their kinematics by time-of-
flight.
Due to all of the above, SuperFGD is expected to have a major role in pushing T2K’s physics
measurements to the next level. However, in order to meet such high expectations many remark-
able challenges have been faced. In one hand, SuperFGD requires two million plastic scintillator
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cubes. For the 3D assembly to work very stringent tolerances in the cube production process
have been met. Moreover, a novel assembly technique has been developed. The heavy weight
of SuperFGD will be held in place by a box which has not only to withstand challenging static
gravitational loads but also to endure the Japanese seismic activity. The box will be made of thin
walls (about 4 cm thick) allowing particles to escape the detector with minor disturbances and
its panels will be drilled with 110k holes to allow optical connections from outside with the fiber
ends. The calibration system and readout interface (electronic boards, cables layout, crates) are
custom made. Finally, the detector elements need to be highly reliable as in many cases their
replacement will be virtually unfeasible once installed in ND280.

11.1.1 Cube production and detector assembly technique

The cubes, see Figure 11.3, were produced and assembled in Russia. Uniplast company
(Vladimir, Russia) was responsible for the cube manufacture via injection molding. The plas-
tic scintillator material consists of polystyrene doped with 1.5% of paratherphenyl (PTP) and
0.01% of POPOP. In order to optically insulate its surfaces, the cubes undergo an etching pro-
cess with a chemical agent. This process creates a layer of micropores in the external surface of
the polystyrene which significantly reduces its transparency. The cube fabrication is completed
by drilling three orthogonal through going holes with a diameter of 1.5 mm. The center of the
holes is placed at 3 mm in perpendicular from the closest two surfaces. The holes are by design
significantly wider than the 1 mm WLS fibers to facilitate the detector assembly.

Cube metrology

To determine the precision of the cube fabrication metrology studies were made using a digital
micrometer on 192 cubes. The measurements revealed that the etched surface increases by 60-
70 µm the cube size which, after the etching, is typically of 10.17 mm. The variation of the
side-to-side width was estimated to be similar to 30 µm. The positioning of the holes was studied
calculating the hole coordinates from microscope images of the cubes. The hole center distance
to the cube surface has a typical variation of 40 µm and the parallelism of the holes with respect
to a given surface is similar to 50 µm.

FIGURE 11.3: Picture of two SuperFGD cubes.

FIGURE 11.4: Picture of a 14×14 array of cubes
inserted with 1.4 mm diameter needles to check
their manufacture quality.
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Fishing line method

Given the small but non-negligible cube manufacturing non-uniformities it was necessary to de-
velop an assembly method able to distribute and absorb the cube variations along the cube grid
such that all of the ∼ 60k WLS fibers could successfully cross the 2 million cubes and have their
ends at predictable positions allowing to align them with the box holes.
With this goal the fishing line method was developed to assemble SuperFGD. The idea consists
on building the array of cubes using flexible plastic threads of 1.3 mm in diameter. This has two
obvious advantages. First, during the assembly process no damage is inflicted to the cubes given
the elasticity of the fishing lines, and second, once the fishing lines are removed and sequentially
replaced by WLS fibers the different diameter provides enough margin to ensure the smooth pass
of the fibers without damaging them.

Assembly

FIGURE 11.5: Steps for SuperFGD assembly. First (left) the fishing line is inserted sequentially in the
array of cubes held together by the needles. Second (middle) 184 strings of 192 cubes are accumulated.
Third (right) a full plane is made up joining together two half planes of 92 strings held together by spokes.

The cube quality is checked empirically by forming 14×14 cube arrays using needles with a
diameter of 1.4 cm, see Figure 11.4. Strings of 192 cubes are formed using fishing lines and
grouped in planes of 192×184 cubes, as illustrated by pictures in Figure 11.5.

FIGURE 11.6: Left: An upper view of the stack of 5 layers of 184×192 cubes with vertical needles
inserted. Right: Close up view of the same stack of cubes from one side showing some fishing lines
(white) replaced by WLS fibers (green).

To perform the 3D assembly the planes are aligned using an Aluminum profile corner. The planes
are held together in place by the insertion of needles at random positions and the WLS fibers
are sequentially inserted in the aligned holes. To validate the 3D assembly a series of tests were
made to align 2D planes. First, five planes of 184×192 cubes where stacked, and the alignment
of its holes successfully verified, see Figure 11.6. A higher wall was built on top of it on one
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side to reach the expected height of 56 layers. While being built 19 cm long needles of 1.4 cm in
diameter where inserted and removed always successfully. The final height of 56 cm was pierced
by 1 m long spokes with a diameter of 1.2 mm without blocks. Finally, 1 mm fishing lines were
inserted in all holes without problems. Additionally, tests were made to replace some fishing lines
by WLS fibers, always with a positive outcome.
The 15×56×192 cube array was used to study the potential effect of the structural deformations
due to the gravitational load of the cubes. In order to do so, the array was placed on top of a flexible
structure that allowed the cube array to be deformed creating a sag of up to 2 cm. Even in this
conditions, much more demanding that those foreseen in the final detector where the SuperFGD
box will allow a sag similar to 0.5 cm, no stress nor damage was observed in the bended fibers.

Metrology

The former assembly prototypes were used to do metrology tests in order to settle the final Su-
perFGD box dimensions. The five x-y plane of 184×192 cubes resulted in a typical outer size of
1895×1977 mm2. The wall of 15×56×192 cubes was used to measure the z-coordinate which
was of 577 mm. Consequently, the average cube size without gaps of 10.17 mm increased to an
effective size, with gaps, similar to 10.30 mm for all of the measured axis and, accordingly, the
typical gap size is of 60-70 µm at each side of the cube.

Final production and assembly

FIGURE 11.7: The final 56 layers for SuperFGD,
divided in two groups of 11 and 45 layers.

FIGURE 11.8: CAD drawing of the assembly
platform for the final detector construction. The
platform allows to comfortably and safely access
all of SuperFGD surfaces.

The successful validation of the assembly technique lead to the manufacture of the 2 million
cubes, starting in summer 2019, and finalizing at the end of 2020. The assembly of the 56 planes
of 184×192 cubes was completed at the beginning of 2021, see Figure 11.7, and stored for their
final installation. For their adequate placement in the SuperFGD box and to allow to safely and
efficiently do the installation from all of its sides a dedicated platform has been designed, see
Figure 11.8. The final cubes assembly is expected to take place in Japan in the second half of
2022.

11.1.2 Mechanical box

The mechanical box holding the SuperFGD cubes and hosting its photosensors, light calibra-
tion system and electronics is made up of composite material panels of rectangular shape.The
panel structure consists of a 36 mm core of Divinycell H250 sandwiched between two carbon
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FIGURE 11.9: Left: Exploded view of the SuperFGD box. The blue (yellow) surface is a G10-datum
(EPDM foam) layer. The green surface is the external G10 mounting layer showing pockets in the surfaces
where the photosensor PCBs are installed and flat surfaces where the calibration system will be placed.
The central gray volume corresponds to the cube envelope. Right: external view of the closed box. The
four lifting fixtures in the top corners will be removed after installing the box in ND280.

fiber planes of 2 mm each for a total width of 40 mm. Aluminum frames are mounted on the
sides of each Divinycell core forming a rigid skeleton that can be held together using screws,
see Figure 11.9. On top of the carbon fiber layer, in its inner surface, the plates are finished in
two different ways. Three of them (bottom, left and upstream) have an additional hard G10 layer,
named G10-datum layer, that creates a coordinate reference for the array of cubes. The other three
(top, right and downstream) have a soft EPDM foam to gently compress the cubes to their final
position. In its outer surface G10 mounting plates are glued. Two different shapes can be found
for them. The top and upstream planes host only MPPC boards and therefore its G10 external
surface has pockets to host the 8×8 photosensor boards. The bottom and downstream planes hold
exclusively the light calibration system and its G10 layers are designed to mount an interface for
the fiber ends. The left and right plates have half of its surfaces dedicated to photosensors with
the other half dedicated to the calibration system. The holes are drilled in each plate after the dif-
ferent layers are glued. Each hole has an external diameter of 3 mm but to help guiding the fibers
and reduce the impact of fiber-hole misalignments they are tapered on its inner side reaching a
diameter of 4 mm.

11.1.3 Fibers

FIGURE 11.10: Left: Y11 WLS fibers with glued connectors on one end. Right: CAD drawing of a
SuperFGD slice showing the cubes, the box profile and the fibers crossing the holes with connectors one
their end installed in close contact with the MPPCs.
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FIGURE 11.11: The pictures on the left show prototype tests of fibers protruding through a mock up box
before (top) and after (bottom) being cut. The sketch on the right illustrates the procedure.

The WLS fibers will consist in Y11 WLS fibers from Kuraray, the same model currently in use
in all of the scintillators in ND280, with a diameter of 1 mm. The purpose of the fibers is to
collect the scintillation light from the cubes, shift it towards the green and transport it due to total
internal reflection towards its ends only slightly attenuating the signal. On the end of the fiber
which illuminates the photosensor an optical connector is glued, as presented Figure 11.10, with
the help of a dedicated jig. The purpose of this connector is to hold the fiber in place and to ensure
good alignment between the fiber and the photosensor, crucial to ensure a high-quality light yield
determination with good uniformity across channels. To enhance the light emission the fiber end
is smoothened using a polisher before gluing it to the connector. On the opposite end, the fibers
are cut using a specialized nipper, see Figure 11.11, leaving the fiber exposed to the light emitted
by the calibration system.

11.1.4 Photosensors

FIGURE 11.12: a) CAD drawing of a group of 64 WLS fibers held in a G10 frame pocket using optical
connectors. b) picture of the backplane of an MPPC PCB. c) picture of the front-plane of an MPPC PCB.
d) Picture of a G10 prototype frame showing the pockets and drilled holes. The screw mounting points
are highlighted using red arrows and labels.

The light in each fiber is measured using an MPPC (Hamamatsu Photonics S13360-1325PE).
Each MPPC consists of a pixel array of 2668 pixels in a 1.3×1.3 mm2 surface. The MPPC signal
is proportional to the number of pixels fired by photons. The MPPCs are grouped in sets of 64
organized in 8×8 arrays using a custom PCB. In the contact surface the 64 MPPCs are placed
right on top of the fiber ends. In the opposite surface, a single connector is installed used to power
the MPPCs and read out their signals. The PCBs are attached to the G10 pockets using screws.
To allow all the PCBs to fit in the G10 frame without overlaps the boards are shaped forming a
puzzle pattern. Pictures are presented in Figure 11.12.
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11.1.5 Light calibration system

FIGURE 11.13: Left: Sketch of the light calibration system placements in the SuperFGD box. Right:
Detail of a single calibration module.

The light calibration system will be mounted on half of the SuperFGD box surfaces opposed to
the MPPC boards, see Figure 11.13. It will consist of calibration modules of two different sizes.
Each module is made up of a transparent light guide plate (LGP) with notches on its bottom
surface, a diffuser, a LED collimator and a set of blue LEDs. The bottom (wall) LGP modules
will have a length of 999.5 mm (568.4 mm). The working principle is illustrated in Figure 11.14.
An array of blue LEDs is installed in one side of the module, within a light collimator which is
used to improve the light uniformity. The LEDs illuminate the LGP where a set of notches reflect
a small fraction of the light in perpendicular to the plate. The diffuser board then distributes this
light over a larger surface to reach all fiber ends. When the LED blue photons enter into the fibers
they are shifted to a greenish wavelength and transported towards the other end where the MPPCs
measures them. For each individual channel a histogram of the signal amplitude collected by the
MPPC is built. This histograms have a set of peaks associated to the typical signal amplitudes
produced by a given number of photons creating a pattern that is often referred to as a finger plot,
later presented. Studying the position of the these peaks and the spacing between them allows to
calibrate the system. Therefore, it is not necessary that each fiber gets exposed to the same amount
of light, but instead, it is sufficient that enough light reaches each fiber to generate a finger plot.

FIGURE 11.14: Left: Pictures of the different elements of a calibration module. Center: Sketch of the
LED calibration system working method. Right: Picture of an assembled calibration module with the
LEDs switched on.

11.1.6 Readout electronics and DAQ

The SuperFGD front-end cards (FEBs) responsible to read the detector signals are built around
the CITIROC ASIC [517].
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FIGURE 11.15: Sketch of the main elements within the CITIROC ASIC. For each channel the MPPC
signal is split into a low-gain (LG) and a high-gain (HG) paths. Slow shapers are used to process the
signal amplitude sensed by peak detectors and digitized using 12-bit ADCs. A fast shaper (FSH) in the
HG path provides time information for the hit. Figure from Ref. [6].

The CITIROC

CITIROC-based electronics have also been recently to readout the BabyMIND detector. The
CITIROC chip, see Figure 11.15, reads a total of 32 channels. The signal of each channel is
split in two paths set at two different gains, low-gain (LG) and high-gain (HG), covering a large
dynamic range. Slow shapers connected to peak detectors digitized by 12-bit ADCs are used to
characterize the signal amplitude. A fast shaper is used to provide time information for the hit.
Additionally, the time of the signal rising edge (RE) and falling edge (FE) are measured. The
difference between the RE and the FE defines the time-over-threshold which is also indicative of
the signal amplitude. Consequently, each SuperFGD hit consists of a time stamp and LG, HG and
ToT amplitude estimates. Notably, the acquisition of signals starts a hold of about 10 µs. In this
hold the signals of all channels are processed. However, if two different signals are produced in
the same channel during the hold its HG and LG amplitude estimates are known to be unreliable.
Nonetheless, the ToT information can be used to spot this situations by identifying multiple REs
in the same channel and hold. When this happens, multiple hits are created for the channels
with the signal amplitude given by ToT. Due to the low rate of neutrino events and the sparsity
of triggered channels this situations are expected to be rare, however, having this information is
expected to be crucial, for instance, to identify reliably Michel electrons.

The FEBs, MIBs and OCBs

FIGURE 11.16: Left: Cable to connect the MPPC boards with the FEBs. Center: Detail of the MPPC
boards connector. Right: Drawing of multiple cables being collected towards one side of the detector.
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Each Front-end board has 8 CITIROCs each reading 32 channels. In total 221 FEBs are required
organized in crates placed on the sides of SuperFGD. Eight crates will be installed per side or-
ganized in two rows of four columns. Each crate will contain 12 FEBs as well as two Optical
Concentrator Board (OCB). The DAQ software will run on a hybrid Xillinx FPGA on the OCBs
with an integrated core computer running Linux. Each OCB will control the settings of 6 FEBs
and will be responsible for their data concentration and transfer. The MPPC PCB boards will be
connected to the FEBs using the cables shown in Figure 11.16. This cables, often referred to as
flat cables, have a single connector on one end that is attached to the PCB board and it is split in
two connector on the other end. This allows to guide all cables towards the sides without folding
them, as illustrated in Figure 11.18.

FIGURE 11.17: CAD drawing of half of the Su-
perFGD cables being routed towards one side.

FIGURE 11.18: CAD drawing of the crates of one
side installed in the SuperFGD box.

The flat cables will be connected to the FEBs using custom MPPC Interface Boards (MIBs). The
MIBs will work as an intermediate step guiding 8 cables, associated to 4 MPPC boards, to a single
FEB. Illustrative drawings and pictures are presented in Figure 11.19.

FIGURE 11.19: Left: A MIB being connected to an FEB. Center: A FEB with an MIB in place being
inserted in one crate. Right: Picture of the first final FEB.

11.2 First prototypes

The SuperFGD detector concept was first proposed in 2017 in Ref. [533]. On it, the first cube
prototypes were studied, and the cube array concept based on three orthogonal WLS fibers was
presented, see Figure 11.20. Via simulations, it was shown that the muon and proton tracking
efficiency of the detector could significantly outperform that of a bar-based scintillators, like the
FGDs. The article presented also the first cube prototypes and measurements involving an array of
eleven of those cubes. In particular, the light yield at the end of the WLS fibers was demonstrated
to be high, of about 50 PE per MIP, when measured with 1 m long WLS fibers, validating the
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FIGURE 11.20: Picture of the SuperFGD de-
tector concept from Ref. [533].

FIGURE 11.21: Pictures of the 5×5×5 prototype from
Ref. [534].

readout concept. Also, the optical crosstalk between cubes, this is, the amount of light from the
initial cube flowing to each of its neighbors, was estimated to be similar to 2.9%, small enough to
show that the chemical etching was effective in containing most of the light in the original cube.
Finally, the intrinsic time resolution of the signals was measured to be similar to 0.9 ns using a
5 GHz digitizer.
The next prototype, built soon after, consisted on an array of 5×5×5 cubes and its results were
presented in Ref. [534]. In general, the new prototype further validated the original concept
by reading a larger number of channels. The most significant difference was that the 5×5×5
prototype was exposed to a beam consisting of a mixture of charged particles (mainly positrons
and protons) with a momentum of 6 GeV/c. Using the beam the surface of the cube was scanned
and the light yield was proven to be quite uniform regardless of the distance from the particle
trajectory to the fiber. Moreover, for the first time some data was collected using CITIROC-based
electronics, in particular using BabyMIND front-end cards.

11.3 The 24×8×48 SuperFGD prototype

FIGURE 11.22: Pictures of the 24×8×48 prototype, including an image of the cube array held by fishing
lines (left), the prototype instrumented with the WLS fibers and MPPCs (right) and a view of the whole
prototype including the four minicrates on the sides.
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Description Type I Type II Type III

Manufacturer ref. S13360-1325CS S13081-050CS S12571-025C
No. in Prototype 1152 384 192
Pixel pitch [µm] 25 50 25
Number of pixels 2668 667 1600
Active area [mm2] 1.3× 1.3 1.3× 1.3 1.0× 1.0
Operating voltage [V] 56–58 53–55 67–68
Photon detection eff. [%] 25 35 35
Dark count rate [kHz] 70 90 100
Gain 7× 105 1.5× 106 5.15× 105

Crosstalk probability [%] 1 1 10

TABLE 11.1: Specifications of the three MPPC types installed on the SuperFGD prototype. Table from
Ref. [6].

The final test for this technology was to build a detector consisting of an array of 9216 cubes
organized in an array of 24×8×48 cubes, see Figure 11.22. The detector was built using the
fishing line method earlier described and had only a significant difference with respect to the final
detector: Between the 8 layers of 24×48 cubes reflective Tyvek layers were placed to study their
potential benefit in reducing the optical crosstalk.
The prototype was instrumented with three different types of MPPCs named type-I, type-II and
type-III, with specifications summarized in Table 11.1. Notably, type I has been selected as
the final choice for SuperFGD. The MPPCs were instrumented on the surfaces of the prototype
following the layout presented in Figure 11.23. The end of each fiber was glued to a custom
connector and attached to an MPPC. The MPPC signals were routed into BabyMIND FEBs, each
with 3 CITIROCs (32×3 channels), such that 18 FEBs, distributed in 4 Minicrates, were used to
read the whole prototype.

Type I

Type II

Type III

x

y

z

24 cm

8 cm

16 cm8 cm

24 cm

Preview https://cernbox.cern.ch/byoa/drawio/?embed=1&ui=kennedy&la...

1 of 1 14/05/2020, 22:26

FIGURE 11.23: Distribution of MPPC types over the SuperFGD prototype. Figure from Ref. [6].

11.3.1 Calibration

The detector was calibrated using a custom LED system. The calibration consisted in building
finger plots for each channel using different MPPC gains and extracting from them HG amplitude
conversion factors into a number of PE. An example for one channel is presented in Figure 11.24.
Then, a map was built using beamline data to relate the HG amplitudes to the LG and ToT am-
plitudes, see Figure 11.25. The trend was parametrized using polynomial fits. In this way, the
final light yield of a hit was set based on the following criteria: If the signal amplitude was below
100 PE according to the HG amplitude, then the HG value was used, else, the LG was used. In
the case that more than one hit was recorded in the same hold the ToT amplitude was used. Over-
all, this calibration scheme worked nicely, as presented later, and consequently a similar strategy
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will be used in the final detector using the built-in LED light injection system earlier described in
Sec. 11.1.5.

FIGURE 11.24: Left: Finger plot for a single SuperFGD prototype channel. Right: Channel calibration
combining the peak positions of several finger plots at different high gain values.
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FIGURE 11.25: Amplitude correlation between the HG and LG amplitudes (left) and the HG and ToT
amplitudes (right). Figures from Ref. [6].

11.3.2 The 2018 beam test setup at CERN

In the summer of 2018 the 24×8×48 SuperFGD prototype took data in the T9 beamline at CERN
together with the HARP TPC during the ERAM0 tests presented in the previous Chapter. The
SuperFGD prototype took data in parasitic mode, namely, it was placed behind the TPC and it
recorded tracks crossing its field cage. The same trigger system earlier described in Sec. 10.3.2
was used and stored using few channels of an additional FEB. The prototype was placed inside
a general purpose dipole magnet available at the T9 beamline and data was collected using the
nominal magnetic field intensity in ND280 of 0.2 T.

11.3.3 Signal thresholds and noise

Two thresholds where used to suppress noisy signals. First, a common threshold value for all
FEBs was set up. Second, an additional threshold was fixed per CITIROC based on the results
of dummy runs acquired prior to the beam test. The threshold effects were checked empirically
by measuring the minimum recorded HG amplitudes. The results are presented in Figure 11.26.
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FEBs reading MPPCs of type I and type II had thresholds slightly above 1 PE whereas for type
III a much larger threshold of around 5 PE was necessary.

FIGURE 11.26: Measured minimum HG hit amplitudes per channel. The mean HG value in each channel
per spill is shown if its standard deviation is below 1 PE. Figure from Ref. [6].

The time structure of the recorded hits was also studied, see Figure 11.27. The analysis con-
sisted in determining the accumulated time distribution of hits for a given MIP run relative to the
trigger signal. The observed distribution of hits presented a dominant peak associated to the hits
generated by triggered beam tracks. A much weaker structure of unknown origin was observed,
with a period similar to 300 ns. The remnant structure of hits was effectively suppressed vetoing
out-of-trigger events using dedicated light yield cuts. For MPPCs of type I and II the remaining
hits had a nice time structure virtually free of noise hits. For MPPC type III noisy hits were often
recorded even at a threshold of about 5 PE.
The time structure shows an additional important feature. The width of the main peak, similar
to 100 ns, is indicative of the recovery time of the electronics, crucial to understand the potential
of SuperFGD to identify delayed signals such as those from neutrons and specially from Michel
electron decays. Assuming that two hits can be measured reliably if separated by 100 ns or more,
the Michel electron identification was estimated to be of 95%, significantly higher than that of
64% in FGD1 [454].
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FIGURE 11.27: Time distribution of all hits in a single run relative to the external trigger time split by
MPPC type. For MPPC type I the result of cutting off track-like events is also presented. Figure from
Ref. [6].

11.3.4 Hit amplitude uniformity

The hit amplitude uniformity was studied in two different ways presented in Figure 11.28. In
one hand the amplitudes provided by the HG, LG and TOT outputs in each individual channel
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FIGURE 11.28: Left: HG, LG and ToT amplitudes for a single channel. Right: Average amplitudes for
384 channels read by X-fibers. Figure from Ref. [6].

were studied. In the other hand the distribution of the mean amplitude across channels was mea-
sured. The results showed overall good performance. In the first place, the calibration method
was proven to work since all CITIROC outputs lead to similar amplitude distributions and no
outliers were identified. It is worth noting in Figure 11.28 that the ToT amplitude is significantly
less precise than the HG and LG estimates as the ToT is limited by the discretized time structure
of the hits. In the second place, the distribution of mean amplitudes was reasonably narrow and
followed a Gaussian-like trend without significant tails showing a uniform response across chan-
nels. Notably, channel-to-channel variations are attributed, at least partially, to misalignments in
the fiber-to-MPPC connection. Consequently, the uniformity might increased in the final Super-
FGD detector due to its better mechanics and by means of the application of channel-to-channel
intercalibration factors derived from data.

11.3.5 Optical crosstalk

One of the main difficulties in handling the reconstruction of SuperFGD-like detectors is to be
able to deal with the signal spreading created by cube-to-cube optical crosstalk and with the
potential ambiguities that arise when combining the three 2D images into a single 3D view. This
particular topic is discussed later in detail in Sec. 11.4. The amount of this ambiguities rapidly
grows with the number of nearby hits in the 2D images and therefore a large fraction of crosstalk
complicates the event reconstruction and hinders the detector performance. In order to deal with
crosstalk it is necessary to understand its behavior and magnitude. Early prototypes, see Sec. 11.2,
reported a crosstalk fraction similar to 3%, defined as the ratio of the light yield in the crosstalk hit
relative to the light yield of the main hit. Those studies, however, studied a very limited number
of cubes and were limited exclusively to low ionizing particles. With the 24×8×48 prototype
this measurements where significantly extended. It is important to recall that Tyvek layers where
placed in-between the XZ planes such that different crosstalk values were measured for X- and
Y-fibers, being the first one the most relevant for the final SuperFGD.
To identify main hits and crosstalk hits a simple selection criteria was applied. First, only events
with straight going tracks were selected. The central row of hits was required to be consistent
to the expected light yield associated to tracks by imposing a simple cut at a value much above
of the typical light yield for crosstalk hits, i.e. above 20 PE (40 PE) for MIPs (protons). The
results for X-fibers and Y-fibers, using only MPPC type I data, are presented in Figure 11.29. For
0.8 GeV/c protons, typically stopping within the prototype, the light yield changes significantly
as they travel through the detector. Due to this, the light yield was studied for protons far from
the stopping point, immediately before the stopping point and at the stopping point. The results
show that MIPs produced a typical light yield in the main hit similar to 50 PE. For protons this
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FIGURE 11.29: Light yield distributions for main hits (top) and crosstalk hits (bottom) using 0.8 GeV/c
proton and 2.0 GeV/c µ/π triggers. In the left (right) the results are presented for 8 cm (24 cm) long
Y-fibers (X-fibers) perpendicular (parallel) to Tyvek sheets. Figures from Ref. [6].

value was significantly larger, similar to 100 PE (500 PE) far from (at the) stopping point. For
X-fibers the associated crosstalk hits had a much smaller light yield similar to 5 PE (15 PE) far
from (at) the stopping point. This light yield was even smaller for Y-fibers showing the effect of
Tyvek in further optically isolating cubes. In general, the absence of tails, the narrow crosstalk
light yield distributions and the resemblance of their width to its associate main hit distributions
proved that the set of etched surfaces in the detector cubes had a very uniform effect in containing
the scintillation light.
The light yield distribution of crosstalk hits is affected by the threshold settings. Signals close to
the threshold have a smaller probability to be recorded and therefore the reconstructed light yield
distribution is shifted towards larger values. Due to this, to determine the fraction of crosstalk, κ,
flowing from the original cube to a single neighbor cube, crosstalk hits at the proton stopping point
were used as their light yield distribution is the less sensitive one to threshold effects. Finally, to
estimate κ it is necessary to find a relation between the 2D hits that we are measuring and the light
yield at the cube level. Thus, we need to account for the light that has flown outwards or inwards
a given cube. On one hand, light escapes from the original cube six times, one per surface. On
the other hand, the cube gets crosstalk light from two adjacent cubes along the particle trajectory.
Moreover, the fiber that we use to do the measurement collects crosstalk light from two additional
cubes. Consequently, a factor 2Mxtalk, see Figure 11.30, is included in the denominator to correct
for this six-to-four imbalance, leading to

κ =
Mxtalk

Mmain + 2Mxtalk
. (11.1)
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FIGURE 11.30: Sketch of the main cube (blue) sur-
rounded by four crosstalk cubes (green) and its as-
sociated MPPC measurements Mmain and Mxtalk.
Tyvek sheets are depicted as horizontal thin sur-
faces.
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FIGURE 11.31: Left: Measurement of the
crosstalk fraction defined in Eq. 11.1. Figure from
Ref. [6].

Finally, as presented in Figure 11.31, the crosstalk fraction was found to be κ = 2.94 ± 0.05%
and the use of Tyvek was associated to crosstalk reduction similar to 50-60%.

11.3.6 Fiber light attenuation

Fiber attenuation is known to happen in the WLS fibers and therefore it needs to be corrected for
in order to get a sensitive energy estimate for the tracks regardless of their distance to the readout
plane. The attenuation process is known to be described by the equation [452]:

y(d) = LY0

(
αe

−d
LS + (1− α)e

−d
LL

)
, (11.2)

where the unattenuated light yield is represented by LY0, α is a relative weighting factor, LS and
LL are the short and long attenuation constants respectively and the distance d is measured from
the center of the cube to the MPPC. To correctly asses d an offset of 2.3 mm was considered. For
Y11 Kuraray WLS fibers the value of LL =4 m is known from the manufacturer specifications.
However, LS depends on the specific length of the fiber. Using prototype data the attenuation in
the 8 cm and 24 cm fibers was measured by selecting tracks parallel to the Z-fibers and determin-
ing the X and Y track coordinates from the XY plane such that d was always known both for X-
and Y-fibers. The results were averaged for all channels in the XZ and YZ planes. For the 24 cm
long fibers a fit of Eq. 11.2 to the average light yield was made setting LL = 4 m as a constant.
The results are presented in Figure 11.32. Overall, a smooth trend was measured which was well
fit by Eq. LS = 63 ± 19 cm and α = 0.14 ± 0.03. The light yield at d = 0 was measured to
be LY0 = 59.6± 2.2 PE for 0.8 GeV/c muons, a large improvement for a single channel (≈ ×2)
compared to the FGDs [452].

11.3.7 Cube response

The uniformity of signals was also studied at the cube level. For this study, the XYZ coordinates
of each cube were determined using the same selection method employed in the attenuation stud-
ies above. For each cube, distributions of the measured light yield, corrected for the expected
attenuation, were filled with data from a run of 0.8 GeV/c muons and pions. A histogram of
the average of the light yield in each cube is presented in Figure 11.33. The results are split in
measurements with X-fibers (horizontal) and Y-fibers (vertical).
The measurements show a cube uniformity similar to 12% (13%) for X-fibers (Y-fibers). Slight
differences in the width of the distributions is observable as the likely result of the different roles
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FIGURE 11.33: Left (Right): Light yield for 2291 (1072) cubes using X-fiber (Y-fiber) measurements
after attenuation corrections. Figures from Ref. [6].

of optical cross-talk for both planes, which was not corrected for. Of special relevance is the fact
that virtually no outliers in this trend were identified signaling a homogeneous cube response to
the beam tracks.

11.3.8 Time resolution

The single hit time resolution was studied in the early SuperFGD prototypes for which an
intrinsic time resolution similar to 0.95 ns was measured when using a fast 5 GHz digitizer. In
the 24×8×48 prototype these measurements were repeated using CITIROC based electronics
and the final sampling rate of 400 MHz. Additionally, the time resolution was measured in
multiple fibers for events crossing different sets of cubes in order to determine its uniformity
at the channel level. To do so, first, the time walk of hits was corrected for. This consisted on
parameterizing the time-delay of hits as a function of its light yield and correct this dependence
for every hit. The time of the hit in the 24th Z-layer was used as a time reference. The time of
all other hits subtracted by the reference was used to fill a distribution per channel. The width
of these distributions characterized the time resolution for two channels, the one being measured
and the reference. Consequently, the time resolution for a single channel was computed dividing
the width of each distribution by

√
2 under the assumption that each channel had a time resolution

identical to the reference, which was a reasonable approximation. The results, using a set of
low ionizing tracks form a 2 GeV/c µ/π run, are presented in Figure 11.34. Notice that only
the central channels in the XZ plane were used as those were the only channels populated by a
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sufficiently large number of events due to the beam spread and incident position.
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FIGURE 11.34: The time resolution across channels in the XZ and YZ planes. Figure from Ref. [6].

The time resolution in different channels was combined in order to draw more general conclu-
sions, as presented in Figure 11.35. The channels in FEB 18 were not included as they were
noticeably larger pointing out a potential synchronization problem with the master clock board.
In the prototype the channels with odd and even Z were read in opposite detector surfaces such
that a straight track might produce signals at two different delays in the reference channel and the
one being measured. This effect was corrected for accounting for the travel time of the light from
the cubes to the MPPCs. Despite of the correction a small discrepancy was observed between the
time resolutions from hits in the XZ and YZ planes. Since the YZ plane was only instrumented
with type I MPPCs the time resolution was studied as a function of the MPPC type. The results
showed that whereas type I and II had similar resolutions type III had a worse performance. Inter-
estingly, type III MPPCs had a typical light yield 20% lower than the type I and II. Consequently
this results pointed towards a light yield dependence of the time resolution. This dependence is in
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FEB 18. The plot on the left show the distributions split by fiber axis. The plot on the right splits Y-fiber
measurements by MPPC type. Figures from Ref. [6].
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fact expected as the time resolution is affected by the random delays affecting the signal photons,
e.g. during the scintillation process, the wavelength-shifting and the transport. The resolution
is however determined by the time of arrival of the first photons which, for a large light yield,
becomes asymptotically a deterministic process. Due to this, attempts were made to measure the
time resolution at a higher light yield using protons. However, the small number of events limited
this study which rendered inconclusive results. Due to this, a continuation of this studies was
made two years later using neutron beam test data, as later presented in Sec. 11.5.

11.3.9 Particle identification
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FIGURE 11.36: Event display of a stopping proton. Figure from Ref. [6].

When building particle identification (PID) criteria to identify different particle types it is crucial
to understand the response of the detector to each of them. In SuperFGD a key PID variable will
be the track ionization per unit length, i.e. the dE/dx. To study the dE/dx, a run of 800 MeV/c
protons was studied. Remarkably, although for this energy protons are not expected to stop in the
detector, the presence of the HARP TPC in front of SuperFGD reduced the protons momentum
about 50 MeVs, making them to typically stop in the last layers of the detector. For protons, a
very characteristic dE/dx pattern is expected. As protons stop, they become less relativistic and
more ionizing such that their dE/dx abruptly rises creating a peak, known as the Bragg peak. This
feature makes protons ideal candidates to treat oncological patients, as discussed in Appendix B.
In neutrino experiments, the Bragg peak can be used to identify protons reliably. An event display
for a stopping proton in the prototype is presented in Figure 11.36. The measured dE/dx results,
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FIGURE 11.37: Measurement of the dE/dz at a
given distance relative to the proton stopping layer
compared to the simulated prediction. Figure from
Ref. [6].
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in this context sometimes referred to as dE/dz, were compared to simulation predictions, as pre-
sented in Figure 11.37, showing overall a good agreement. Further details on the simulation are
presented later in Sec. 11.4.3.
The light yield of low ionizing and high ionizing particles was compared by studying protons
vs muons and pions all with the same momentum of 0.8 GeV/c. Selecting straight going tracks
the light yield in each layer was used to fill independent distributions which were fitted with a
Gaussian. The mean and sigma of those fits are presented in Figure 11.37. As it can be seen, even
when using a single fiber (we expect to use three fibers) the measured ionization profile provides
a strong particle identification tool.

FIGURE 11.39: dE/dx resolution as a function of the number of Z-layers used to do the estimate, with
(red) and without (blue) applying intercalibration corrections.

Interestingly, for MIP tracks the dE/dx is stable such that measurements in different layers can
be used as independent estimators for its dE/dx. This situation is analogous to that in the TPCs.
Consequently, it is possible to combine this measurements in order to obtain a single estimate of
the dE/dx. To do this, N of the 48 possible layers for a straight going MIP were used to obtain a
single estimate of the dE/dx. Interestingly, this measurement allows to study the impact it might
have to perform a channel intercalibration, as better channel uniformity reduces the smearings in
the independent estimates of the dE/dx. In order to test this, we used two different samples of
MIPs. One has used to compute intercalibration factors, defined as multiplicative constants that
shifted the mean of each channel to be equivalent to the average mean of all channels. The other
was used to compute the dE/dx resolution with and without using the intercalibration factors. The
results are presented in Figure 11.39. Two main conclusion can be drawn. First, the HATPC
and SuperFGD performances in determining the ionization of MIPs is comparable, having both a
dE/dx resolution similar to 8.5% for tracks of the same length (36 cm). In the second place the use
of intercalibration factors improve the performance of the detector. As these factors were obtained
directly from tracks, the method was proven to be effective, such that an analogous correction can
be derived for the final installed SuperFGD using cosmic tracks. Finally, it is worth noting that
in this studies only a single projection has been used to estimate the dE/dx. If the information
from the three projections is considered, potentially, the dE/dx resolution could improve by

√
3,

reaching an outstanding resolution similar to 5% for 36 cm tracks.

11.3.10 Electron-gamma separation

Reducing the gamma background from π0 decays in νe selection samples is a major interest for
T2K. In SuperFGD, gamma events are expected to produce very distinct signatures by converting
into an e+e− pair. Using the prototype some of this signatures were searched for using simple
algorithms and leading to positive results. One candidate event is displayed in Figure 11.40.
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FIGURE 11.40: Event display of a gamma conversion candidate. Figure from Ref. [6].

11.4 Track reconstruction and signal classification

The novel design of SuperFGD will allow to have information at the 3D level by combining the
hits in the three orthogonal 2D views. Once in 3D, the event will be reconstructed grouping the
information into tracks and each track will be classified according to PID criteria.
For the 3D reconstruction, however, there is a prominent obstacle. The 3D matching of 2D
hits introduces some unavoidable geometric ambiguities that need to be addressed in order to
minimize their detrimental effect in the detector performances. Moreover, optical crosstalk hits
thicken the 3D tracks and makes associating a reconstructed energy deposit to each of them a
complex task. In order to deal with this problem a novel method to classify signals at the 3D level
based on Graph Neural Network was studied, and the results are described in Ref. [7]. The most
prominent findings of this study are summarized below.

11.4.1 2D to 3D matching
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FIGURE 11.41: Example of a ghost voxel arising from a 2D to 3D matching ambiguity. A 2D hit from
each of the three track or crosstalk voxels (red) intersect generating a ghost voxel (yellow). Figure from
Ref. [7].

For a given physics event the signals output in SuperFGD consists of a list of 2D hits each
consisting of well defined spatial coordinates in its plane, a time stamp and a light yield
measurement. In order to map this hits into signals at the cube level, i.e. build 3D hits named
hereafter as voxels, it is necessary to match this 2D hits. A simple strategy for this is to look
for 3D coordinate combinations which can be formed independently combining 2D hits from
two different pairs of planes. There are, however situations in which more than one possible
matching combination is possible, see Figure 11.41. Due to this, we can differentiate between
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three different types of voxels:

• Track Voxel: A reconstructed 3D hit with coordinates corresponding to a cube whose true
energy deposit corresponds, partially or totally, to the scintillation light generated in that
same cube.

• Crosstalk Voxel: A reconstructed 3D hit with coordinates corresponding to a cube whose
true energy deposit corresponds exclusively to light-leakage from other cubes.

• Ghost: A reconstructed 3D hit with coordinates corresponding to a cube with no true
energy deposit which arises from ambiguities in the 2D to 3D matching.

An illustrative example of a 3D reconstructed event showing the true labels of its voxels is pre-
sented in Figure 11.42. From the physics perspective ghost voxels correspond to a potential nui-
sance as they can mislead the event interpretation forging the existence of additional 3D tracks.
Additionally, both ghost and crosstalk voxels thicken the tracks trajectories difficulting the 3D
energy deposit reconstruction, and the range and vertex position estimates. Consequently, iden-
tifying each reconstructed voxel as track-, crosstalk- or ghost-like can very significantly enhance
the final performance of the reconstruction chain algorithm.
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FIGURE 11.42: The event display in Figure 11.2 is colored according to its true voxel labels. Figure from
Ref. [7].
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11.4.2 GNN voxel classification

Given the former definitions of voxels as belonging to three mutually exclusive categories and
provided a simulation able to generate realistic SuperFGD events it is possible to design an algo-
rithm to classify the reconstructed voxels and to evaluate its performance.
Among the possible options for this task were Convolutional Neural Networks (CNNs) [535]
which have been used for a multitude of tasks already in neutrino physics including the classifica-
tion of events [536, 537, 12, 538, 539, 540, 541] and hits [542, 543]. As neutrino detectors often
collect very sparse data submanifold sparse convolutional networks (SCCNs) [544], which have
been used by the MicroBooNE [543, 545] and NEXT [546] collaborations, were other potential
candidates for this task. An alternative solution is that of Graph Neural Networks (GNNs) [547,
548] which have recently started to be used in high energy physics [549, 550, 551, 552]. Graphs
allow to define custom relations between nodes which contain an arbitrary ensemble of informa-
tion. Due to this, GNNs were regarded as the best suiting solution to classify voxels in SuperFGD
as they allowed for a custom definition of the graph connectivity and to embed a large set of
features in each node. In particular, a GNN inspired by the GraphSAGE algorithm [553] was
implemented and tested for this task.

radius r

L

W

H

3D Image: H x L x W pixels Graph: K nodes + N edges

     r

FIGURE 11.43: Drawing of the data reduction of a detector with H×L×W pixels into a graph of K nodes
and N edges. In our studies the graphs were built up connecting reconstructed voxels with centers closer
than r=1.75 cm.

The algorithm consists on the following steps. First, every event is transformed into a graph
by mapping each voxel into a node and connecting the nodes to form an indirected graph. The
connectivity of the graph was defined upon the spatial closeness of the voxels under consideration,
see Figure 11.43. In particular, all voxels with a center closer than 1.75 cm were connected to
relate all voxels sharing either a side or a corner. Then, for each node a list of 25 features was
built (the numbers at the beginning define the feature index):

• 0-2 The number of photons detected in each fiber (pX,pY,pZ) corrected for the expected
attenuation.

• 3-5 The voxel multiplicity (mX,mY,mZ) defined as the number of reconstructed voxels
intersected by the fiber.

• 6 The average number of detected photons weighted by the voxel multiplicity in each fiber
(pWav).

• 7-9 The asymmetries (aX,aY,aZ) between the light measured in two different 2D planes,
defined as ai = pj−pk

pj+pk
.

• 10 The total uniformity of the hits light yield defined as the squared distance from each
pX, pY, pZ to their average weighted by their average squared.
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• 11 The total relative difference tD of the light yield weighted by their voxel multiplicities
defined as tD = dxdy+dxdz+dydz

peWav where di = ( pj

mj− pk

mk
)/( p

j

mj
+ pk

mk

).

• 12 The ratio between the total voxel multiplicity mX+ mY+ mZ and pWav.

• 13-14 The number of reconstructed voxels in a sphere of 1 cm and 5 cm (r1,r5).

• 15-20 Boolean neighbor indicators x+,x-,y+,y-,z+,z- representing the existence of
a reconstructed voxel in each of the 6 sides of the cube.

• 21 A boolean variable which is 1 if any of x+,x-,y+,y-,z+,z- is 1.

• 22 The ratio from close-to-far voxels rr defined as rr = r2/(r5 + 10−7).

• 24-23 The average Euclidian distance aDis to all voxels in a radius of 2.5 cm, and the ratio
between aDis and pWav

The algorithm then created embeddings for each node by aggregating the features of all of its
neighbors and the neighbors of the neighbors, namely, a neighborhood depth of three was used.
To combine the information a mean aggregator was used which averaged the neighbor features.
The connectivity of each node at the depth of three defined a finite number of possible sub-graphs.
For each, a Multi Layer Perceprton (MLP) consisting of two fully connected layers followed by
a LeakyRELU activation function and a softmax layer was used. The output layer of the model
had three neurons, one per each possible category (track, crosstalk or ghost). Since the sum of the
value for the three output neurons is always one, each neuron value provides a fractional score that
can be interpreted as a probability and can be used to classify the voxels. The architecture details
of the network are presented in Table 11.2 and Figure 11.44 illustrates the overall procedure. The
algorithm optimized the weights of the GNN layers by minimizing a categorical cross-entropy
loss function, which is standard in machine learning for multi-class classification problems.

Parameter value
Encoding size 128
Depth 3
Aggregator mean
Fully Connected Layer 1 128 neurons
Fully Connected Layer 2 128 neurons
Fully Connected Layer 3 (output) 3 neurons

TABLE 11.2: GNN architectural parameters. Table from Ref. [7].

11.4.3 SuperFGD simulation

The SuperFGD detector geometry was simulated according to the ND280 upgrade TDR [3]. The
physics simulation was based on a GEANT v4-10.6.1 [462] framework and and customized
from the code used in the sensitivity studies carried out in the context of the ND280 upgrade
TDR. For an input set of particles with known kinematic properties, i.e. momentum and angle,
the simulation generated a list of energy deposits in each of the SuperFGD cubes. For this study
only those deposits in the first 100 ns were considered since, as earlier discussed in Sec. 11.3.3,
signals separated by more than 100 ns can be identified in the same channel and therefore can be
dealt with forming independent graphs. All energy deposits were corrected to account for Birks’
quenching [412]. Crosstalk deposits were simulated by randomly sharing the initial energy de-
posits among neighbor cubes. The shared deposits were subtracted from the original cube. The
sharing was made by sampling from a Poisson distribution, with µ = 2.7%, similar to prototype
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depth of three.

FIGURE 11.44: Illustrative sketches of the working concept for the GNN. Figures from Ref.[7].

measurements. The simulated cube energy deposits were projected to create a list of 2D hits. In
this process the deposits were discretized into photons and weighted by distance dependent atten-
uation factors. To account for the quantum detection efficiency of the photosensors the photons
were randomly accepted with 35% probability. A minimum threshold of 2 PE was applied. The
2D hits were matched to form a list of 3D reconstructed voxels following the method described in
Sec 11.4. The final list of voxels was labeled as track, crosstalk or ghost. Finally, for each voxel
the list of 25 features described above was calculated and each event was converted into a GNN
input graph.

11.4.4 Datasets

Two different types of datasets were generated for the studies presented below. In one hand,
GENIE datasets were created using the initial particle types and kinematics provided by the
GENIE-G18.10b neutrino interaction software [258] when run on the SuperFGD geometry
with T2K’s flux [433]. On the other hand, Particle bomb (P-bomb) datasets were built as a com-
plementary input not affected by the specific tunings of a neutrino event generator. Each P-bomb
dataset was created adding equal number of events of the following particle gun combinations,
each with flat solid angle and momentum [10-1000 MeV/c]: 1 µ−; 1 µ− and 1 proton; 1 µ− and 1
π−; 1 µ− and 1 π+; 1 µ− and 2 protons; and 1 µ−, 1 π+ and 3 protons. Table 11.3 shows a sum-
mary of the datasets. A comparison of the GENIE and P-Bomb dataset distributions is presented
in Figure 11.45.

11.4.5 GNN training

As it is standard in machine learning each dataset that was used for training was split into three
disjoint groups: the training set (to optimize the model’s parameters); the validation set (to avoid
overfitting) and the test set (to verify the performance of the model in new data). The network was
trained for 50 epochs (passes to all training examples) using Python 3.6.9 and PyTorch 1.3.0 [554]
and the Adam [555] optimizer. The mini-batch size was set to 32 and an initial learning rate of
0.001 divided by 10 when the error plateaus, as suggested in [556], were used. To validate the
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GENIE
dataset

Training Validation Testing
# Events 6k 2k 11.5k
# Voxels 1.83M 606.7k 3.58M

Track Crosstalk Ghost
Fraction 43% 37% 20%

P-Bomb
dataset

Training Validation Testing
# Events 6k 2k 39.5k
# Voxels 1.84M 618k 12.3M

Track Crosstalk Ghost
Fraction 49% 38% 13%

TABLE 11.3: Summary of the GENIE and P-Bomb datasets including the number of events and number
of voxels used to train, validate and test the models. Table from Ref.[7].

FIGURE 11.45: Distributions of CCQE GENIE interactions compared to µ−+p+ interactions in P-Bomb.
Figures from Ref.[7].

results during training the F1-score metric was used. In this way, the trained models used for
inference correspond to the model state in the epoch with maximum F1-score.

11.4.6 Results

The performance of the algorithm was tested by comparing the true and predicted voxel labels. In
this studies the predicted label was defined as the most likely voxel-type according to the GNN.
However, in the future this criteria might be optimized or used in a different way. The efficiency
and purity of the predictions were calculated per voxel and per event (as the average of the voxels
in the event). The results are summarized in Table 11.4. An illustrative example of the GNN
outcome is presented in Figure 11.46.
To evaluate the GNN classification performance the predictions were studied as a function of
different sensitive variables, see Figure 11.47. Increasing the number of voxels and tracks slightly
decreases the overall performance of the network. This is expected as denser events often produce
a larger fraction of ghost voxels which are the hardest to classify. Despite of this, the network
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GENIE Training P-Bomb Training

GENIE
Testing

Per
Voxel

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 93% 90% 84% Efficiency 93% 89% 80%
Purity 93% 87% 91% Purity 91% 86% 89%

Per
Event

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 94% 94% 88% Efficiency 94% 93% 88%
Purity 96% 91% 92% Purity 95% 91% 91%

P-
Bomb
Testing

Per
Voxel

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 94% 93% 87% Efficiency 95% 93% 88%
Purity 95% 90% 92% Purity 95% 91% 92%

Per
Event

Track Crosstalk Ghost Track Crosstalk Ghost
Efficiency 94% 94% 87% Efficiency 95% 93% 88%
Purity 96% 90% 92% Purity 96% 91% 92%

TABLE 11.4: Mean efficiencies and purities of voxel classification per voxel and per event. Table from
Ref.[7].

X

110
130

150
170

191

Z
0

50

100

150
183

Y

0

20

40

55

correct
incorrect

FIGURE 11.46: GNN prediction results for the interaction in Fig. 11.42. Figures from Ref.[7].

performance is generally very high with efficiencies and purities always above 85% across all
voxel categories. This is also true close to the vertex position, a crucial feature for the reliable
study of the neutrino events.

GNN Charge Cut
Track Other Track Other

Efficiency 94% 96% Efficiency 93% 80%
Purity 96% 95% Purity 80% 91%

TABLE 11.5: Mean efficiencies and purities for the voxel classification using the GNN and the charge
cut. Table from Ref.[7].
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The GNN algorithm will be used to clean up the deleterious ghost voxels. Consequently, the
algorithm must mispredict true track voxels as ghost voxels very rarely. For the GENIE dataset
only 1.1% (3.3%) of true track (crosstalk) voxels were classified as ghost voxels. Moreover,
84.5% of all true ghost voxels were correctly labeled and only 4.3% of them were mislabeled
as track voxels. To see the impact of this method cleaning up events we removed ghost voxels
following two strategies. On one hand, the prediction of the GNN was used. On the other hand
a simple light yield cut of 12 PE was applied to 2D, see Figure 11.48, prior to the 2D to 3D
matching. The results, presented in Figure 11.49, show the superior performance of the GNN.
Moreover, as presented in Table 11.5, if the classification is limited to two categories, i.e. Track
and Other, the GNN widely outperforms the light yield cut. Additionally, fake ghost tracks, e.g.
in Figure 11.42, appear from the shadows of high light yield real track hits and consequently a
simple light yield cut is not expected to be able to eliminate them effectively.
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FIGURE 11.48: Distribution of the minimum
charge among the three voxel 2D hits for the GE-
NIE sample. Figure from Ref.[7].
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11.4.7 Systematic uncertainties associated to the GNN

For its integration in T2K’s analysis pipeline the systematic uncertainties introduced by this
method need to be accounted for. The GNN will be trained in simulated events and used in
real data. Consequently, potential uncertainties can arise from the differences of the train and
test datasets. Having this in mind, the GENIE and P-Bomb datasets were designed to have, by
construction, much larger relative differences than GENIE has to real neutrino interactions. Then,
we used these two datasets to characterize the relative variations in the total reconstructed energy
when training in GENIE and in P-Bomb datasets. The results, presented in Figure 11.50, show
very small uncertainties similar to 1% parametrized as a function of the true energy. Another
possible source of discrepancy in the datasets is the imperfect modeling of the detector response
in the simulation. To account for this, in addition to the nominal optical crosstalk of 2.7% two
further test datasets were simulated using 2% and 5% crosstalk fractions. Once again, the results
in Table 11.6 show the robustness of the GNN even for extreme mismodeling cases such as 5%
crosstalk. In general, as many similar tests as necessary can be made in the future and, for each,
the performance differences can be used to develop detector model systematic uncertainties. In
particular, the assessment of the uncertainty associated to the inhomogeneous detector response
will be studied once SuperFGD data is available.

11.5 Neutron detection in SuperFGD

The fine 3D segmentation of SuperFGD is expected to allow to identify signals related to neutrons.
The detection concept is as follows. First, a neutron is ejected in the vertex as a direct or indirect
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Nominal
Crosstalk
2.7%

Track Crosstalk Ghost
Efficiency 93% 90% 84%
Purity 92% 87% 91%

Crosstalk
2%

Track Crosstalk Ghost
Efficiency 92% 89% 81%
Purity 94% 83% 89%

Crosstalk
5%

Track Crosstalk Ghost
Efficiency 94% 89% 88%
Purity 86% 91% 93%

TABLE 11.6: Mean classification efficiencies and purities per voxel for different crosstalk values. The
GNN was trained with GENIE samples with nominal crosstalk and tested on samples with different
crosstalk values. Table from Ref.[7].

(FSI) result of a neutrino interaction. The neutron’s energy is typically in the range from tens to
few hundreds of MeV such that it is not relativistic. As neutrons are neutral particles they travel
undetected through SuperFGD until they undergo a strong interaction, producing a measurable
signal. The neutron signature appears then in the detector as a disconnected set of voxels, which
might be as small as a single voxel, delayed in time with respect to the vertex. Tracing a line from
vertex to the start of the neutron signal cluster allows to estimate the distance and the time delay
can be used to compute the magnitude of the neutron momentum. This concept is illustrated in
Figure 11.51.
The reconstruction of the neutron momentum is done by time-of-flight and therefore its resolution
is directly related to time resolution of the detector. Figure 11.52 shows the expected neutron
momentum resolution under the hypothesis of two possible time resolutions:

σlyt =
{
0.95 ns/

√
3
}
·
√
40 PE/LY, σlyt > 200 ps (11.3)
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FIGURE 11.51: Sketch of the neutron identifica-
tion in SuperFGD as a delayed and spatially dis-
joint cluster of signals. The time-of-flight (t2 − t1)
together with the distance and direction from the
vertex are used to reconstruct the neutron kinemat-
ics. Figure from Ref. [8].
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σlych =
{
0.95 ns/

√
#channels

}
, σcht > 200 ps (11.4)

Which correspond respectively to the optimal (it improves with the light yield) and the conserva-
tive time resolutions.
The study of neutrons and their kinematics with SuperFGD is expected to lead to new analysis
possibilities. One of this options, studied in Ref. [8], is to use the neutron kinematics in antineu-
trino CC0π events to identify events with little nuclear effects. The idea consists in measuring the
transverse kinematic imbalance, δpT , from the known muon and neutron transverse kinematics
(−→p µT and −→p nT respectively), defined as:

δpT = |−→p µT +−→p nT |. (11.5)

δpT is informative of the amount of nuclear effects. Therefore, cutting on events with good neutron
kinematics resolution and selecting events with low δpT can allow for a better neutrino energy
reconstruction, as presented in Figure 11.53, of great interest for the study of neutrino oscillations.
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FIGURE 11.54: Event display of a neutron event
candidate in the 24×8×48 SuperFGD prototype
using LANL neutron beam.

FIGURE 11.55: Observed number of interactions
(colormap) as a function of the vertex position for
the selected neutron events.

11.5.1 Neutron measurements with the 24×8×48 SuperFGD prototype

In order to validate the neutron detection capabilities of SuperFGD the 24×8×48 prototype was
exposed in 2019 and in 2020 to a beam of neutron in LANL. A neutron candidate event display,
ejecting a forward going track in the middle of the detector is presented in Figure 11.54. The
neutron flux attenuates along the prototype as neutrons interact in the detector, see Figure 11.55.
The reduction of this flux allows to study the neutron cross section by the so-called extinction
method:

N(x,E) = N0exp−σ(E)Tx (11.6)

where N0 is the initial number of neutrons, T is the number of nuclear targets, σ is the cross-
section and E and x are the neutron kinetic energy and interaction depth respectively. In LANL
the energy of each detected neutron can be determined by the time-of-flight between a trigger
signal at the emission point and the detection time in the SuperFGD prototype 90 m away. Using
the extinction method a measurement of the neutron cross-section in plastic is about to be fin-
ished. Once completed, this measurement will characterize the neutron cross section in the most
important energy interval for accelerator based neutrino oscillation experiments. In addition, this
study validates the ability of SuperFGD to do precision measurements involving neutrons.
Lastly, it is worth noting that neutrons energy deposition in the detector is only loosely correlated
with their kinetic energy. Accordingly, using neutron data it is possible to collect hits with very
different light yields covering the whole dynamic range of interest for SuperFGD. This allowed to
study the time resolution dependence with the light yield. The measurement was done selecting

FIGURE 11.56: Light yield dependence of the time resolution.

neutron tracks and measuring the time resolution of type I MPPCs hits. The time reference was
obtained as the width of a distribution filled with the time difference of hits in one plane and a hit
reference in the perpendicular plane. The width was divided by

√
2 to obtain the time resolution
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for a single channel. The analysis was made in bins of light yield to characterize its possible de-
pendence. The results, presented Figure 11.56, reveals the important influence of the light yield in
the time resolution of hits. The resolution for 55 PE was found to be similar to 1.1 ns, and hence
the results from the CERN beam test were recovered. Interestingly, for hits with a low light yield
similar to 10 PE the time resolution degrades to about 2 ns. For high light yields, such as those
expected close to the vertex or in the endpoint of stopping particles, the resolution is as good as
0.85 ns. For infinite light yield, the fit predicts an asymptotic light yield of 0.78 ns, not far from
the limit time resolution of the 400 MHz sampling of 2.5/

√
12 ≃ 0.72 ns.
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Chapter 12

The Time-of-Flight panels

“Whenever technical progress opened a new window into
the surrounding world, I felt the urge to look through this
window.”

– BRUNO ROSSI

Six Time-Of-Flight (ToF) panels will be installed in ND280 as part of its upgrade. This Chapter
reviews the development of this technology and the ongoing final characterization tests for the
assembled detector prior to its installation in Japan. Additionaly a novel method, inspired by the
necessities and characteristics of the ToF waveform signals, to perform data-driven detector signal
characterization with constrained bottleneck autoencoders, presented in Ref. [9], is discussed.

12.1 Overview and Motivations

FIGURE 12.1: Computer drawing of the upstream most part of the ND280 basket where the ND280
upgrade new modules will be installed. Figure from [557].

Neutrino interactions happening out of the fiducial volume (OOFV) of the detector under study
are an important source of background in ND280. OOFV events often arise from the incorrect
reconstruction of the tracks sense of motion, which, in the absence of time-of-flight (ToF) infor-
mation are assumed to be forward. Even for those tracks were ToF information exists the limited
timing capabilities of the existing sub-detectors in ND280 lead to a non-negligible amount of
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OOFV being selected. For CC samples, this is typically around 2-6%, but for some CC samples,
e.g. those involving a single charged track or backward going tracks, this proportion can extend
well beyond 10%, see for instance Refs. [355, 354] or Sec. 7.3 relative to the selection of NC1π+

events.
To address this problem the ND280 upgrade includes six ToF panels forming a nearly hermetic
box, hereafter named ToF-Cage (TFC). As presented in Figure 12.3, the TFC will be mounted
around the HATPCs-SuperFGD sandwich and it is expected to provide excellent timing infor-
mation for virtually all tracks entering to or outgoing from its inner volume. About 90% of the
selected OOFV events in CC samples are generated by charged tracks. Therefore, the use of the
TFC is expected to greatly reduce this background and help to develop much cleaner selection
samples for SuperFGD and enhanced selection samples for backward going tracks starting in
FGD1.

12.2 Development of the ToF technology

The ToF panels technology for the ND280 upgrade first appeared in 2017 in Ref. [558]. The
development of large area SiPMs few years before [559, 560] allowed to replace the tradition-
ally preferred option to read large areas of a plastic scintillator, PMTs, by arrays of large area
SiPMs with a number of benefits: compactness, mechanical robustness, higher photon detection
efficiency, low operation voltage, insensitivity to magnetic fields, low material budget and the
possibility to omit light-guides [525]. Hence, the ToF panels were proposed as made up of plastic
scintillator bars aligned in a single plane. Each of those bars would be measured by arrays of large
area SiPMs coupled directly to the plastic scintillator bulk, on both ends of the bar and readout
by fast electronics allowing to perform excellent time resolution measurements over large surface
areas.
The first tests for this technology, presented in Ref. [558], reported an outstanding time resolution
similar to 80 ns in scintillator bars of 150×6×1 cm3 and 120×11×2.5 cm3. These bars used
arrays of eight 6×6 mm2 SiPMs, amplified and processed with a custom 8-channel board named
eMUSIC based on the MUSIC ASIC [561]. After the prototype results from 2017, two exper-
iments decided to incorporate the ToF panels technology with slightly different geometries and
specifications to their design: The recently proposed Search of Hidden Particles (SHiP) experi-
ment at CERN [562, 563] and the ND280 upgrade [3].

12.3 The ToF panels for the ND280 upgrade

The final ToF panels for the ND280 upgrade were built at CERN and the construction of the
six planes was finished in 2020. Each module consists of a set of 20 plastic scintillator bars of
230×12×1 cm3 made of EJ-200 plastic scintillator. EJ-200 cast plastic scintillator was found to
provide an optimal combination of high light output, low attenuation length, and fast timing (rise
time of 0.9 ns, decay time of 2.1 ns and attenuation length of 380 cm). In addition, its scintillation
light spectrum with a higher fraction of photons towards the green than other plastic options,
e.g. EJ-204 and EJ-230, overlaps with the region of higher photon detection efficiency (PDE) of
the S13360-6050PE SiPM by Hamamatsu (6×6 mm2, 50 µm pitch). Eight of such SiPMs are
placed on each bar end using custom amplifier boards attached to the bar bulk with 3D printed
end-caps. The bars are arranged in a single plane covering a total area of 5.4 m2. Given the
limited space inside the ND280 basket the bars are mounted in a single plane, without staggering,
requiring a thin gap of about 1.5 mm between bars to include steel brackets that fix each bar to
an outer aluminum frame responsible of the mechanical robustness of the panel. On the two sides
of each frame, panels are installed to route one high-voltage (HV) and one signal cable to each
SiPM amplifier board. The signal cables (20 per side) are guided towards a patch panel on the
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top-center of the plane were all the 40 signal cables are grouped. The HV is distributed by two
dedicated boards placed on the panel corners. This structure is identical for all planes except for
the bottom module. On the bottom panel the to most external bars are not installed leaving 12 cm
wide gaps necessary to install trays that will guide the SuperFGD and HATPCs service cables
outside of the ND280 basket.

coax connector 
for SE output

connector for 
LV and HV Hamamatsu 

S13360-6050PE 
6x6 mm2

1c
m

12 cm

FIGURE 12.2: Picture of one amplifier PCB with 8 SiPMs
(top) and a computer drawing of its positioning inside
the end-cap when mounted on the bar (bottom). Figure
from [557].

FIGURE 12.3: Picture of four of the final
ToF planes. Figure from [557].

12.3.1 SiPMs amplifier board

The SiPMs are monted in a custom board grouped in four pairs of two SiPMs as depicted in
Figure 12.2. The time resolution degrades with the sensors capacitance as it increases the signal
width and rise time. To reduce this effect each pair of SiPMs are connected in series and amplified
and shaped independently prior to its aggregation in a summation node. The SiPMs are grouped
in sets of eight with similar breakdown voltages allowing to operate each board with a single bias
voltage and reducing the complexity and economic cost of each board. A shaper is used to reduce
the time constant of the signal trailing edge decreasing the signal width by about 4 times fitting
in a typical window of 10 ns. The amplifier dynamic range was adjusted to 1 V closely matching
the range of the DAQ digitizer.

12.3.2 DAQ

The initial T2K ToF tests were done with a 64 channels WaveCatcher DAQ module [564]. The
WaveCatcher acquires waveforms of 1024 samples at a maximum sampling rate of 3.2 GHz. The
final DAQ system for the TFC is built around the SAMPIC ASIC [565]. It is a 16-channel chip
which plays the role of both a time-to-digital-converted (TDC) and a waveform sampler. The
SAMPIC chip acquires waveforms of 64 samples at a tunable sampling rate which can as high as
6.4 GHz. Four boards, each with 4 SAMPIC ASICs (reading up to 256 channels) will be used
to measure all the 236 TFC channels. A picture of the final boards in its crate, together with a
master board used for control and communication, are presented in Figure 12.4.
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FIGURE 12.4: Picture of the final SAMPIC-based DAQ.

12.3.3 Performance tests with a single bar

EJ-200  
220 x 12 x 1 cm3

EJ-228  
2 x 2 x 2 cm3

1’’ PMT  
HPK R4998

FIGURE 12.5: Single bar setup used in the studies
reported in Ref. [557]. Figure from [557].
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To characterize the detector response tests with a single bar were made in 2020 using the Wave-
Catcher DAQ [564]. The setup, presented in a picture in Figure 12.5, consisted of a single TFC
bar and a movable structure equipped 4 PMTs grouped in two pairs reading two plastic scintillator
cubes placed above and below the bar. The signal of all PMTs in coincidence was used to record
cosmic ray tracks crossing the bar at a well defined position. Typical waveforms at different po-
sitions are presented in Figure 12.6. To estimate the time associated to each cosmic crossing a
constant discrimination fraction of 10% was used. The difference of this time relative to the PMT
trigger signal is presented in Figure 12.7. For smaller time differences (trigger closer to the bar
end being measured) the spread of the time difference is smaller and equivalently the time resolu-
tion, characterized by this spread, is better. The time resolution of the system for various trigger
positions is presented in Figure 12.8. The resolution for a single end is always better than 0.3 ns.
The weighted combination of both bar ends leads to an excellent time resolution equal or better
than 130 ps for all bar positions.
Further test to characterize the detector using a single bar are ongoing, in particular, with the aim
to better understand the optimal way to extract the time information from the signals, the wave-
form shape dependence with the position and to validate the performance of the system with the
final SAMPIC-based DAQ.

12.4 Final tests at CERN

FIGURE 12.9: Pictures of different stages of the installation of the six ToF planes in the baby-basket.

To evaluate the adequate performance of the system under realistic installation and geometrical
conditions a metal structure which mimics the upstream portion of the ND280 basket (so-called
baby-basket) was assembled at CERN. The adequate operation of the TFC requires adequate
synchronization and similar behavior for all its channels. To test the system prior to its shipment to
Japan, all ToF planes were mounted in its final geometry in the baby-basket and cabling operations
have started. Illustrative pictures of the procedure and result are presented in Figure 12.9. In the
near future, the SAMPIC DAQ will be connected to all channels to perform final tests.

12.5 Data-driven detector signal characterization with constrained
bottleneck autoencoders

The waveform’s shape variation observed in Figure 12.6 has been recently revisited, see Fig-
ure 12.10 and Figure 12.11 and, in general terms, at least two effects seem to play an effect. The
rising edge of the waveform is mainly the consequence of the direct light reaching the photosen-
sors. The closer the track is to the bar-end the steeper is the rising of the signal. Light reflected
on the opposite bar end reaches the photosensor with a predictable delay equivalent to two times
the bar length (220 cm) divided by the effective velocity of the light in the bar, which is about
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FIGURE 12.10: Pictures of recorded signals for a single ToF bar. Different waveforms correspond the
two arrays of SiPMs in one bar. When the track crosses the bar off-center a secondary peak appears in the
waveform shape due to the light reflected on the opposite end. If the waveforms are superposed, it is clear
that one waveform is delayed with respect to the other due to the uneven distance to the arrays of SiPMs.
Image Credit: Emanuele Vila.

FIGURE 12.11: Average waveforms generated by cosmic rays crossing a single ToF bar at different
distances of the SiPM array used to measure the signal. Image Credit: Emanuele Vila.

16 cm/ns.
The fall of the signal created by primary photons and the rise of the reflected photons create a
signal waveform which changes quite significantly along the bar distance, see Figure 12.11. For
some positions, the primary and secondary signals can even create a double peaked waveform.
The modeling and prediction of this signal as a function of the track position is a difficult problem
as no analytical description exists for the underlying mechanism ruling this behavior. Numerical
simulations able to reproduce the complexity of the problem are difficult to build as several sub-
tle effects play a role: The scintillation time in the plastic, the photon reflections in the bar, the
attenuation experienced by each photon trajectory, the response of the electronics, etc. However,
with the single bar setup waveform examples with labeled positions can be easily collected. The
characterization of the ToF signals from labeled data examples corresponds to an instance of a
common problem in HEP experiments, which is that to characterize detector signals directly from
data when the underlying model is unknown but the physical parameters playing a role are under-
stood and can be measured with the help of additional instruments.
Inspired by the particular necessities of the ToF, a generic solution involving constrained bottle-
neck autoencoders was presented in Ref. [9]. In the next subsections, the study is reviewed with
minor additional comments.
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Problem definition

Consider the deterministic response of a detector as a transformation f that maps a set of physics
parameters, p⃗, (e.g. track position, angle, energy deposit, etc) into a set of detector signals s⃗,
namely,

f( p⃗ ) 7→ s⃗; f−1( s⃗ ) 7→ p⃗ . (12.1)

Then, our aim was to learn transformations f̂ (and f̂−1) as similar as possible to f (and f−1)
directly from data with the only requirement of knowing the set of p⃗ playing a role in the system
and being able to collect data samples of s⃗ for known p⃗ configurations. It is worth noting that this
situation is analogous to that of the ToF, where for each recorded waveform signal a the distance
is known with the aid of the trigger system.

Toy problem

To mimic a functional shape similar to that earlier presented in Figure 12.6 and Figure 12.10 a
toy transformation f was defined as:

s⃗(x) = f(p⃗ = {θ, η})(x)
= (1 + 0.5θ)M (−7|1 + 0.3θ) + M (7(η − 1)|1.2 + θ) (12.2)

Where, the shorthand notation M (µ|c) defines a Moyal distribution [566] with location parameter
µ and scale c, which describes the energy loss of a charged relativistic particle due to ionization
of the medium and approximates the Landau distribution with a systematically lower tail. The
model takes two generic input physics parameters p⃗ = {θ, η}. In the case of the ToF, after nor-
malizing the waveforms amplitude, the system might be well described by the use of a single
physical parameter, the distance. However, to illustrate and discuss the method in a more generic
fashion, potentially interesting to other experiments, a model with two physical parameters was
used.
If x is interpreted as time, a signal s(x) is measured in the detector at discrete consecutive in-
stances of x such that a collection of signals s⃗ constitutes a 1D waveform. Since for a given
choice of p⃗ the output waveform changes its shape, the this toy model was used to generate pairs
of s⃗ and p⃗ reproducing what could be collected in the laboratory. Later, we pretended that f was
unknown to face the problem of learning f̂ and f̂−1 as close as possible to f and f−1 directly
from the synthetic data examples.

12.5.1 Autoencoders

Over the last years deep learning methods have become crucial for modern data analysis and have
started to play a important role in HEP. So far, most solutions have been reached through super-
vised algorithms, particularly applied to classification problems, with deep neural networks at the
forefront. Recently, deep generative models have aroused as a novel unsupervised alternative,
able to deal with both labeled and unlabeled datasets and to learn sophisticated transformation
between spaces of very different dimensionality [567]. Autoencoders are a particular type of this
novel algorithms. In autoencoders (AEs) a real input of arbitrary dimensionality RA is mapped
into a real space output of the same dimensionality by following a set of transformations charac-
terized by a bottleneck architecture. The bottleneck, often referred to as the latent space, has a
reduced dimensionality RB , where typically A≫ B. As the algorithm is trained to minimize the
difference between the input and the output distributions the autoencoder learns a compact repre-
sentation of the data which is encoded into the latent space. Due to this, the transformation which
maps the input into the latent space is named the encoder whereas the transformation which maps
the latent space into the output is named the decoder.
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Despite their recent appearance in the physics literature, AEs have already been studied for sev-
eral interesting HEP applications. On one hand, AEs can be used to compress data by storing the
much lighter latent space representation [568, 569, 570]. On the other hand, AEs average out the
noise from different data examples during training and, therefore, they have great potential to de-
noise signals [571, 572, 573]. AE transformations are greatly interesting by themselves. If an AE
is trained using non-anomalous signals, for instance produced with a well understood simulation,
the AE reconstruction error can later be used to identify outliers and tag them as anomaly can-
didates. Thus, so far, anomaly detection has been among the most widely explored applications
involving AEs in the HEP literature [574, 575, 576, 577, 578]. AEs can also be used to learn sig-
nal or background distributions directly from data. In this applications, AEs enable the generation
of synthetic data by sampling in the latent space, an option explored in several studies [579, 580,
581]. However, if the latent space is unconstrained, no physical interpretation can be made of the
latent space. Due to this, architectures in where the bottleneck is constrained have been studied
in computer science, leading to the proposal of modified AEs, such as the Bounded-Information-
Bottleneck AE (BIB-AE) [582]. The main difference with a standard AE is that in these modified
algorithms additional information in the form of labels is used in the training phase in order to
make the latent space interpretable. In HEP, this approach has been first explored recently via
an algorithm dubbed the end-to-end Sinkhorn AE. Its use has been explored in the context of
producing complex high fidelity simulation outputs for calorimeters by replacing simulators with
AEs trained in simulated data [583, 584]. This has the main advantage of reducing the time and
computational cost of generating simulated events. On this study, we further discussed the poten-
tial of latent space constrained autoencoders in HEP. In particular, we focused on a powerful and
unexplored application: its use for data-driven detector signal characterization and, even more,
how the same trained algorithm can be used not only to generate signals but also to do physical
parameter estimations and signal denoising.

The constrained bottleneck autoencoder

A modified AE, similar to the BIB-AE, was used which, for generality, will be referred to as a
constrained bottleneck autoencoder. A sketch of the algorithm is presented in Figure 12.12. Its
main features are as follows: For training, events consisting of signals s⃗ associated to physical
configuration parameters p⃗ are given as the input to the algorithm. The algorithm then performs
a series of sequential transformations which generate an output signal s⃗′ with equal dimensional-
ity to s⃗. The bottleneck p⃗′ corresponds to the centermost transformation layer and has the same
dimensionality as p⃗. With the former settings, the network weights specifying the encoder and
decoder transformations f̂−1 and f̂ , corresponding to our target interest, are optimized by mini-
mizing the loss over the set of input examples. Such loss consists of the sum of two terms. On
one hand, the mean square error (MSE) between s⃗ and s⃗′ which accounts for the similarity of the
input and output signals. On the other hand, the MSE between p⃗ and p⃗′ which accounts for the
similarity between the latent space and the physical configuration parameters.

Architecture and implementation

The former architecture design has been driven by simple principles. In the first place, using con-
volutional transformation allows to identify patterns arising in the correlations among neighbor
signal values. The number of iterations, filters, kernel size and stride were chosen after a set of
dedicated architectural tests on the overall performance of the network. In the second place, the
use of fully connected layers allows to combine the information from the different convolution
filters and provides to the algorithm enough flexibility in the encoder and decoder transforma-
tions. Such flexibility is crucial, as our AE has a constrained bottleneck, and therefore, learning f̂
and f̂−1 is significantly more challenging than in the unconstrained case. In this sense, stacking
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FIGURE 12.12: Sketch of the constrained bottleneck autoencoder under discussion.

N-times the former layers allows to organically increase the complexity of the network, either by
increasing the number of filters, the number of repetitions, or both.

12.5.2 Methodology

Dataset generation

A dataset was generated by producing a set of 50k statistically independent output signals s⃗. Each
instance of s⃗ was made using uncorrelated flat random values of θ ∈ [0, 1] and η ∈ [0, 1] and by
evaluating f , as defined in Eq. 12.2, a total of 210 = 1024 equidistant times along an interval of
x ∈ [−10, 10]. In this way, the signals s⃗ were waveforms of 1024 values, similar to those pro-
vided by the WaveCatcher. For training purposes the waveforms were normalized forcing them to
be made up of unitary values. This can be achieved in general by applying the change of variable:
s⃗ = (s⃗ + offset)/scale. To exactly span the interval [0,1], one can define offset = min(s⃗) and
scale = max(s⃗) + offset. For convenience, we used offset=0.1, and scale=0.8. An illustration of
the normalized waveforms provided by the toy model in Eq. 12.2 is presented in Figure 12.13.
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FIGURE 12.13: Functional normalized shape of f(p⃗) as described in Eq 12.2, evaluated in 1024 equidis-
tant points along an interval of x ∈ [−10, 10] to form waveforms. A colormap of θ for a series of slices
of η is used to illustrate the dependency on both parameters.
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In a realistic case, the waveforms would be affected by random fluctuations. To show the robust-
ness of the method to random noise and to illustrate its denoising potential prior to the signal
normalization each value of s⃗ was varied independently, adding to it the result of random sam-
pling from a Gaussian with the mean at the original signal value and a sigma of 0.05. At the
normalization scale=0.8, this level of noise corresponds to 6.25% of the maximum possible sig-
nal amplitude. Example results of a set of 15 randomly chosen instances of s⃗ compared to their
associated f(p⃗) are presented in Figure 12.14.
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FIGURE 12.14: Examples of 15 random noisy waveforms in the test dataset compared to its original
functional shape, specified by Eq. 12.2.

Training

For training and testing the system the dataset of 50k examples was split into two separate
datasets: A training dataset with 40k signals and a test dataset with the remaining 10k events.
The autoencoder was trained for 10 epochs (complete cycles to all the data), using the Adam op-
timizer with an initial learning rate of 5 · 10−4 and a mini-batch size of 32 (which determines the
amount of examples that are processed before updating the network parameters). During training
the network weights are optimized by minimizing the loss function, which as earlier anticipated
in Figure 12.12, consists on the addition of the minimum square error of the signal reconstruction
accuracy and the latent space matching accuracy. The training for which the results are reported
took about 50 min in a standard computer1.

12.5.3 Results and discussion

The performance of the trained algorithm can be evaluated for different purposes. In the first
hand, the quality of the learned f̂−1(s⃗) 7→ p⃗′ transformation is relevant to do estimates of the

12.3 GHz dual-core Intel Core i5.
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physical parameters p⃗ using signals as input. On the second hand the quality of the learned
f̂(p⃗) 7→ s⃗′ is relevant to model the detector response and to produce realistic signals s⃗, e.g. if
the algorithm is embedded in a Monte Carlo simulation. Notably, since the algorithm learns from
multiple examples the random noise is averaged out, such that f̂(p⃗) generates noiseless signals s⃗′,
even if it learns from noisy examples s⃗. Due to this, the transformation f̂−1(f̂(s⃗)) 7→ s⃗′ can be
used to denoise signals. Each of this tasks were studied separately as presented in the following
subsections.

Reconstruction of the physical parameters
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FIGURE 12.15: Distribution of the two reconstructed
physical parameters (θ′ and η′) of the toy model for the
whole test dataset. The reconstructed values are shown
in slices of true η and colored with the true value of θ,
allowing to visualize the latent space. The horizontal
black lines show the constrains on the true values of η.
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FIGURE 12.16: 2D distribution of the recon-
struction error for θ and η and its 1D marginal
error distributions including Gaussian fits. The
correlation of the two errors is also presented.

The distribution of the reconstructed physical parameters, p⃗ = {θ, η}, associated to the signals
for the whole test dataset of 10k events is presented in Figure 12.15. The results are presented in
slices of true η and in a colormap of θ allowing to qualitatively understand the 2D latent space
distributions in the whole phase-space. As expected, the encoder learns a transformation that
maps signals s⃗ associated to transformations determined by values of p⃗ = {θ, η} to a latent space
p⃗′ = {θ′, η′} where the typical distance between p⃗ and p⃗′ is small. This is explicitly shown in
Figure 12.16 where the errors in each of the reconstructed physical parameters is presented as a
2D plot showing pairs of reconstructed {θ′, η′} and their 1D marginal distributions. Notably, the
errors are Gaussian distributed, and show negligible bias. The width of the distribution is different
for the two parameters. This is expected, as the two parameters affect differently the waveform
shape. In particular, looking into Figure 12.13 it is clear that a wide range of θ can render very
similar waveforms, as for instance for small η values. From this results on the reconstructed
latent space two major conclusions can be extracted. In the first place the algorithm is able to
effectively learn the transformation f̂−1(s⃗) 7→ p⃗′, allowing to do parameter estimations directly
from detector signals. In the second place, no outliers are observed and the error distribution is
Gaussian allowing to easily and reliable associate errors to the parameters estimated by means of
this method.
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Signal generation
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FIGURE 12.17: Functional shape of f̂(p⃗) as learned by the algorithm. A colormap of θ for a series of
slices of η is used to illustrate the dependency on both parameters.
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FIGURE 12.18: Subtraction of Figure 12.13 and Figure 12.17 to illustrate the difference of f(p⃗)− f̂(p⃗).

The trained model can be used to characterize the transformation across the whole phase space, as
presented in Figure 12.17. In the ideal case, this scan should be equivalent to that earlier presented
in Figure 12.13. Eye inspection allows to draw qualitative conclusions. In the first place, overall,
the algorithm has learned a transformation f̂(p⃗) directly from data examples which generally
resembles the true one, and the predicted signals do not show worrisome artifacts or instabilities.
This is remarkable given that the transformation is learned from noisy data examples but the
algorithm directly provides a denoised output. To draw quantitative conclusions, in Figure 12.18
we present a plot of the difference of the true and the learned model, namely a plot of f(p⃗)− f̂(p⃗).
For the majority of the phase-space the variations are very small, typically well contained within
2% of the maximum amplitude. The largest differences are below 4% of the maximum amplitude
and are therefore sensibly smaller than the simulated noise level.

Signal denoising

Finally, as both f̂(s⃗) 7→ p⃗′ and f̂−1(p⃗) 7→ s⃗′ were correctly learned we studied the reconstruction
of f̂−1(f̂(s⃗)) 7→ s⃗′. This has two main advantages. On one hand the results of the compos-
ite transformation map noisy signals to denoised signals. In the second hand, the errors in the
reconstruction of physical parameters and in the generation of signals are correlated, and in con-
sequence the composite transformation might have a superior performance than the two individual
transformations.
To evaluate the quality of the reconstructed denoised signals s⃗′ from noisy signals s⃗, the output
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FIGURE 12.19: Left panel: Distributions of the signal reconstruction error including various quantiles
for one every sixteen waveform positions for the whole test dataset of 10000 waveforms. Right panel:
Aggregated distribution of all 1024×10000 signal reconstruction errors (cyan), and its 1024 medians
(orange). The signal reconstruction error is defined as the difference between the normalized noiseless
signals provided by Eq. 12.2 and the signals generated by the transformation f̂−1(f̂(s⃗)) 7→ s⃗′.

of f̂−1(f̂(s⃗)) 7→ s⃗′ were compared to f(p⃗) for the 10k events in the test dataset. The results are
presented in Figure 12.19. In the left of the plot, the signal reconstruction error distributions for
all waveform positions multiple of 16 are presented. The decision of showing only one in every
16 positions was driven by a clearer visualization, reducing the number of distributions from 1024
to 64. To show information for all the waveform positions, in the right part of the plot aggregated
results for all the 1024 positions are shown. This aggregated results consists of a distribution of
the 1024 median positions in each waveform position (orange) and the 1024×104 values recon-
structed in any position for all events (cyan).
The results allow to draw numerous conclusions. In the first place, across all waveform positions
the errors in the median are remarkably small, with a typical bias (standard deviation) similar to
0.3% (0.2%) of the maximum amplitude. The error in all reconstructed signals, is slightly wider
but still of excellent quality with a typical bias of (standard deviation) 0.3% (0.7%). In the second
place the reconstructed signals in all positions are densely packed around the median without any
significant outliers. The maximum error for the 64 positions under consideration is comparable
with noise fluctuations and a very smooth an well controlled signal prediction by the network
across the whole test dataset is observed.
To illustrate the accuracy and signal fidelity of the results presented in Figure 12.19 all the 10k
events in the test dataset were sorted by their mean squared signal reconstruction error. Wave-
forms at different error percentiles are presented in Figure 12.19, being the percentile 0 (percentile
100) the event with minimum (maximum) signal reconstruction error. The results show excellent
prediction fidelity across all percentiles with very minor differences even for percentile 100.

12.6 ToF status and future plans

The ToF panels are expected to be transported to J-PARC in some months, i.e. before the end of
the year 2022, and installed in ND280 between 2022 and 2023. Recently, data has been collected
with a single bar and used to characterize the response of the detector. In this context, a novel
method to perform data-driven signal characterization using constrained bottleneck autoencoders
has been proposed [9], showing promising results. In the near future, testing the algorithm in ToF
data is expected.
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FIGURE 12.20: The input noisy signal s⃗ is compared to the denoised generated signal s⃗′ and to the true
shape of the toy model f(p⃗) for a total of 35 examples in the test dataset. The examples are chosen by
their mean squared reconstruction error percentile. Percentile 0 (100) corresponds to the best (worse)
reconstructed signal in the whole test dataset of 10k waveforms.
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As of now, most efforts are centered in developing a SAMPIC based DAQ. In this context, work
is ongoing to validate the performance of the SAMPIC boards, to develop the DAQ software and
to design the trigger logic and the calibration procedures. The integration of the ToF signals in
the global ND280 upgrade reconstruction is also ongoing.



249

Part IV

Conclusions
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Chapter 13

Conclusions

“The moon and the sun are travelers of eternity. So are the
years that pass by. Either drifting life away on a boat or
meeting age leading a horse, each day is a journey and the
journey itself is home. [...] Some time ago, came a day
when the clouds drifting along with the wind aroused a
wanderlust in me, and I set off on a journey to roam along
the seashores.”

– MATSUO BASHO

Neutrino physics is well immersed in the era of precision measurements. With the aim of finally
solving questions that have been open for decades many experiments are ongoing and many
others are planed to start its operation in the next years. Among them, T2K is a world-leading
experiment in the study of neutrino interactions and neutrino oscillations. After 10 years of taking
data T2K has made some of the most important discoveries in neutrino physics. A key element
in this achievements has been the use of a pioneering near detector constrain that has reached
an unprecedented degree of sophistication through the detailed control of the flux prediction,
neutrino interaction and detector response models.

In recent years, the flux prediction has been notably improved with the use of T2K’s replica target
data collected by the NA61/SHINE experiment. The neutrino interaction and detector response
models are constantly revisited and expanded via dedicated studies, often leading to cross
section measurements. After a decade of studying CC interactions, the level of error for these
processes is now well controlled within the boundaries of what it is possible to understand with
the existing amount of collected data and the capabilities of ND280. NC interactions, however,
are much less understood. Due to this, neutrino neutral current interactions producing a single
charged pion in the final state are an important source of uncertainty in T2K’s oscillation analysis.

To reduce this uncertainty and to extend T2K’s expertise on neutrino interactions to the
domain of NC in this thesis the first detailed study of neutrino NC interactions producing a
single positive pion (NC1π+) has been carried out. These processes were only measured once
before in history when event rates were reported by the Gargamelle bubble chamber experiment
in 1978. The new selection criteria uses ND280 to identify the largest statistical sample ever
studied for this process while retaining good purity in its most relevant kinematic phase space. In
addition, three control regions have been developed to constrain the role of the most important
backgrounds in the signal sample. The preliminary cross section measurement for protonless
NC1π+ events, limited to cos θ > 0.3 and 0.2 GeV/c < pπ < 1 GeV/c, is in good statistical
agreement with the prediction of both NEUT and GENIE. The uncertainty associated to this
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measurement is of 21.5% and it has been estimated that reaching a level of error of about 15%
could be possible in the future by simply increasing the amount of collected data. This result is a
major step forward in the knowledge of this process. As of now, the best constrain for it in T2K
is around 60%. The results are expected to lead to a publication and to a new constrain for future
T2K’s OAs.

In order to boost the current capabilities of T2K a set of upgrades are ongoing and planned for
the near future, including a beam power increase and a major upgrade of the ND280 detector. In
this Thesis, contributions to the assessment of the ND280 upgrade expected performance and to
the development of the three new technologies to be installed in ND280 have been presented.

In the first place, simulation studies were done that support the ND280 upgrade project
showing a significant increase in the collected data per POT, a widely improved angular accep-
tance and a dramatic reduction on the hadron detection thresholds.

In the second place, the novel HATPC readout technology based on the ERAM modules
was validated and studied. The results show the excellent properties of the ERAMs that match or
outperform all figures of merit in standard bulk Micromegas while reducing the readout channels
by one third.

In the third place, numerous developments concerning the SuperFGD detector, which will
play the role of the new neutrino target in ND280, have been presented. SuperFGD prototype
data was used to do the most detailed studies so far about this technology that validate its novel
concept and show excellent tracking and particle identification potential both for charged and
neutral particles. Contributions to the final reconstruction methods of SuperFGD have been also
presented, in particular, a novel solution to enhance the detector 3D tracking using graph neural
networks was developed.

Lastly, the status of the ToF panels has been reviewed, including the ongoing activities to
prepare this technology for installation and to better understand its waveform signals, crucial
to extract optimal information from this detector. In that context, a novel method to perform
data-driven signal characterization was developed that is rooted in constrained bottleneck
autoencoders.

Overall, the activities related to the ND280 upgrade have contributed to push the novel
detector concepts from the R&D stage to the state of readiness for installation. The installation is
expected to start in the second half of 2022 and conclude in 2023.

Summing up, the work presented in this Thesis spans from analysis contributions to in-
strumentation developments for the T2K experiment. Independently, each of these studies
provides value to the field of neutrino research advancing our knowledge on how neutrinos
interact and how to improve the existing instruments to produce better measurements in the
future. Combined, these projects aim to help the T2K experiment to continue its exciting line
of research and to deepen our understanding of neutrino physics and of Nature at its most
elementary level.
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Appendix A

DUNE and the photon detection system
of the protoDUNE-DP detector

“Most physicists like myself won’t believe the result until
every possible caveat has been investigated and/or the re-
sult is confirmed elsewhere.”

– LISA RANDALL

This appendix overviews the DUNE experiment and the development of the LArTPC technology
and presents the preparation, installation and preliminary performance of the photo-detection
system (PDS) of the protoDUNE dual-phase (DP) detector.

A.1 Introduction

FIGURE A.1: Cartoon of the DUNE experiment showing LBNF beamline at Fermilab, in Illi-
nois, and the DUNE detectors in Illinois and South Dakota, separated by 1300 km. Image Credit:
https://www.dunescience.org/

The Deep Underground Neutrino Experiment (DUNE), illustrated in Figure A.1, is a future
accelerator based neutrino oscillations experiment in the US which consists of three core
components: A new high-intensity neutrino beamline, a composite near detector facility and a
massive far detector complex consisting of several Liquid Argon (LAr) TPCs. The technical
specifications and studies which back up this new experiment motivations and its design can be
found in an extensive TDR consisting of four volumes [110, 12, 111, 112].
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A.1.1 Working principle of LArTPCs

Liquid Argon TPCs, in general, work by the same principles of any other TPC and, accordingly,
are excellent trackers and dE/dx sensitive instruments. The main disadvantage of gaseous TPCs
for the study of neutrino interactions is their very low target mass. Replacing gas by liquid allows
to increase very significantly the TPC target mass in the same volume. To keep the electron
attachment at acceptable levels the liquid must be a noble gas and due to its abundance Argon is
by far the most extended option for liquid TPCs. Nonetheless, to liquefy Argon and to maintain
it in liquid state, cryogenic temperatures are necessary and, consequently, LArTPCs are enclosed
in cryostats. Inside them, electrically isolated from the walls a set of rings forming a voltage
divider are installed to provide a smooth electric field which guides the electrons towards the
anode, locate on one of the ends of the chamber. In the anode, the readout system is installed.
Depending on its design we can distinguish between single- and dual-phase LArTPCs. For both
solutions, a PDS is installed. In LAr the amount of primary scintillation light (s1) is large enough
to be detected. The time associated to the light detection gives a time reference which, paired
with the known drift velocity, allows for a precise determination of the drift coordinate, making
of LArTPCs excellent 3D trackers. Additionally, the light collection can be used to improve the
calorimetry measurements and to trigger for non-beam events.

A.1.2 History and state-of-the-art of LArTPCs

FIGURE A.2: ProtoDUNE-SP and ProtoDUNE-DP cryostats in the CERN Neutrino Platform at CERN.
At front and center is the top of the ProtoDUNE-SP cryostat. The ProtoDUNE-DP cryostat with its painted
red steel support frame visible is located at the rear of the photo on the right side of the hall. Figure from
Ref. [12].

LArTPCs were first proposed in 1977 [585], and in the decades of the 1980s and 1990s several
studies were made to prove the validity and potential of this technology [586, 587]. The
most notable and largest of these experiments was the 3 ton LArTPC built for the ICARUS
project [588, 589]. Building on this findings, in the 2000s the first proposals to build kileton scale
LarTPC experiments started to arise [590]. Also in the 2000s the ICARUS T600 detector was
built in Gran Sasso, with a large mass of 0.76 kT tons [591, 592]. In the 2010s, a LArTPC-based
experimental neutrino propgram was ignited in the US with the aim to develop this technology, to
exploit the Booster Neutrino Beam at Fermilab (BNB) [593] and to explore the LSND anomalous
results [137]. In 2010, the 170 liters ArgoNeuT LArTPC was built in Fermilab, and used to
measured for the first time differential neutrino cross sections in Argon [310]. In 2015, the
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µBooNE LArTPC with an Argon weight of 0.17 kT started tacking data [309] and a proposal was
launched to build a three detector short-baseline neutrino oscillation facility at Fermilab [594].
It would consist of µBooNE, a new (0.112 kT) LArTPC named Short Baseline Near Detector
(SBND) [595] and the ICARUS T600 detector. In 2017, ICARUS T600 was moved to Farmilab,
where it started tacking data in 2020 [596]. The DUNE experiment, with a CDR published in
2015 [597], it is expected to be the leading experiment for this type of technology in the future.
For its far detector, two different types of LArTPCs are considered: A single-phase LArTPC,
and a dual-phase LArTPC. To validate their designs and prove for the first time many technical
challenges for this technologies two large prototypes were built an operated at CERN in the
late 2010s and early 2020s: the protoDUNE single-phase (protoDUNE-SP) and the protoDUNE
dual-phase (protoDUNE-DP) detectors, both with an approximate total Ar weight of 0.75 kT. A
picture of the neutrino platform at CERN with this two prototypes is presented in Figure A.2.

A.2 The protoDUNE-DP detector

FIGURE A.3: Event display of a through going muon recorded in the WA105 detector. Figure from
Ref. [598].

FIGURE A.4: Left: Sketch of protoDUNE-DP. Right: Picture of the protoDUNE-DP detector with the
anode plane installed and prior to the installation of the field cage structure. Figures from Ref. [12].
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In dual-phase LArTPCs a vertical drift is used. This allows to fill the cryostat with LAr only up to
a certain level, typically close to the anode plane, whilst the rest of the volume consists on gaseous
Argon. Using an extraction grid at the liquid-gas interface the electrons are extracted from the liq-
uid and inserted to the gas where a higher electric field is applied triggering an avalanche process
that amplifies the primary ionization signal. During this avalanche process, electroluminescence
secondary scintillation light (s2) is produced.
The DP technology for DUNE was first tested at large scales using the WA105 detector at
CERN [598, 599]. It was a 3×1×1 m3 demonstrator, with an active target mass of 4 tons.
An event display obtained with WA105 is presented in Figure A.3. The protoDUNE-DP, which
started tacking data in 2020, is the largest of this detectors ever built. A sketch and a picture of
the protoDUNE-DP detector are presented in Figure A.4.

A.3 The photo-detection system of the protoDUNE-DP detector

The light photo-detection system of the protoDUNE-DP detector consists of 36 PMTs (Hama-
matsu R5912-02mod) with a diameter of 8 inches and a gain of up to 1× 109. All the PMTs were
prepared (installed) in the summer of 2018 (2019) and used to collect data in 2019 and 2020. The
results of the analysis of this data can be found in Ref. [13].

A.3.1 PMT preparation

Scintillation light in LAr is vacuum ultraviolet (VUV) with a wavelength similar to 127 nm. Due
to this, the PMTs are usually coated with tetraphenyl-butadiene (TPB) that shifts the wavelength
of VUV photons to about 430 nm, a wavelength to which the PMTs are directly sensitive to.
In 2018, a vacuum chamber developed to coat 360 PMTs with TPB for the ICARUS T600 ex-
periment was used to prepare the 36 PMTs of the protoDUNE-DP detector. Figure A.5 shows a
sketch and pictures of the instrument. A report on the coating procedure and most relevant results
can be found in Ref. [11]. The overall methodology consisted in:

• Unpacking the PMT from its individual box.

• Test its signal response in a dark environment to check for good quality prior to the coating
procedure.

• Dismount the metal frame housing each PMT and designed to install them in the
protoDUNE-DP cryostat and to avoid them to float in the LAr.

• Clean the PMT with ethanol.

• Install the PMT in the vacuum chamber.

• Insert 0.8 g in a Knudsen cell.

• Close vacuum chamber and reach the necessary vacuum level (below 3× 105 mbar).

• Warm up to Knudsen call to 220◦ C, opening a protecting shutter when reaching 190◦ C to
evaporate and deposit the TPB on the PMT surface.

• Undo the vacuum, extract the coated PMT and perform a visual inspection check with a
UV lamp.

• Reinstall the metal frame holder. Test the signal response of the PMT and store it ins
original box.

In total 40 PMTs with polished surface were coated, including 4 spares. One of the spare PMTs
was used to test the resistance of the TPB coating. The test consisted in placing the PMT in
a small open dewar which was then filled with LAr from the bottom to avoid the LAr to flow
directly across the PMT surface and was immersed completely in liquid argon before 1 hour.
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Since neither the PMT nor the dewar were cooled down before the filling the LAr started to boil,
leading to drops of LAr falling on the TPB coating, mainly from the side of the PMT close to the
tube. The PMT was later examined for damage in the TPB coating and, as presented in Figure A.6,
small spots with a near complete removal of the TPB were found. To explore this effect, further
tests were performed in harsher conditions and were compared to that of sandblasted PMTs such
as those used in the ICARUS T600 experiment. The results demonstrated that, whilst immersing a
polished PMT in LAr in conditions similar to those expected in the detector cryostats no damage is
observed, in harsher conditions sandblasted PMTs offer a superior performance in retaining their
TPB coating. Additionally, the quantum detection efficiency for both polished and sandblasted
PMTs was compared and found to be almost equivalent.
In light of the thermal shock tests results the decision was taken to remove the TPB coating in
30 of the PMTs by cleaning its surface with ethanol. To wavelength shift the photons a sheet of
polyethylene naphthalate (PEN) was placed on top of each of the uncoated PMTs.

FIGURE A.5: Top: Sketch of the TPB coating in-
strument used to coat PMTs for the protoDUNE-
DP detector Bottom: Images of the vacuum cham-
ber and the PMT holder with a PMT mock up for
calibration tests. Figure from Ref. [11].

FIGURE A.6: Image of a polished PMT with TPB
coating after immersion tests in LAr. The red box
highlights the area with observable TPB coating
imperfections. Figure from Ref. [11].

A.3.2 Installation

The protoDUNE-DP PDS system consists of a total of 36 PMTs, 30 with PEN foils and 6 coated
with TPB, arranged in the configuration presented in Figure A.8. The installation consisted in
placing the PMTs in its final location at the bottom of the cryostat and attach them to dedicated
fixations using screws. Each PMT was connected to a single cable that is used to provide power
and readout the signal. Additionally, a light calibration system (LCS) was installed, consisting of
blue LED light distributed by a fiber system with a fiber-end pointing at each PMT. The necessary
cables for the operation of the PDS were routed to the top of the 8 m high cryostat and guided
outwards using feedthroughs. A picture of the installed PDS is presented in Figure A.8.
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FIGURE A.7: Sketch of the protoDUNE-DP detector highlighting those elements relevant for its PDS.
Filled (empty) circles correspond to PMTs with TPB coating (PEN foil). Figure from Ref. [13].

FIGURE A.8: Picture of the installed PDS in the protoDUNE-DP detector. Image from Ref [13].

A.3.3 Performance results

The analysis of the performance of the protoDUNE-DP PDS has been recently completed by
collaborators using data and it is available in Ref. [13]. The main results are the following:

• Stable data collection conditions were achieved for all the 36 PMTs of operation along the
18 months of data tacking.

• PEN foils were used for the first time in a large scale LArTPC. The results show that the
most widely extended option of coating the PMT surface with TPB is about three times
more efficient than the PEN foil. In consequence, a PDS based exclusively in PMTs coated
with TPB will be needed for DUNE in the future to achieve its low-energy physics program
goals.

• Both s1 and s2 signals were recorded successfully and observed in all PMTs even at the
maximum drift distance of 7 m.

• A significant (∼ ×2) light detection increase was achieved by doping the LAr with Xenon
(5.8 ppm).
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Appendix B

ASTRA a novel range telescope for
proton computerized tomography

“In the Radiation Laboratory we count it a privilege to do
everything we can to assist our medical colleagues in the
application of these new tools to the problems of human
suffering.”

– ERNEST LAWRENCE

In the context of the development of new technologies for the ND280 upgrade presented in this
thesis the possibility came up to combine multiple of those advancements to propose a novel range
telescope for proton computerized tomography. This appendix reproduces the studies described
in Ref. [14], where the proposed detector, named ASTRA, as well as the feasibility studies made
to evaluate its potential performance are described.

B.1 Introduction

Cancer is the second most likely cause of death worldwide [600]. Consequently, developing
novel methods and technologies to treat oncological patients is a very active field of research.
From the high energy physics perspective multiple significant contributions have been made es-
pecially concerning diagnostic methods based on medical imaging and treatments consisting in
attacking tumors by means of high energy particle beams. In this regard, among oncology treat-
ments, X-ray radiotherapy is a well established technique, being used in about 30% of the patients
[601]. However, a photon beam dose profile is exponentially decaying such that in order to treat
the tumor a radiation dose is unavoidably delivered to the healthy tissue. Due to this, a better
alternative is that of proton beam therapy [602]. As it has been earlier reviewed in this thesis, pro-
tons deposit more energy as they slow down delivering a very high and localized dose close to the
stopping point. Because of this, if a beam of protons is prepared to stop in the tumorous tissue the
patient can be treated effectively whilst reducing the damage to healthy tissue [603, 604]. There
is however a major setback, as in order to plan the proton treatment a high quality 3D map of the
proton stopping power (PSP) in the patient’s body is necessary. State-of-the art techniques con-
sist in building this map with photons, however, the conversion from photon to proton stopping
powers results in non-negligible uncertainties that hinder this method [605]. Therefore, in order
to advance this treatment alternative it is urgently necessary to develop a substitute method which
allows to reliably and safely generate accurate PSP maps. In this sense, proton computerized to-
mography (pCT) it is widely regarded as the best fitting candidate, however, devices able to meet
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optimal performance are not yet available. In this sense, the ASTRA detector, which is presented
below, is intended to fill this gap.

B.2 pCT design

In general, a pCT system requires:

• A position tracker, able to reconstruct the proton trajectory within the body.

• An energy tagger, able to reconstruct the proton energy.

Hence, in order to evaluate the potential performance of the proposed range telescope we proposed
a full pCT system, which is sketched in Figure B.1. It consists on a position tracker made up of
four Depleted Monolithic Active Pixel Sensors (DMAPS) placed in pairs either side of a phantom
and A Super-Thin RAnge telescope (ASTRA) located downstream.

FIGURE B.1: 3D visualization of the pCT system with
4 DMAPS planes, a spherical phantom with 6 cylindrical
inserts and the ASTRA range telescope. In the image, ten
protons (dark blue lines) are shot into the system. Figure
from Ref. [14].

FIGURE B.2: Drawing of 2 layers of the
ASTRA geometry. Each plane is made up
of bars. The beam would enter in perpen-
dicular to the planes surface. Image Credit:
Dana Douqa.

B.2.1 The DMAPS-based tracker

DAMPS were developed in the context of the high-luminosity upgrade of the inner tracker of
the ATLAS detector [606, 607]. They have a fast response and fine pixelization, making them
excellent candidates to built a proton tracker. The DMAPS-based tracker would consist of four
identical DMAPS organized in two sub-trackers, front and back, each formed by a pair of DMAPS
separated by 50 mm. The distance between the first and last DMAPS would be of 150 mm. We
simulated the DMAPS following the specifications in Ref. [608], with a Silicon thickness of
100 µm and a total area of 10×10 cm2 containing 2500x2500 pixels of 40×40 µm2.

B.2.2 ASTRA

The ASTRA detector geometry was inspired by the Fine Grained Detector (FGD) modules in
ND280 [452]. Its design combines technological advancements developed for the Time-of-Flight
panels [558, 525] and the SuperFGD detector [533, 3], earlier reviewed in this thesis. In particular
ASTRA was conceptualized as made of bars of 3×3×96 mm3 arranged in layers oriented in alter-
nate axis, see FigName B.2. We assumed the same plastic material as in SuperFGD, including an
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etched surface of 50 µm to achieve good optical isolation between bars. MPPCs would be coupled
to plastic bulk of each bar as in the bars of the ToF detector. For the electronics specifications
we guided our studies assuming that CITIROC-based electronics, such as those in SuperFGD [6],
could be used.

B.3 Methodology

A custom GEANT4-based simulation was implemented including all the relevant geometrical
features of the detector earlier described. The detector response was simulated as follows. The
energy deposits provided by GEANT4 in each DMAPS plane was discretized in a list of pixels
following a structure analogous to that expected in the real output. This included a threshold of
850 electrons, based on preliminary laboratory tests, with the goal to minimize the noise gener-
ated by secondary electrons. For ASTRA, the energy deposits were converted in to a number of
photoelectrons (PE) and discretized in a list of bars hits. This process included the random detec-
tion of the photoelectrons by the MPPCs, which generated a smearing of about 10%. Detection
thresholds of 3 PE were included.
The performance of the detector was studied using protons in the relevant range of energies, i.e.
from 40 to 240 MeV. The ability of the system to reconstruct events with multiple simultaneous
protons was studied using datasets consisting of N simultaneous protons being shot simultane-
ously at the detector.

B.3.1 Tracking

Custom algorithms were developed in order to associate the former lists of DMAPS and ASTRA
hits into tracks. Notably, this algorithms were made with the primary goal to provide a sufficient
performance to characterize the potential of the system under discussion. In consequence, it is
expected that dedicated reconstruction studies will reach a superior performance in the future. In
this sense, it is worth noting that there are currently ongoing efforts to develop new versions of
this algorithms based on Deep Learning methods. Because of this, the results presented below,
and especially those concerning the multi-proton capabilities of the detector, might be interpreted
as a lower bound of the expected performance of the final system with optimized reconstruction
algorithms.

DMAPS tracking

The DMAPS tracking algorithm match a set of input hits into a set of reconstructed trajectories
running the following steps:

• Define the number of tracks N as the lowest number of hits in a plane.

• Generate all the possible track combinations (N4) and compute a fitness value (η) for each.

• Select the N tracks with best overall fitness not sharing any common point.

Two approaches were investigated to define the η parameter. First, it was defined as the χ2 of a
straight line fit to all four pixel positions. Second, it was considered as the minimum line-to-line
distance using the two trajectories reconstructed with the two first and the two last planes. The
latter was chosen as the final criteria as it was found to work better. Performance results can be
seen in Figure B.3.
Two figures of merit were defined to study the performance of the algorithms, the purity (p) and
the efficiency (ε), defined as:

ε =
Nreconstructed

Ntotal
, p =

Ngood

Nreconstructed
(B.1)
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FIGURE B.3: Tracking performance of the DMAPS tracker as function of the number of protons per
event for different thicknesses of the phantom in place. The studies are made using a Gaussian beam
(σ = 10 mm) containing 180 MeV protons. Figure from Ref. [14].

where Ntotal, Nreconstructed and Ngood stand respectively for the total number of simulated tracks,
the total number of reconstructed tracks, and the total number of reconstructed tracks with all hits
belonging to the same true track.

ASTRA tracking

FIGURE B.4: Top and side view of the the ASTRA hits and the associated 3D reconstructed event. The
colors represent the reconstructed track IDs. Figures from Ref. [14].

The ASTRA tracking algorithm found a set of reconstructed trajectories running the following
steps:

• Make all possible 3D point combinations using the two first ASTRA layers.

• Set as track seeds all 3D points closer than a distance D to the trajectory defined by the last
two DMAPS.



Appendix B. ASTRA a novel range telescope for proton computerized tomography 262

• For each seed iterate going upstream layer by layer. For each new layer 3D point candidates
were formed from the available hits. If it found more than one 3D point closer than D only
the one with higher light yield in the last layer was included.

• If no new 3D points were found closer than D in the following layer the tracking for the
seed was completed, and a new reconstructed track was formed. The hits used on the track
were set as not available and the algorithms continued with the next seed. The algorithm
finished when all seeds had been considered.

An example of the tracking result of four simultaneous protons is presented in Figure B.4.

B.3.2 Performance tests

The performance of the system was studied doing a series of imaging tests on phantoms placed
between the second and third DMAPS planes. In this tests a a 180 MeV monoenergetic proton
beam with a Gaussian profile (σ = 10 mm) was used, matching the characteristics of the iThemba
proton beam facility [609].

Energy reconstruction by range
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FIGURE B.5: True proton kinetic energy from GEANT4 compared to the reconstructed range in ASTRA.
The map from the reconstructed range to the reconstructed energy corresponds to the fit in red. Figure
from Ref. [14].

The protons kinetic energy was reconstructed in ASTRA by building a map, presented in Fig-
ure B.5 of the reconstructed range to the true kinetic energy of the protons specified by the sim-
ulation framework. The functional form of the conversion between the range and the expected
energy was parametrized by fitting the most likely with an heuristic function. For the calcula-
tion of the energy resolution distributions of 1 − Etrue/Ereco were filled, in intervals of 20 MeV.
Then, this distributions were fitted using a Gaussian distribution and the width of the fit (σ) was
used to define the energy resolution. For illustration, two example distributions are presented in
Figure B.6.

Energy reconstruction including calorimetry

As the CITIROC chip provides calorimetric information by ToT and as it might be possible to
develop custom electronics for this detector in the future, the usefulness of adding calorimetric
information to the energy reconstruction was studied. The strategy consisted in embedding the
reconstructed range and the light yield for all the hits in each reconstructed track in a vector of
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FIGURE B.6: Examples of two of the distributions for bars of 3 mm used in Figure B.7. The left (right)
plot corresponds to a resolution of 1.02% (0.70%). Figure from Ref. [14].

features. This vector was then used to train a boost decision tree (BDT). In particular BDTG
method from the TMVA libraries [610] was used. The training was made using half a million
reconstructed protons. The performance of this method was later evaluated using the trained
BDT to predict the reconstructed energy in previously unseen events.

Imaging

The phantoms used for imaging were composed by up to seven different materials defined in
Table B.1.

Material Density [g/cm3]

Water 1.00
Adipose 0.92
Perspex 1.177
Lung 0.30
HC bone 1.84
Rib bone 1.40
Air 0.0013

TABLE B.1: Density values of the simulated materials used for imaging. Table adapted from Ref. [14].

Two different types of images were performed: A simple 2D radiography and a 3D pCT scan.
For the 2D radiography the phantom was scanned with a proton beam moving the center of its
Gaussian distribution through a grid over the phantom surface. The image was made by projecting
the reconstructed tracks trajectory on an imaginary plane, perpendicular to the beam, located at
the center of the phantom. The pixels of the radiography were defined setting up a 2D grid of
200×200 pixels, each with a size of 400×400 µm2, for a total image area of 8×8 cm2. The
color of each pixel was defined from the center of a 1D histogram distribution filled with the
reconstructed energies of the protons passing through the area of the pixel. For the pCT scan
a total of 360 radiographies were made, rotating for each the phantom by one degree. In the
pCT only the energies of those protons reconstructed within 2 σ around the most probable value
of each pixel were used with the purpose of removing potentially deleterious tails. The end-
product images were used as input to an algorithm developed by the PRaVDA collaboration
[611]. Notably, for all imaging results calorimetric information was ignored such that the results
correspond to do the energy reconstruction exclusively by range.
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B.4 Results

The simulated energy resolution of ASTRA is presented in Figure B.7.

40 60 80 100 120 140 160 180 200 220 240
True Kinetic Energy [MeV]

0

1

2

3

4

5

6

7

 =
 (

T
ru

e-
R

ec
o)

 / 
T

ru
e 

[%
]

σ
E

ne
rg

y 
re

so
lu

tio
n 

3  mm 

6  mm 

9 mm 

FIGURE B.7: Energy resolution of the ASTRA range telescope using range only information for three
different squared-shaped bar sizes of 3, 6, and 9 mm. In all cases ASTRA is 360 mm long, and for each
configuration 32, 16, and 11 bars are arranged in each layer respectively. The dashed line highlights the
1 % threshold. Figure from Ref. [14].

In these studies bars of differences sizes were considered, as using thicker bars would translate in
reduced production costs for ASTRA. In general the results show an energy resolution better than
1% for the 3 mm bars for energies above 100 MeV. It has to be noted that this is the most relevant
range of energies for pCT. The energy resolution asymptotically tends to an excellent performance
of about ∼0.7%. Remarkably, coarser segmentation also achieve this high resolution in the high
energy limit. Nonetheless, to investigate the potential multi-proton capabilities of the system the
rest of the studies were centered in the 3 mm configuration. This is justified by the much better
performance in multi-proton tracking for thinner bars presented in Figure B.8.
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FIGURE B.8: Tracking performance for different number of simultaneous protons for the 3 mm, 6 mm
and 9-mm ASTRA bars configurations. Figure from Ref. [14].

Since protons undergo inelastic interactions, when their energy is reconstructed solely by range
some unavoidable energy reconstruction errors are made. This nuisance is accentuated when deal-
ing with multiple simultaneous protons since tracking errors further smear the range estimates.
Consequently, it is possible to identify typically two regimes in the energy reconstruction: A
Gaussian one associated to the successful reconstruction of protons without inelastic interactions
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and one conformed by long tails arising from tracking errors and inelastic protons. For events
with only one proton tracking errors are expected to be close to zero, such that the performance
results allow to investigate the role of inelastic interactions. In general, however, the most relevant
metric to study is the fraction of protons which are considered good for imaging, i.e. those that
are in the end used to generate the pCT images. To study this, the fraction of protons good for
imaging was measured for two different beam profiles and several number of simultaneous pro-
tons by counting the fraction of events within 2σ of the typical energy reconstruction with respect
to the total number of incident protons. The results are presented in Figure B.9. As expected, the
more spaced the protons are in the beam the easier is to reconstruct them, reducing the number
of tracking errors and increasing the fraction of protons good for imaging. Notably, even for the
realistic Gaussian beam, about 1 proton per bunch is good for imaging regardless of whether there
are one, two or simultaneous protons in the event.
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FIGURE B.9: Fraction of protons good for imaging as a function of the proton true kinetic energy using
different number of simultaneous protons for a Gaussian beam (σ = 10 mm) and for a flat 75×75 mm2

beam. Figure from Ref. [14].

Additionally, the energy resolution of the reconstructed protons in the Gaussian regime was stud-
ied as a function of the number of protons in the event. As presented in Figure B.10, the resolution
of the system is kept constant showing the robustness of the method.
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initial kinetic energy.
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The influence of using calorimetric information in ASTRA was studied comparing the range-only
approach to the range and calorimetry method. In this studies, we kept in mind the demanding
data rates that the envision pCT system would need to deal with in order to store the calorimetric
information. Because of this we simulated the light in the bars as being digitized by a N-bits ADC
by discretizing the bars output in 2N values. In particular, we investigated the results for 4-bits
and 12-bits ADCs, with associate light yield qualities compared qualitatively in Figure B.11.
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FIGURE B.11: Reconstructed protons light yield as a function of the distance to the layer with maximum
recorded light yield for the 4-bits and 12-bits configurations. Figure from Ref. [14].

The energy resolution performance results are presented in Figure B.12. As it can be seen a sig-
nificant improvement is achieved for low proton energies. For high energy protons the resolution
is also improved reaching a resolution similar to ∼ 0.5%. Interestingly, this studies indicate that
a 4-bit ADC might be sufficient to reach a significant improvement.
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FIGURE B.12: Energy resolution for single proton events with and without using calorimetric informa-
tion. The dashed line highlights the 0.5 % threshold. Figure from Ref. [14].

B.4.1 Radiography

The phantom under radiography consisted of a water equivalent material (WEM) squared frame
of 50x50 mm2 and 30 mm pierced by four columns of cylindrical inserts of 30 mm length. Each
column consisted of four cylinders of the same material organized in four rows, each with a dif-
ferent radius. From left to right the materials were simulated as equivalent to lung tissue, rib bone,
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hard cortical bone, and adipose tissue. From the bottom to the top row the radius are 0.5, 1.0, 1.5
and 2 mm. The radiography was made using events with a single proton and with three simulta-
neous protons. The result images are presented in Figure B.13. A very high image resolution and
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FIGURE B.13: Proton radiography of the squared phantom using 1 and 3 protons. From left to right the
materials are simulated as equivalent to lung tissue, rib bone, hard cortical bone, and adipose tissue. From
the bottom to the top row the radius are 0.5, 1.0, 1.5 and 2 mm. Each image used 5·106 protons. The
Z-axis (color) corresponds to Water Equivalent Path Length (WEPL) in mm. Figure from Ref. [14].

high contrast is achieved and simple eye-inspection does not lead to appreciable differences in the
results of the 1 proton and 3 protons results. A noise analysis revealed small differences in the
color contrast for both. In particular, water equivalent path length (WEPL) fluctuations of 0.03 cm
(0.06 cm) were measured for events made with 1 proton (3 proton) events. This corresponds to a
significant relative degradation moving from 1% to about 2% WEPL fluctuations.

B.4.2 Proton CT scan

For the study of the 3D pCT imaging performances a spherical phantom was used consisting in
a sphere of 75 mm in diameter made of Perspex (PMMA) with six different cylindrical inserts
15 mm high with 15mm diameter. The cylinders were placed in a three by three disposition form-
ing two equilateral triangle in two different planes placed 9 mm above and below the center. The
image results are presented in Figure B.14 in the form of two sliced sections of a pCT made with
single proton events. The slices corresponds to the half height of the top (left image) and bottom
(right image) sets of inserts. The RSP values for each material, computed from the average of
several pCT pixels associated to the that material, are presented in Table B.2. Reference RSP val-
ues were computed using the true energy of the proton trajectories. The results show an excellent
performance matching true and reconstructed RSP values within 0.5 %. For an analogous pCT
image made exclusively with events with 3 protons some degradation is observed. Nonetheless, it
is worth to have in mind that the 3 protons performance is comparable to the single proton events
performance of other technologies [612]. Moreover, in a real life situation a beam could be tuned
to consist mostly of 1 proton events and the multiproton capabilities of ASTRA used to deal with
multi-proton eventualities, currently rejected in other technologies, hence increasing the system
efficiency and the usefulness of the dose delivered to the patient.
The spatial resolution of the pCT was investigated by studying a RSP profile as presented in Fig-
ure B.15. The results show a stable RSP profile with an overall smooth trend and a flat plateau.
The spatial resolution, see Figure B.15 was calculated by measuring the spread of the transition
region between being inside and outside the insert, leading to a resolution similar to 1.1 mm.
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FIGURE B.14: Slices of a proton computed tomography using single proton events showing the contrast
in RSP for the six inserts. The different insert materials have been simulated to be equivalent to (from left
to right): rib bone, water and adipose tissue (left slice) and hard cortical bone, lung and air (right slice).
The red dashed line highlights the data used in Figure B.15. Figure from Ref. [14].
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FIGURE B.15: Projection of the RSP along the line highlighted in Figure B.14. The rise in the RSP
value has been fitted with an error function for the two inserts, hard cortical bone (green) and air (blue),
characterized by a sigma detailed in the image.

Material RSP (True) RSP (Reco 1p) RSP (Reco 3p) %diff (1p) %diff (3p)

Water 0.994 ± 0.002 0.992 ± 0.002 1.033 ± 0.002 0.201 3.924
Air 0.008 ± 0.002 0.009 ± 0.002 0.076 ± 0.006 -12.5 850.0
Adipose 0.917 ± 0.005 0.916 ± 0.006 0.96 ± 0.02 0.109 3.60
Rib bone 1.326 ± 0.001 1.325 ± 0.003 1.34 ± 0.04 0.075 1.06
HC bone 1.646 ± 0.002 1.641 ± 0.003 1.66 ± 0.02 0.304 0.85
Perspex 1.149 ± 0.002 1.144 ± 0.004 1.14 ± 0.01 0.455 -0.78
Lung 0.302 ± 0.003 0.302 ± 0.002 0.35 ± 0.02 0.000 15.89

TABLE B.2: Relative Stopping Power (RSP) values for seven different materials extracted from the pCT
image of the spherical phantom. The labels True and Reco stand for the energy used to compute the RSP.
Results are presented for both 1 proton and 3 simultaneous proton events. The differences (diff) compare
the True and Reco values for the RSP. Table from Ref. [14].
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B.5 Conclusions, status and plans

The feasibility studies of the novel proposed technology showed the potential of ASTRA. Overall,
excellent performances were reached in terms of energy resolution, significantly outperforming
existing technologies. The quality of the system was confirmed by imaging tests revealing both
an excellent image contrast and spatial definition. Moreover, based on the current knowledge of
the components of this technology we expect that ASTRA will be able to cope with up to 108

protons/s (100 MHz). This figure-of-merit is up to two orders of magnitude higher than that in
existing technologies. Additionally, ASTRA allows to deal with events with multiple protons
potentially allowing to decrease unavoidable inefficiencies in other existing solutions.
As a consequence of this studies, an international collaboration is emerging, including IFAE in
Spain, University of Birmingham in UK and University of Geneva in Switzerland with the aim to
build and test a first ASTRA prototype. In addition, a project is currently ongoing to improve the
reconstruction performances of ASTRA using Deep Learning.
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