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Abstract

The overall aim of this doctoral research is to explore the lexical, syntactic and cultural
problems in simultaneous interpreting from English into Arabic and vice versa, and the
strategies applied to solve or prevent these problems. Two groups of interpreters, experts
and novices, participated in two Sl tasks from English into Arabic and from Arabic into
English. A pilot study was previously conducted to test and validate the experiment. The
experiment focuses on (1) the problem identification (process-oriented analysis),; (2) the
renderings of proper names, numbers, collocations, passive voice, culture specific terms and
structures and terms with religious content (product-oriented analysis),; and (3)

triangulation of these data with the strategies applied by the subjects.

Pre and post-task questionnaires are used to study the problems encountered during
rendering the Rich Points and the strategies applied. Moreover, the subjects conducted two
Sl tasks from English into Arabic and from Arabic into English. | used a mixed approach in
the data analysis and data collection of this study as I qualitatively investigated subjects’
interpretations of the Rich Points, their post interpreting reports and the strategies applied,
and the quantitative differences between experts and novices regarding inadequate

renderings, the percentage of these inadequate renderings and the strategies applied.

The results show that expert interpreters show high proficiency in identifying the problems
and the cognitive processes that caused these problems during both Sl tasks. On the other
hand, novice interpreters showed their unawareness of most of the interpreting problems,
which consequently has a negative impact on their performance. Besides, experts showed a
more strategic behavior as compared with the novices during both Sl tasks, since they
successfully applied strategies that solved the problems and even prevented them. Novices,
on the other hand, encountered problems with all the categories, as they could not apply the
required strategies to solve or prevent the problems. Their performance was clearly

characterized by omitting the Rich Points,

This study makes a contribution to the field of interpreters’ training, emphasizing the
relevance of problem recognition as the first step toward problem-solving. The study also
points out the importance of successful management of cognitive processes during the Sl

task as an effective method to prevent problems and to keep the interpreting flow.
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1. Introduction

1.1 Motivation

As a member of the teaching staff at the University of Mosul, | have taught simultaneous
interpreting in the College of Arts, Department of Translation, since 2015. In addition to
written translation from Arabic into English and Journalistic Translation, | taught Sl to the
fourth-year students from the Department of Translation / College of Arts at the Universities
of Mosul and Tikrit (Iraq), who were displaced in Kirkuk (north of Iraq) due to ISIS
occupation to their cities during 2014-2017. This academic experience provided me with
some intuitive, non-scientific understanding of the problems that students may encounter
during the Sl task between English and Arabic, particularly during the rendering of lexical,
syntactic, and cultural elements. Nonetheless, | was also aware that most of my intuitions
needed to be scientifically proved. This encouraged me to investigate the causes of these
problems and to study the strategic solutions that are applied particularly by expert
interpreters to overcome or prevent these problems. Conducting research in this field could,

in short, allow me to implement these solutions in my future training courses.

Furthermore, | wanted to introduce conference interpreting research in my country, Irag, as
this study will be the first which sheds light on the study of conference interpreting, and
particularly on SI. As a matter of fact, in the last years | have been actively participating in
the creation of a conference interpreting lab at the University of Mosul, Irag. It is worth
mentioning that the University of Mosul is now in the process of recovery after the huge
destruction of its infrastructure due to the occupation of ISIS terrorist groups and to the war
during the liberation of the city from 2014 to 2017. My involvement in the creation of this
lab and my personal commitment with the University of Mosul provided me with an extra

personal interest for the research I was about to conduct.

During the displacement period caused by the war in Iraqg, | also worked and volunteered as
an interpreter with many NGOs (AMIDEAST, JRS and NRC) that help Iraqi Displaced
People (IDPs) in the displacement camps in the Kurdistan region (north of Iraq), particularly
in the field of education. This second professional experience also made me wonder about
the challenges that interpreters normally face during the interpretation task and how they
can cope with them. | decided to verify this by performing this research for both novices
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and experts and acquiring concrete results which may help me to proceed in my future

research plans.

After receiving a scholarship to complete my PhD at the UAB, Spain (emergency
scholarship for refugees) with a help of Fundacién Autonoma Solidaria (FAS), | realized
that it was time for me to start doing research in conference interpreting, as all the required
instruments were available and easily accessible, such as resources, interpreting labs,

interpreting workshops, seminars, conferences, and directors with high proficiency.

1.2 Interest, Scope and Objective

It is clear that the process of simultaneous interpreting is a very demanding and complex
task which requires interpreters to be aware of the problems and difficulties that may occur
during its development. These problems and difficulties may increase when interpreters
undertake the task of interpreting between two distant languages such as English and Arabic.
The interpretation of lexical elements (proper names and numbers) as problem triggers
consumes interpreters’ available processing capacity due to their high informativity and low
redundancy (Gile, 1995). Moreover, the interpretation of syntactic elements (collocations,
passive voice) may cause problems for interpreters during the interpretation between
English and Arabic due to the differences in sentence structure, culture specific references,

and communal use of these elements between English and Arabic.

Furthermore, aspects related to culture (culture specific terms and structures, as well as
terms and structures with religious content) are also considered among the problematic
elements during the interpreting task because of the cultural gap between English and
Arabic. This is due to the fact that English is related to Western Christian culture while
Arabic is concerned with Eastern Islamic culture. In order to render these elements
adequately, interpreters have to develop strategies and tactics so they can cope with
cognitive pressure during the demanding process of Sl. These strategies are normally
developed through experience and training courses until they are automatically applied by

interpreters.

The overall objective of this study is to analyze and compare the strategic behavior of

experts and novices when coping with lexical, syntactical, and cultural problems during the

5



task of SI from English to Arabic and vice versa. From this study, we can know more about
the cognitive aspects that were involved in Sl process and learn about the differences

between experts and novices during Sl tasks from English into Arabic and vice versa.

This study aims to verify interpreters’ ability to identify the problems through their post
interpreting reports (questionnaire and answering post task questions), and to investigate
and compare experts and novices’ renderings for the Rich Points through a product analysis
of their interpretations. Furthermore, the research reflects the impact of applying the
necessary strategies that can overcome the problems and improve interpreters’ performance,
particularly through the analysis of experts’ strategic behavior, which can be included in
training courses for novices. It also sheds light on interpreters’ awareness of many
interpreting problems that occur during the Sl task between English and Arabic, as the
interpreters, particularly novice ones, may not realize many of the interpreting problems,

and this hinders the application of the necessary solutions.

Furthermore, this is considered the first study that deals with all of these elements in the
combination of these two languages, Arabic and English. Other studies focused on particular
aspect such as standards of Sl in Arabic satellite broadcasts (Darwish, 2006), collocation in
SI (Mohammed, 2015), TV interpreting of presidential speech from Arabic into English (Al-
Jabri, 2017), the difficulties encountered by students during English into Arabic SI and
consecutive interpreting (Cl) (Hanaqgtah, 2017). Structural challenges of Sl for professional

interpreters in English into Arabic and vice versa (Al Zahran, 2021).

I sincerely hope that this research study will make an urgent and relevant contribution to
knowledge in interpreting training, and that researchers, trainers, experts, and novices may
benefit from this study. Additionally, experts can improve their performance through the
results of this study, which highlights the causes of inaccurate renderings and triggers them
to find suitable solutions to avoid these renderings. Trainers may also take the findings of
this study into account to focus on the strategies applied, particularly by experts, and
possibly include them in their training courses. Based on the results of this study, novices
will identify the causes of their inadequate renderings, the nature of these renderings, and
the effects of applying the required strategies to solve the problems and even prevent them,

which consequently can lead to improvements in their interpreting performance.



This general aim materializes in six specific objectives:

e To analyze how a group of experts and a group of novices render the same lexical,
syntactic, and cultural elements during the task of SI from English into Arabic and

vice versa.

e To analyze the strategies that have been used by experts and novices to overcome
the difficulties of rendering the lexical, syntactic and cultural elements during the Sl

task from English into Arabic and vice versa.

e To study the cognitive processes that show evidence of problems in the performance

of experts and novices during the Sl task from English into Arabic and vice versa.

e To compare the results between the novices and the experts regarding the problems
encountered and strategies applied to solve these problems.

e To study the effect that directionality has regarding the problems encountered and

strategies used in SI from English into Arabic and vice versa.

e To design specific recommendations and exercises for trainers in English-Arabic

and Arabic-English Sl based on the results derived from this study.

1.3 Structure

This dissertation includes five chapters, which will be followed by the discussion and

conclusions section, then by the bibliography and appendices.

Chapter 1 constitutes the theoretical framework of this dissertation. It focuses on Sl as a
Cognitive Process and it can be divided into two main parts. In the first part, | firstly review
the product-oriented research, which mainly focuses on the interpreting quality and pays
more attention to the target language text, and secondly the process-oriented research, which
investigates the cognitive processes involved in SI. The second part of Chapter 1 is devoted
to studying the processing models in Sl that describe the mechanisms of Sl and the

concurrent tasks performed by simultaneous interpreters. These models include
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Seleskovitch’s triangular process model (1962), Gile’s efforts model (1995), Seeber’s
cognitive load model (2011), Gerver’s model (1975), and Moser-Mercer’s model (1978).
The chapter concludes with a discussion on other memory models such as Baddeley’s

working memory model (1974), and Daro and Fabbro’s model (1994).

Chapter 2 focuses on the the notions of “problem” and “strategy”. I have also divided this
chapter into two main parts. In the first part, | study the notion of “problem” in translation
and interpreting research, with focus on English and Arabic combinations. The second part
of this chapter investigates the strategies applied by translators and interpreters to overcome
the problems encountered during the process of interpreting. Moreover, | investigate three
main typologies of strategies that cover most of the strategies in translation and interpreting,
namely: Gile’s (1995) coping tactics, Kalina’s (1998) classification of interpreting
strategies, Al-Salman and Al-Khanji’s (2002) communication strategies in SI, upon which
subjects’ strategic behavior will be based in this research. | conclude this chapter by
discussing the notion of directionality, particularly in interpreting, and the main tendencies

that support interpreting from language A to language B or vice versa.

In Chapter 3, | present the methodological framework and design of this study. I first
describe the methodological steps of the pilot study for both novices and expert in two Sl
tasks from English into Arabic and vice versa: context, subjects, materials, data collocation,
and data analysis. | then present a description of the study starting with expert interpreters:
subjects, experiment, data collocation, and data analysis. Finally, | describe the study
performed with the novices, including the context, subjects, the experiment, and the data

analysis.

| devote Chapter 4 to the analysis of the pilot study, starting with the study involving
novices: objectives and a detailed analysis of the novices’ interpretations of the Rich Points.
It includes the identification of the problems encountered and the solutions subjects applied
to solve these problems during both Sl tasks. | then present the analysis of the study
involving an expert interpreter, which includes a detailed analysis of her interpretation of
the Rich Points, in addition to the strategies used to cope with these problems. I conclude
this chapter with the results of each group’s pilot study, general observations derived from
the pilot study, and actions to be taken for the study based on the observations derived from

the pilot study.



Chapter 5 is devoted to the analysis of the study, starting with the analysis of the experiment
with expert interpreters. It includes measuring the subjects’ renderings of lexical, syntactic,
and cultural elements during two Sl tasks from English into Arabic and vice versa, and the
strategies applied to solve these problems. I also identify the nature of adequate renderings
and the cognitive processes that show evidence of the problems during both Sl tasks. |
present the results of the study with experts with a conclusion and a comparison of their
performance in the English to Arabic task and the Arabic to English one. Then, I apply the
same procedures to analyse the study with novices in both Sl tasks. | present a conclusion
for the study involving novices and a comparison of their performance in the English to
Arabic task and the Arabic to English one. | then conclude the chapter with a comparison
between experts and novices regarding the interpretation of lexical, syntactic, and cultural

elements in each Sl task.

The last section of the dissertation is devoted to the discussion of the results of the
experiments with experts and novices. This section also presents the contributions of this
study to training in interpreting and the conclusions derived from the experiment of experts
and novices. Finally, I end this section by proposing concrete recommendations for future

studies.



CHAPTER ONE

THEORETICAL FRAMEWORK: SIMULTANEOUS INTERPRETING AS A COGNITIVE
PROCESS

1.1 Simultaneous Interpreting as a Cognitive Process: Development of Simultaneous
Interpreting Research

Definitions of interpreting stress its simultaneity and relate it to the distinct mental processes
that are included in the interpreting task. In this regard, Pdchhacker (2004: 13) defined
interpreting as “a form of translation in which a first and final rendition in another language
is produced on the basis of a one-time presentation in a SL”. Many researchers from within
and outside the interpreting research paradigm describe the Sl process as being complex and
difficult as multiple cognitive processes happen recurrently in a limited time, which hinders
the possibilities to repeat or clarify once the interpreting starts (Gile, 1995; Moser-Mercer,
1997; Grosjean, 2011; Seeber, 2015).

De Groot (2000: 5) justifies why Sl is deemed a complex task, as it requires various
cognitive processes that occur at the same time. In this context, the interpreter’s mind is
busy with processing the speech from the SL into the TL, which requires comprehending
the SL segments. This requires a short time holding and obtaining the meaning of these
segments in the interpreter’s memory, while being occupied with formulating the meaning
of an earlier segment of the SL speech in the TL and working on the production of another
segment of speech (see also Gerver, 1976; Padilla et al., 1995). Researchers studying
language and the brain are similarly interested in the cognitive processes underlying the task
and consider it one of the most difficult linguistic skills (Grosjean, 2011, cited in Seeber,
2015:79).

Although the evidence of looking at interpreting as a means of communication in contexts
such as diplomacy, trade, and warfare goes back a thousand years, research on interpreters
and the interpreting process started almost a hundred years ago (P6chhacker, 2015: 62).
Various scholars and researchers have studied SI chronologically based on specific time
periods (Gile, 1994). Gile (1994) believes that interpreting research is divided into four
periods: (1) Prehistoric period or early stage (1950s), (2) Experimental-Psychology period

(1970s), (3) Practitioners’ Period (1970s-1980s), and (4) the Renaissance (post-1980s to
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date). In this classification, the development of a timeline is clearly identified rather than
the main trends applied in interpreting, which reflects a sense of oversimplification
(Schjoldager,1997, cited in Al-Zawawi, 2019). In support of Giles’ view, Drillinger (1989)
describes three periods of the study of Sl research in his PhD thesis, which are:

(@) The work of researchers that is not included within translation, especially in the
Soviet Union (Chernov, 1979, 1985).

(b) The work of interpreters and teachers of interpreting, which tackles the didactic and
methodical issues in addition to intuitive views of the process of interpreting
(Seleskovitch and Lederer, 1984; Seleskovitch, 1968, 1976).

(c) The work of several experimenters in Europe and North America. Notably, the
works of Barik (1975/2002), Gerver (1971, 1974), and Lambert (2004).

El-Zawawi (2019: 14) characterises these views as having a confusing nature from the
researchers’ part, especially concerning the methods, and the extra attention paid to the
geographical factor of the Soviet Union, Europe, and North America. Thus, Dillinger’s
classification is defective insofar as it similarly simplifies the richness and complexity of
the studies conducted on Sl and their increasingly interdisciplinary nature. Lamberger-
Felber (2001) offers a more detailed classification of research in SL which is systematically
classified into three research orientations: content-oriented research, process-oriented
research, and form-oriented research. In this classification, content-oriented research mainly
investigates the comparison of different renderings for the same SL in order to identify the

errors and the strategies applied in the interpreting process.

In process-oriented research, the relationship between the ST and TT has been described as
“process markers” in the interpreting process, and through the systematic comparison
between ST and TT, interpreting strategies like anticipation, condensation, deverbalisation,
or timelag can be investigated. Conversely, form-oriented research includes the study of
comparing the form of SL text with the form of TL text during the interpreting process.
Form oriented research, thus, has been the focus of interest in recent years as it highlights
the importance of studying various variables such as cohesion in interpreting, density of
information, and interpreting specific terminology. Lamberger-Felber (2001) supports
form-oriented research as it deals with language specification in the interpreting process
rather than comparing the interpretations of various language pairs. She describes process-

oriented research as product-based inferences in which, in spite of its methodological
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shortcomings, the potential benefit of formulating and testing its hypotheses is acceptable
(Kalina, 1998: 127ff cited in Lamberger-Felber, 2001).

On the other hand, she describes content-oriented research in Sl as didactic. Although
Lamberger-Felber’s classification is valid for research in SI, El-Zawawi (2019:14) argues
that this classification is too restrictive and cannot be applied widely as Lamberger-Felber
criticises error typology as pedagogically didactic, and her devaluation of monitoring the
process of interpreting through the output questions Sl research and ignores the
achievements of cognitive science which goes beyond that of linguistic and strategy-based

approaches.

1.2 The Relevance of Modes in Conference Interpreting

Pochhacker (2015: 269) highlights the importance of conceptually distinguishing the
different interpreting modes in order to give an overview of the developments and the
characteristics of each interpreting mode and to differentiate Sl, the main aspect of this
study, from other conference interpreting modes. The following sections review several

conference interpreting modes, with specific focus on SI.
1.2.1 Consecutive Interpreting

Consecutive interpreting (CI) is a form of conference interpreting that involves listening to
the speaker of SL and then, once the speech has finished, the interpreter starts to reproduce
the same speech in the TL (Gillies, 2019: 5). The duration of speech may be anything
between few seconds (in this case it is called “short consecutive”, in which the speaker
pauses after one or two sentences to let the interpreter translate) or sometimes even 5-20
minutes, which is called “long consecutive”. During CI, the interpreter resorts to note taking,
memory, and world knowledge to produce the TL text (Gonzélez et al., 1991, 2012). Before
World War II, CI was the only means of conference interpreting, as other modes of
interpreting such as Sl had not been invented. Cl was the main source of interpreting in
international conferences and meetings (Gillies, 2019: 5). Although CI is less central in
conferences and meetings nowadays, it is still required elsewhere, as it applies less
technology and requirements than Sl (Jin, 2017). Obviously, CI shares certain features with

other interpreting modes such as SI. These interpreting features could be listening to the
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speaker, understanding and analysing the SL speech, and then reproducing the speech

according to TL norms (Jones, 2002: 6).

Moreover, Christoffels (2004: 7) considers the time between the SL speech delivery and the
TL production as the main difference between CI and Sl; she adds a) in ClI, the interpreter
begins the interpretation when SL producer stops speaking during the pauses in the SL
(interpreting discontinuously) or at the end of the SL production (interpreting continuously)
(see also Gerver, 1976); b) during CI, interpreters usually take notes during the delivery of
the SL while in Sl, interpreters perform the listening and the speaking functions together at
the same time without alternation; and c) regarding the cognitive demands, CI poses large
demands on the interpreter’s Long-Term Memory (LTM) because interpreters have to
produce the TT based on their memory and on the notes. On the other hand, in SI, processing
the ongoing information is considered a major challenge to the interpreter’s performance

(see Christoffels, 2004: 7).

Notwithstanding, CI can be conducted with or without notes. Note-taking is considered the
main topic in CI research, especially within the context of long speech or what is called
“long consec” or even “true consec” by some practitioners (Russell and Takeda, 2015).
Scholars focused on the didactic aspect of Cl such as Seleskovitch and Lederer (1995), Gile
(2005), and Jones (2002), others interested in researching note-taking as a fundamental
feature of Cl as Seleskovitch who, in 1973, wrote a PhD dissertation on note-taking in Cl
(Seleskovitch, 1975, 2002). Among other important topics on CI, we see the interpreter’s
strategies that are applied to overcome the problems encountered during ClI, such as the
Gile’s (1995; 191) coping strategies that deal with interpreting problems arising from
limitations on processing capacity or the interpreter’s knowledge base, strategies that are

related to cognitive processes in Cl (Jones, 1998; Arumi, 2012).

Dam (1993) considers the strategies of substitutions and omissions a preferable option to
overcome the difficulties that are caused by “text condensing” in CI. Kalina (1998) sheds
light on the strategies of consecutive interpreters related to the identification of
macrostructure and the prioritisation of information. Furthermore, different models on the

processes of Cl have been proposed by various scholars, among them Kade (1963), who is
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considered the first researcher who develops a model for CIl. This model classifies the
process of Cl into six stages and produces a detailed description of the relations between

these stages in addition to memory and note-taking.

Similarly, Weber (1989: 163) describes CI as a process that includes five stages: hearing,
listening, analysis, memorisation and/or note-taking, and interpreting phases. However,
hearing is regarded as the main automatic stage that could not be consciously interrupted
until it is satisfied to allow the interpreter understand the meaning of the SL (see Al-Zahran,
2007: 99). Gile (1995) had originally developed the “Efforts Model” for the process of SI
and then extended it to include CI. In this model, two phases were identified: “listening”
which requires the interpreter to listen to the source message and then take the notes, and a
“reformulation” in which the interpreter uses the notes and the memory to produce the
source message in the TL. Other SI models were applied to the conceptualisation of CI
which focus on the role of memory rather than other cognitive aspects of Cl. To mention a
few: Gerver (1976), Moser (1978), and Setton (1999).

1.2.2 Sight Translation

Sight translation is an oral translation of a written text (Chen, 2015: 144). It is also
considered one of the basic modes of interpreting (Cenkova, 2015: 374). During sight
translation, the translator/interpreter reads a written text quickly and starts interpreting it
orally while it is still under the process of reading (Chen, 2015: 144). Other scholars looked
at sight translation as a mixture of written translation and interpreting in which the ST is
written and the TT is spoken (Jiménez, 1999; Agrifoglio, 2004; Setton and Motta, 2007;
Dragsted and Hansen, 2009). Sight translation becomes sight interpreting when the sight
translator accesses the SL transcript and starts translating it while the SL speaker delivers
the same speech (P6chhacker, 2004; Lambert, 2004).

In this regard, Gile (2009: 179) states that sight translation includes “reading the SL in the
TL text aloud, when delegates receive a text and want to have it translated orally on the spot,
or when a speech segment has been read from a text which is then handed over to the

interpreter who is asked to translate it orally”. From the theoretical aspect, Herbert (1952,
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cited in Agrifoglio, 2004) believes that sight translation is a type of SI. However, Agrifoglio
(2004) decides to conduct an experiment to compare the problems and efforts in ClI, Sl, and
ST. In this study, six expert interpreters participated in ST, CI, and Sl tasks from English
into Spanish. The results show that in ST the majority of problems encountered by the
subjects were related to syntax or grammar and lexis. These problems were mainly related
to word-for-word translation and the use of inaccurate lexical items. On the other hand, the
failures found in CI which were due to omitting and changing the meaning of the SL

segments resulted from failures in note-taking (Agrifoglio, 2004: 52).

In the same line, Gile (2009: 180) differentiates between sight translation and other
interpreting modes as: a) in Sl, Listening and Analysis Effort becomes a Reading Effort and
the Production; b) memory pressure is less in sight translation as compared with other modes
because the source text is constantly available to the interpreter; ¢) in ST, the lack of a
speaker’s voice prevents segmenting the SL as in hesitations and pauses; and d) when
interpreters receive the source text in advance, they can solve certain difficulties or they can

hand write a few notes that can help during the task.

With regard to cognitive processes involved in sight translation, Cenkova (2015: 374)
claims that the interpreter has the benefit of controlling the processing pace as he/she can
access the SL transcript while, at the same time, it imposes more cognitive load as the text
is permanently at the interpreter’s disposal. Consequently, this raises the risk of lexical and
syntactic interference. However, few studies have been conducted on sight interpreting; the
most prominent topics are related to sight interpreting pedagogy such as studying the type
of processing information in sight interpreting as compared to other interpreting modes
(Lambert, 2004) and the experiments conducted by Shreve et al. (2010, 2011a), which
reflect that the structure of the source text has a negative effect on the cognitive processes
of the sight translator, in addition to the visual interference caused by the presence of the
original text in ST (Chen, 2015: 148).

In the same line, simultaneous with text refers to interpreting the SL speech simultaneously,

which can be read and accessed by the interpreter, and applied as a SL tool to follow the SL
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producer. Due to these auditory and visual inputs, SI with text is considered a cognitive task
and differs from Sl that is based on speech alone and from sight interpreting/translation that
based on written text (Setton, 2015: 385).

1.2.3 Liaison Interpreting

Liaison Interpreting (LI) was first mentioned by Henri van Hoof (1962, cited in PGchhacker,
2004: 14) to refer to an interpreting mode that is practiced widely in commercial
negotiations. However, Gentile et al. (1996: 1) produce a more comprehensive definition to
LI which reflects its cultural and social non-conference setting; “ it refers to a growing area
of interpreting throughout the world: in business settings, where executives from different
cultures and languages meet each other; in meetings between a society’s legal, medical,
educational and welfare institutions and its immigrants who speak a different language; in
relations between a dominant society and indigenous peoples speaking different languages;

in a whole host of less formal situations in tourism, education and cultural contacts”.

This comprehensive definition describes this interpreting mode as an umbrella expression
for various areas of community interpreting such as legal, medical, mental health, welfare,
religious or educational settings, in addition to court interpreting which is sometimes treated
as a separate field in countries such as the United States and Canada (Bancroft et al., 2013,
cited in Pochhacker, 2015: 66). In all these settings, the liaison interpreter is presented in
person during the task and is normally located in a position that facilitates eye contact and
directly interacts between the SL speaker and TL receiver. In addition, there is the
possibility to take a few notes if necessary to produce the TL message after the speaker’s

turn in a dialogue (consecutive mode) (Russo, 2013: 1).

In LI, the main components of interpreter’s competence are cultural competence, language
skills, memory skills, interpreting techniques, and expert ethics (Gentile et al., 1996: 65).
Smirnov (1997; cited in Gentile, 1996: 17) comments on the claim that states that the
interpreting activity outside the area of conference interpreting is mostly regarded as LI. She
argues that a) “LI ... is conducted in two interpreting directions by one person” whereas
conference interpreting is normally done into one language, and normally into the
interpreter's A language; b) LI is usually performed in consecutive mode, whereas most of
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conference interpreting is simultaneous (synchronous); c) in contrast to other traditional
conference modes, the liaison interpreter is personally present during the L1 task as he/she

interprets exchanges between the interlocutors (see Ozolins, 1995: 153).

One of the prominent studies on LI is the study conducted by Hsieh (2003) which explores
the different variables that influence individuals’ behaviours (the interpreter’s, speaker's,
and the audience’s behaviours) in an interpreting event. In contrast, Zahner (1990) applies
a simple model of memory to look at some of the underlying conceptual issues used in L1.
Moreover, Ozolins (1995) investigates themes of translation theory from the LI point of

view.
1.2.4 Simultaneous Interpreting

This is the main setting of this thesis; SI can be broadly defined as an interpreting mode in
which the interpreter’s rendering is delivered in synchrony with understanding and
comprehending the SL speech into the TL with the processing time lag (normally a few
seconds) between the SL speech and the TL interpretation (Diriker, 2015: 382). In SI mode,
the interpreter is required to sit in a soundproof booth with SI equipment which prevents
acoustic overlap between the SL speech that listened to via headphones, and the TL

interpretation that is spoken into a microphone (Setton, 1999; Péchhacker, 2015).

This is in line with the International Association of Conference Interpreters’ (AIIC) view:
“the interpreter, in simultaneous mode, sits in a booth with a clear view of the meeting room
and the speaker and listens to and simultaneously interprets the speech into a TL” (see
Seeber, 2015). Gile (2009) believes that SI can be conducted with or without electronic
equipment, with at least two interpreters every thirty minutes who can take turns because of
the high pressure that continuous operation imposes if only one person is involved. Starting
from the second half of the 20" century, various practitioners and teachers of interpreting
attempted to conceptualise the components of SI with reference to the mental processes
involved in the task. The first scholar who described the components of the process by

invoking translation was Herbert (1952).
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This scholar argues that the process of Sl consists of three components, namely
understanding, conversion, and delivery. This classification is compatible with Seleskovitch
and Lederer’s (1984) taxonomy which divides SI into three principal components:
comprehension, deverbalisation and expression (see Seeber, 2015: 81). In an attempt to
study SI, Christoffels (2004) illustrates three approaches that have been considered by
researchers and scholars of interpreting. The first approach focuses on the production stage
of Sl under different circumstances. The second approach investigates the complexity of the
Sl task by comparing it with other tasks such as shadowing and listening, which helps to
acquire detailed knowledge about the process of SI. Moreover, the third approach focuses
on the complexity of SI by studying and comparing between expert interpreters and novices

or untrained bilinguals.

1.2.4.1 General Characteristics of Simultaneous Interpreting

Sl as an important mode of interpreting characterised by various aspects that differentiate it
from other interpreting modes. Among the main features of Sl that were the focus of
interests of different scholars and interpreting researchers are the simultaneous occurrences
of both comprehension and production processes, complexity of the task, time lag between
the ST and the TT, and the unit of interpretation (Christoffels, 2004; see Seeber, 2015).

1.2.4.1.1 The Simultaneity of the Task

The simultaneity of SL speech reception and TL speech production is a distinctive feature
of Sl: the interpreter should comprehend the SL message and the same message has to be
delivered concurrently in the TL (MacWhinney, 1997). In this case, the interpreter should
conceptually divide his/her attention into understanding the SL speech and producing earlier
segments of that speech into the TL (Christoffels, 2004: 8). From the psychological point
of view, Barik (1973) indicates that at any moment the interpreter undertakes the following
tasks simultaneously or in rapid sequence: a) listening to speaker’s speech, b) understanding
its meaning, c) transferring the message into the TL, d) producing the interpreted message
according to TL norms. Furthermore, Barik concludes that all these cognitive processes

must be done in real time as the interpreter has to preserve the same pace as the speaker.
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Research on simultaneity in Sl started after the invention of the multichannel tape recorder
and were adopted by several researchers such as Barik (1969), Gerver (1974) and Chernov
(1994: 139). The claim that interpreters crammed as much of their TL rendering as they
could into the SL producer’s pauses and hesitations in the SL so as to avoid simultaneous
speaking and listening was clearly examined by Barik (1969) in a very first doctoral thesis
on Sl. Barik (1969) investigates the extent of simultaneity, or the interference between the
SL speech and output. One of the findings of this study reflects the interpreters take the
advantage of delivering the TL rendering when the speaker pauses during the SL speech. In
the same line, Goldman-Eisler (1967: 128) identifies this point and conceives that
“intermittent silence between chunks of speech [in the speaker’s utterance] is a very
valuable commodity for the simultaneous translator; for the more of his own output, he can
crowd into his source’s pauses, the more time he has to listen without interference from his
own output”. This point was not clearly identified in the research conducted by Oléron and
Nanpon (1965/ 2002) which focused on the time lag between the SL and the TL and the

simultaneity between the SL speech and the TL production.

In this context, Chernov (1994) believes that most of the studies on simultaneity in Sl state
that for approximately 70% of the time, interpreters speak and listen simultaneously, which
reflects the concurrent comprehension and production that consumes most of the SI time
(Goldman-Eisler, 1972; Christoffels, 2004). The simultaneity of interpreting is a key point
of the difficulties that interpreters encounter during the interpreting task which sometimes
becomes an automatic act for expert interpreters due to the training and the experience they
gain. Simultaneity of interpreting may lead to identify other characteristics of SI such as the

complexity of the process, which is described in the following section.

1.2.4.1.2 Complexity of Simultaneous Interpreting

Sl is considered as one of the most complex language activities imaginable as it requires
several cognitive tasks to be carried out at the same time (Lambert, 2004; Christoffels,
2004). These tasks include receiving the new SL chunks continuously while the interpreter
is engaged simultaneously in listening and understanding those chunks and holding other
segments in their Short-Term Memory (STM). At the same time, an earlier part is supposed

to be cognitively processed into the TL and an even earlier part should be produced (Gerver,
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1976; Padilla et al., 1995; Christoffels, 2004). Notwithstanding, researchers such as Setton
(1999) argue that the different tasks involved in the process of SI can be applied
comfortably. Many researchers from within and outside the field of interpreting describe Sl
as a complex and difficult task (Barik, 1973; Gile, 1995; Grosjean, 2011; Moser-Mercer,
1997).

In an attempt to describe the novelty of Sl, researchers and scholars in the field of
interpreting studies struggle to conceptualise the relationship between different cognitive
processes within Sl such as the comprehension and production component. In order to solve
this issue, Herbert (1952) invokes a translation component when he classifies the task into
three components, namely, understanding, conversion, and delivery. The aspect of
complexity in Sl was clearly considered in the early research of psychologists such as Barik
(1973), who describes the SI task purely in terms of comprehension (reception and

decoding) and production (encoding and emitting) (see Seeber, 2015: 81).

Moreover, Gile (1997) discusses the complexity of SI when he claims that even expert
interpreters may commit some mistakes per minute, which supports the claim that
complexity in Sl is regarded as a challenging enterprise (see Christoffels, 2004). There is
unanimous agreement about the demanding and complex nature of SI within the field of
interpreting due to the multiple tasks carried out during the process, which requires
linguistic and extralinguistic efforts from the interpreters in order to cope with all these
cognitive processes in the SI task. However, the time between speaker’s SL production and
interpreter’s TL articulation can determine the amount of demand that SI poses on the
interpreters as long and short time has negative reflections on the process of interpreting
and on the performance of the interpreters. This time as it is called the Ear Voice Span

“EVS” or the “time lag” or will be discussed in the coming section.

1.2.4.1.3 The Lag Between Source and Target Message

The Time Lag or sometimes referred to by the French term décalage, is the delay between
the SL production and the interpreter’s TL articulation (Timarova et al., 2015: 418). It is
also called ear-voice span (EVS) to refer to the interval that indicates the period of time that
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is required to interpret the SL information (Oléron and Nanpon 1965; Barik, 1971; Gerver,
1971). To understand the reason for its existence, Anderson (1994: 102) illustrates why the
delay exists in Sl; he believes that lag time occurs as a result of the accumulation of SL
segments in a sort of buffer storage while the central processor is engaged with processing

the previously received information.

Long lags help interpreters get larger chunks of input to process, however the limited
capacity of the buffer storage may cause omission of important items of output. Barik
(1973), on the other hand, argues that short lag may alleviate cognitive load but at the same
time, it could cause errors in the interpreter’s output as the interpreter may not be able to
produce adequate TL renderings (Gerver, 1974, cited in Anderson, 1994:102). Furthermore,
research reflects that time lags of more than four seconds may have a negative impact on
the quality of the interpreter’s output (Lee, 2002; Timarova et al., 2014), particularly when
the currently processed information stored in the interpreter’s Working Memory (WM)

comes from different sentences (Lee, 2003).

In their earlier studies, various interpreters and psychologists tackle the topic of time lag in
Sl, focusing on aspects such as measuring the delay between SL production and TL
articulation (Paneth, 1957, 2002; Barik, 1973; Oléron and Nanpon 1965, 2002; Treisman,
1965). Moreover, Paneth (1957, 2002) claims that interpreters are not concerned with what
they hear but with what they have originally heard. Thus, Paneth examines the time lag in
fieldwork data and discovers that the average time between a speaker’s message and the
interpreter’s delivery is between two and four seconds. Similarly, other measurements of
the average time lag show almost the same results. However, in individual cases the average
time lag could be more than 10 seconds or might be negative when the interpreter applies
the strategy of anticipation, which relies on the accumulated experience of interpreters in
addition to the type of the text (Timarova, 2015: 418).

Experimental studies conducted to compare the time lag in interpreting with other tasks
indicate that the time lag reflects the cognitive processes involved with even simple tasks
such as repetition. In the same context, Oléron and Nanpon (1965, 2002), investigate the

delay in repeating a word in the same language and during its translation. These researchers
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realise that the average time lag for word translation approximately 1.5 times longer than
for repetition. Moreover, Treisman (1965) compares between Sl and shadowing. Similarly,
this study shows longer lag times for interpreting (2.8 seconds) than for shadowing (1.3
seconds). In fact, the nature of the input message determines the time lag required to process
in terms of the difficulties that may come up from this message. However, the interpreter’s
experience may help to manage the cognitive load that causes long delays between the SL

production and the TL articulation.

1.3 Main Approaches to Studying Simultaneous Interpreting

The study of interpreting is no longer considered to be sheer alchemy, as people became
curious to know what exactly happens in the interpreter’s mind during the process of
interpreting (Shlesinger, 2000: 3). Therefore, and to answer this question, linguists,
psycholinguists, and researchers tried to develop theories and propose models to study the
involvement of cognitive processes in the Sl task. This period is described by Gile (1995)
as the experimental psychology period, in which new tendencies to study interpreting
processes emerged. As we have already mentioned, interpreting can be mainly studied from
two different perspectives, namely, the product-oriented approach and the process-oriented

approach (see Korpal, 2016:16).

1.3.1 Product-Oriented Approach

In the product-oriented approach to S, the interest is mainly concerned with the textual and
linguistic characteristics of complete TL output, rather than tracing the cognitive processes
that are involved during the interpreting process (Korpal, 2016 :15). In this context, Dam
(1998: 52) argues that the question in this approach is not to investigate how interpreters
process a ST, but to study the nature of the TT that is produced during the interpreting
process. Several studies have been investigated within the product-oriented approach, such
as studying the quality of interpreting (Buhler, 1986; Kurz, 1993), error analysis (Barik,
1994; Altman, 1994; Falbo, 2002), interpreting strategies (Gile, 1995; Riccardi, 1996;
Kalina, 1998), and the style of interpreting (Shlesinger 1989, 1991).
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One of the main topics in product-oriented research that has received wide attention by
scholars and researchers is the quality of interpreting, as in the work of Péchhacker (2004),
who described the quality in interpreting as a mixture of different aspects that play an
important part in the interpreting process. According to Pochhacker (2004: 153), “quality
does not appear as a self-contained topic but, as a complex, overarching theme in which all
aspects of the interpreter’s product and performance — textuality, source-target
correspondence, communicative effect, and role performance — play an integral part”.
Research into the quality of interpreting has been thoroughly investigated within the field
of interpreting studies starting from 1980s (Biihler, 1986; Kopczynski, 1994; Moser-
Mercer, 1996; Shlesinger, 1997; Pochhacker, 2001, 2005; Collados Ais, 1998, 2002).

Scholars like Biihler (1986) and Kurz (1993) did research in the field of quality assessment
as they both examine the interpreter’s perception of quality based on a large-scale survey
for interpreters and other user groups. Both surveys come up with almost the same result,
in which the interpreting process is acceptable as long as it achieves its aim. In this context,
good interpreting depends on variables such as situational and communicative context rather

than its absolute value (Tiselius and Jenset, 2011: 273).

Ericsson and Smith (1991: 15), on the other hand, studied the relationship between quality
and the investigation of expertise, as this researcher asserts “although judges can reliably
assess the superior quality of the product, it is difficult to analyse such products in order to
identify the measurable aspects capturing the superior quality of the product”. Hence, it is
necessary to correlate the evaluation of quality with studying the cognitive processes that
are involved in producing a certain quality during the interpreting process (see Tiselius,
2013: 73). Another key point in the product-oriented research to Sl is the study of error
analysis, which can be conceived as a means to pedagogy and research that is mainly
concerned with the study of interpreting output as the product of the interpreting process
(Falbo, 2002).

In order to analyse his empirical corpus of interpretation, Barik (1971, 1975, 2002) proposes
a complete classification of “translation departures” which were listed under omission,
addition, and substitution (or errors of translation) that occur in SI. In addition to these types,
Barik subdivides substitution (errors in translation) into five categories of “combination of

omission and addition”, which obviously indicates that these categories are described with
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the lack of an accurate definition and methodological certainty (Falbo, 2002: 143).
Moreover, Altman (1994) initiates a taxonomy of errors/mistakes in SI which were divided
according to the type and seriousness. She investigates the most encountered errors/mistakes
in Sl based on how seriously an error affects the communicative function of the SL message.
Therefore, errors are classified into omission, addition, inaccurate interpretation, distortion
of longer phrases through errors, lack of fluency, and loss of rhetorical effect for mistakes
(Lambert and Moser-Mercer, 1994: 7). Obviously, the studies conducted within the product-
oriented research were focused on the TL production. However, these studies did not refer
to the cognitive processes involved in the interpreting process which were investigated

within the perspective of the process-oriented approach.

1.3.2 Process-Oriented Approach

The shift in interest to the study of interpreting as a process-oriented approach (i.e., focusing
on the cognitive processes that are used in the SI process) rather than on the product-oriented
approach (i.e., focusing on the TT and its relation to the ST) in translation and interpreting
started in the second half of 20" century (Holmes, 1972; Krings, 1986; Lorscher, 1991;
Baker, 1992: Snell-Hornby et al., 1992; Englund-Dimitrova, 2005). The first attempt to
include process-oriented research in translation goes back to the charting made by Holmes
(1972) in which process-oriented research is included within the descriptive study of
translation which is called “translation psychology or psycho-translation studies” (Angelone
et al., 2016: 43). Meanwhile, in the field of interpreting studies, process-oriented research
focuses on proposing models, testing hypotheses, and conducting empirical research in the
simultaneous mode, as Pochhacker (2004: 113) claims that the majority of process-oriented
studies rely on methods and insights reflected by cognitive sciences and concentrates on the

spoken part of conference interpreting in the simultaneous mode.
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In the field of interpreting studies, process-oriented research started with developing the
“Interpreting Theory”, formerly known as the “Theory of Sense”, which was proposed
by Seleskovitch (1977, 1981) and with Lederer (Seleskovitch and Lederer, 1989). This
was the first attempt to peek inside the black box of interpreters to trace the cognitive
processes that are involved in SI (Shlesinger, 2000: 3). While the “Theory of Interpreting”
was developed by practitioners, cognitive psychologists studied the mental operations
that are involved in the interpreter’s black box during the interpreting process from the
reception stage of the SL input to the production stage of the TL output (Gerver, 1975,
1976; Moser-Mercer, 1978).

Studies within process-oriented research investigate the behaviour of interpreters and non-
interpreters by applying experimental methods, such as in the studies conducted to measure
the recalling of prose in listening, Sl, and shadowing (Gerver, 1974; Daro and Fabbro,
1994). The results of these studies indicate that SI, as compared with other modes of
concurrent articulations, negatively affects the process of recalling. In contrast, Isham
(1995) argues that this result is not true with all interpreting modes, which supports the
claim that phonological interference affects the comprehension process during the
interpreting task (Christoffels, 2006; Christoffels and de Groot, 2004; see Péchhacker, 2015:
59). Other scholars have also been interested in investigating the topic of time lag or Ear
Voice Span (EVS) in interpreting, which refers to the period of time between the SL input
and the output of the interpreter (Oléron and Nanpon, 1965, 2002; Goldman-Eisler, 1972).

The investigation within the process orientation in translation and interpreting indicates the
use of more developed research tools and data collection methods such as retrospective
protocols inspired by Think-Aloud Protocols (TAPs) (Vik-Tuovinen, 2002), eye-tracking
processes (Tommola and Niemi, 1986; Dragsted and Hansen, 2008), pupillometry through
eye tracking (O’Brien, 2006), task modality (Hyoni et al., 1995) electroencephalography
(EEG) (Kaan, 2007). In the same line, Spakov et al. (2009) applied electro-encephalogram
(EEG), electrooculogram (EOG), and electrocardiogram (ECG) to develop the integrating

model in translation.
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1.4 Unit of Interpreting

The unit of interpreting is closely related to the time lag or the EVS between the SL
production and the TL interpretation which may constitute the unit of interpreting
(Christoffels, 2004: 10). Hence, a span consists of at least more than one word, which
reflects that a unit of interpreting includes several words that can be rephrased easier than
translating each word individually (Goldman-Eisler, 1972; Schweda-Nicholson, 1987). The
notion of the interpreting unit appeared clearly in early studies such as in the work of
Lederer (1978), who introduced a meaning unit (chunk) to refer to a group of words which
has a representation in the interpreter’s STM and associates it with the cognitive background

to be produced in TL as a meaningful chunk.

In the same line, Jones (2002: 74) conceives that the meaning unit is a cognitive
representation in the mind of the interpreter for the speaker’s intended meaning and this
cognitive representation constitutes the speakers’ words and the use of these words in the
LTM of the interpreter. Jones (2002), in contrast with Christoffels (2004), believes that a
unit of meaning can be one word as long as it engenders a clear cognitive representation in
the interpreter’s mind. Moreover, interpreting units were studied in terms of input
segmentation in various psychological studies such as Barik (1973), who supports
Goldman-Eisler's (1972) claim that interpreters would deliberately divide the ST into

meaningful segments by using several pauses.

In her study, Goldman-Eisler (1972) discovers 48% of the total interpreting time in which
interpreters begin their rendering before the production of the ST (utterance between pauses)
and 41% of the time interpreters lag for two or more segments, while another 11% of the
time are spent waiting for a pause after a chunk to begin processing. This shows that
interpreters do not only abide by the speaker’s SL chunking but strategically resort to
segmenting the ST (Christoffels, 2004: 10). Furthermore, Goldman-Eisler (1972: 131) finds
that in 90% to 95% of the cases in her study, interpreter’s segments include at least a

“complete predicative expression” (see Dillinger, 1989: 11).
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Christoffels (2004: 10) suggests a clause to be a good unit of interpreting. However, the
interpreter’s strategies might have an effect on the size of the interpreting unit. Chunking or
segmentation of speech input is considered one of the interpreter’s strategies that he/she
resorts to in order to cope with the speaker’s output via dividing the long chunks of the
interpreter’s output into meaningful units. However, the size of the chunk is still a
controversial issue among various researchers (see Riccardi, 2005; Piccaluga et al., 2007;
Camayd-Freixas, 2011). Interpreting units could be based on different aspects such as the
interpreter’s comprehension of the SL speech, the difficulties of that speech, and the
strategies applied by the interpreter to cope with the challenges of rendering. These could

be among the most important aspects that may determine the unit of interpreting.

1.5 Simultaneous Interpreting as a Cognitive Phenomenon

The interest of studying the cognitive processes in both translation and interpreting has
progressively increased by translators and interpreters since early 1980s because of the high
cognitive demand it imposes (Shereve and Koby, see Danks et al., 1997; Shereve et al.,
2010). Moghadas (2015: 251) defines the cognitive processes that are involved in
interpreting as “a set of all mental activities that are related to attention, understanding

language, comprehension, WM, production of TL, problem solving, etc.”.

As mentioned earlier, the earliest and most general description of interpreting regarding the
cognitive processes was done by Herbert (1952: 9), who states that “interpretation really
includes three main components: (a) understanding; (b) conversion; (c) delivery.” However,
Herbert’s view of the central translational component was restricted to language problems
and questions of interpreting technique, with reference to the underlying cognitive

processes.

The first attempt that mainly involved studying the cognitive processes in interpreting and
described the interpreter’s black box was conducted by the French interpreter and teacher
Seleskovitch (Seleskovitch, 1968; Seleskovitch and Lederer, 1984). In her theory of sense,
she classifies interpreting into three interrelated phases: a) understanding or comprehension,
which includes not merely the linguistic processing but the cognitive inputs of contextual

knowledge; b) deverbalisation or the “sense”, which is considered the core concept of
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interpretive theory and derived cognitively from the cognitive input and linguistically
elicited from the linguistic decoding of the first phase “comprehension”; and c) re-
expression or reformulation: which is the final phase that produces the TL from non-verbal

level of cognition (Angelone et al., 2016: 44).

According to key researchers, “deverbalisation” plays a fundamental part in the process of
S| between comprehension and reformulation (Gile, 1995; Dam, 1998; Lederer, 2003).
Interpreting is clearly classified into three main processes and skills: comprehension,
translation, and production (Gernsbacher and Shlesinger, 1997; Liu, 2008). Other scholars,
on the other hand, conceptualise the process of interpreting into understanding or
comprehension of the speaker’s input, short term, long term, and WM, and the reproduction
or re-expression of the TL output (Gerver, 1971; Baddeley and Hitch, 1974; Moser, 1978;
Gile, 2009; Setton, 1999; Christoffels and de Groot, 2005; Seeber, 2011). These processes
and models that explain the process of interpreting will be discussed in the following

sections.

1.5.1 Comprehension Phase of the Interpreting Process

Language comprehension is considered one of the rich areas of investigation in different
fields including psychology, linguistics, and psycholinguistics. Different scholars looked at
the process of comprehension in interpreting from various angles. Seleskovitch (1988: 49)
states that comprehension takes place in interpreting when the new information (SL input)
matches the existing knowledge. Otherwise, the new information will be neglected, which
consequently affects the interpreting process. On the other hand, Gile (1995: 198) produces
a more detailed description of the process of comprehension when he states “all
comprehension-oriented operations, from the analysis of the sound waves carrying the SL
speech through the identification of words, to the final decision about the meaning of the

sentence”

During the interpreting process, SL meaning has to be comprehended in order to be properly
produced in the TL as reformulating the SL segments and producing them in the TT are
mainly based on the comprehension process of the SL message (Padilla, 1995; Gile, 1995;
Yudes et al., 2013). Therefore, it is recommended that interpreters should dedicate 80% of

their cognitive effort to the listening and comprehension process while only 20% to speech
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production (Gile, 1995; Padilla et al., 1995). Obviously, comprehension is a “constructive”
cognitive process that can be represented in various levels, from the phonological, lexical,
and syntactic, to the levels of text and discourse in their situational context (Padilla and
Bajo, 1995; see also Péchhacker, 2015 :71). As long as the cognitive processes take place
simultaneously in the task of interpreting, interpreters should be able to use their available

cognitive resources to produce appropriate interpreting (Gile, 2009).

Gile ( 2009) adds that the interpreter should comprehend the logical and functional aspects
of the ST which form the original message. Hence, comprehension processes are closely
related to producing the same message in the TL which reflects the meaning of the source
message (Yudes et al., 2013). Various analytical models investigate the importance of
background knowledge that helps the interpreter to generate strategies such as segmentation
and expectation during SI. Chernov’s (1979, 2002, 2004) probability and prediction model
is based on discourse-oriented linguistics which relates the use of expectation and
anticipation strategies to the inherent redundancy of the SL message, in addition to the

probabilistic nature of discourse.

Furthermore, Chernov (1979, 2002) focuses on the interpreters’ background knowledge
when she states: “the semantic component of the suggested model interacts most closely
with the individual’s store of knowledge in general, and with the situational context of
communication in particular” (1979, 2002: 106). This model is mainly supporting the
psychological models of discourse comprehension, such as the Construction-Integration
Model (Van Dijk and Kintsch, 1983) and the Structure Building Framework (Gernsbacher,
1990). Several studies have focused on the use of comprehension strategies during the
interpreting task for different participants. Bajo et al. (2000), in their experiment, asked
novice interpreters, expert interpreters, bilingual speakers, and control participants to

perform text comprehension, lexical decision, and categorisation tasks.

The study shows that the expert interpreters are the fastest group in all interpreting tasks,
particularly when more complex stimulus relations were applied. Thus, the same results
appear in other tasks such as word by word reading, in which they skipped nonwords and
categorised nontypical exemplars better than bilinguals and control participants (see Yudes
et al., 2013). In contrast, Dillinger (1989, 1990) provides evidence that there are no

qualitative differences in the application of comprehension processes between experienced
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interpreters and other individuals in the study of the effect of text structure on the
interpreter’s comprehension. In his experiment, expert interpreters and inexperienced
bilinguals conducted firstly, based on accuracy, a Sl task from English into French for
narrative and expository texts and, secondly, had to memorise the ST one by one. The results
indicate the absence of significant difference in the performance of both groups, specifically
in syntactic processing, which reflects those expert interpreters and inexperienced bilinguals
apply the same cognitive processes and interpreting strategies to understand the SL texts
(see Liu, 2008: 161).

This study is compatible with the findings of the analysis performed by Setton (1999: 270)
in his corpus-based study of expert interpreters’ performance during Chinese—English and
German—English Sl tasks, which elucidated that the differences in SL and TL grammatical
structures do not hamper the interpreting process. On the contrary, Tommola and Heleva
(1998) produce different results in an experimental study applied to student interpreters who
normally render from English into Finnish. The results show that the syntactic complexity
has a great effect in terms of accuracy of the output as measured by propositional analysis.
In spite of the interesting results of Dillinger’s (1989) study, several critics questioned the
validity of its findings. Moser-Mercer (1995) claims that his findings are unexpected,
regarding the differences between expert interpreters and unexperienced bilinguals. Moser-
Mercer concludes to question the validity of Dillinger’s (1989) study, since he does not
mention if similar findings can be obtained with “more complex text materials or at higher
presentation rates”: the study focused on comprehension without being specific on memory

and production.

Obviously, the nature of SL and TL syntactic systems can determine the difference between
expert interpreters and unexperienced bilinguals, as in the case of English and Arabic
combination, which have different syntactic systems. In other words, interpreting between
two distant languages requires training on coping with linguistic and extralinguistic
difficulties that are encountered during the interpreting process. This point is deemed as a

basic feature of experts’ performance as compared to unexperienced bilinguals.
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1.5.2 Memory System

The research on memory contributes greatly to interpreting studies as it can offer important
key points to account for various cognitive issues that are involved in SI. Memory, as a
major component of the interpreting process, includes several processes that are closely
related to acquiring information (encoding), keeping it for a period of time (storage), and
subsequently retrieving it (retrieval) when needed. These processes involve the interaction
of several memory systems and their underlying brain circuits (Bajo and Padilla, 2015: 253).
In one of the influential studies on memory, Atkinson and Shiffrin (1968) develop a
classification of the memory system which includes three main categories: SM, STM, and
LTM.

From the cognitive psychological perspective, the sequence of information according to
their classification starts with transferring the information from a SM to short term memory
within a second, which holds it for 20-30 seconds with rehearsal and repetition, and then
finally it moves to long term memory, which stores unlimited information (Padilla et al.,
2000; Gile, 2009; Bajo and Padilla, 2015; Ahrens, 2017).Within the field of interpreting,
Liu (2009) defines these memory categories accordingly: the “SM” as the premise of
interpretation, “STM” as the key to interpretation, and “long-term memory” as the basis for
interpretation. The role of SM for further processing of information is crucial as it lets the
information to be kept to then move to the following stage of storage, particularly in Sl, in
which the interpreters are required to have an instant ability to retain the information, and

that is one of the essential characteristics of simultaneous interpreters (Guo, 2016: 105).

On the other hand, the STM or, as it is called, “WM?”, is a complex memory system that
stores the information for a short duration of time. It likely plays an essential role especially
in SI because it usually stores and processes the information simultaneously (Gathercole
and Baddeley, 1993; Baddeley, 2000; Baddeley and Hitch, 1974). Moreover, the WM is
regarded as a restricted-capacity mechanism that is responsible for processing and retaining
the active information in very limited time during the interpreting process (Baddeley and
Hitch, 1974).

The duration between the input and output (time lag), with an average of 2-3 seconds or 4-

5 words, is considered to be the main reason for Sl to be a complex process with regard to
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the storage capacity of the memory (Treisman, 1965; Barik, 1973; Gerver, 1976; Goldman-
Eisler, 1972; Anderson, 1994; Christoffels and de Groot, 2004). In cognitive psychology,
the term “short term memory” is basically related to storage capacity. Therefore, Baddeley
and Hitch (1974) suggested the WM to be more concerned with the cognitive processes that
are involved during the interpreting task. On the other hand, Kintsch (1988: 217) defines
the LTM as “everything a person knows and remembers: episodic memory, semantic

memory, as well as declarative and procedural knowledge.”

The difference between the LTM and the STM is that the former can store the information
for longer periods of time while the latter stores the information for a very short time and
prepares it for processing. Therefore, the interpreter needs to have a rapid response to recall
the incoming information kept in LTM (Gou, 2016: 109). Various confusing terms were
given to these categories of the memory system within the literature of interpreting
(Timarova, 2008; Jin, 2011).

STM/WM
e operational memory (Gerver, 1976)
e generated abstract memory (GAM) (Moser, 1978)
e verbal memory (VM) (Daro¢ and Fabbro, 1994: 365)
e STM (Lambert, 2004)
e amixed use of STM and WM (Gile, 1995)
e WM (Christoffels et al., 2003: 202)

e LTM (Lambert, 1992)
e remembering (Gile, 1995:176)

In cognitive psychology, STM is considered among the non-automatic operations that
requires storing the information in the memory for later use (Richards, 1980: 49). This
information may take more time in the memory due to the search for the appropriate word
or syntactic structures and extra information required for the process, or sometimes the
interpreter resorts to keeping the information in the memory before reformulating it in order
to deal with comprehension and production problems such as fast delivery rate, dense

information, unclear speech, unusual linguistic structure, speaker’s accent (Gile, 2009: 166).
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Atkinson and Shiffrin (1968) and Gile (1995) divide the memory system of humans into
three memory components: SM, STM and LTM. Figure 1 shows the human memory

system:
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Fig. 1: Structure of the human memaory system (Atkinson and Shiffrin, 1968: 10).

When a stimulus is produced, there would be an immediate registration in the sensory
dimensions. This form of registration is comprehended adequately in the form of a visual
system which throughout its particular characteristics can be considered as an independent
component of memory while the information in this component can be kept for several
hundred milliseconds (Sperling, 1960, cited in Atkinson and Shiffrin, 1968: 10). The second
important component of the human memory system is the short-term store, in which the
information vanishes entirely. However, the time required for the information to disappear

is longer than that of the sensory component.
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The precise rate of information decay in the STM cannot be measured easily since it depends
on the interpreter’s-controlled processes, however, there is evidence of a period of 15-30
seconds for the information to disappear in the auditory-verbal mode. The third memory
component according to Atkinson and Shiffrin (1968: 10) is the long-term store, which
differs from the preceding stores in that the information stored in this component is
permanent and does not decay or disappear as it does with other components. The interpreter
controls the flow of information among the three systems, starting from the SM where the
information first stores for a very short time. The next step is the interpreter’s-controlled
scan of the information in the SM and through which the information is introduced into the
STM. The transfer of information to the long-term store is influenced by the time of
information stored at the STM and the interpreter’s control processing. The transfer of
information from the sensory store to the long-term store is not yet known. However, the
transference of the information from the long-term storage to the short-term storage is
possible under the interpreter’s control in certain cases such as problem solving, hypothesis

testing, and general thinking procedures (Atkinson and Shiffrin, 1968: 11).

Several studies have been mostly conducted in the field of interpreting to compare WM, as
a central component of SI demanding nature, between expert interpreters, interpreting
students, and untrained bilinguals in order to support or refute the claim that the storing
capacity of experts’ WM is larger than that of other categories (Daro and Fabbro, 1994;
Christoffels et al., 2003; Liu et al., 2004). Other studies reflect the advantage of experts
having larger verbal WM and STM spans than various control groups (Bajo et al., 2000;
Christoffels et al., 2006; Padilla et al., 1995; Stavrakaki et al., 2012). In contrast, Liu et al.
(2004) indicate that there is no big difference between expert and student interpreters in
relation to WM capacity as there is no obvious proof that supports the claim that the
differences between expert interpreters and the control groups result from extended practice

of the skill or from differences in cognitive abilities (PGchhacker, 2016: 111).

It is conceivable that the demanding nature of Sl is not possible due to an increased memory
capacity, but it is related to the automation of processing the information in the interpreter’s
brain. This process will lead to subconscious rendering with less constraints by the brain’s
capacity limits (Styles, 1997, cited in Seeber, 2015). The main models of WM in addition

to Gile’s memory efforts model (1995) for SI will be discussed in the following sections.
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1.5.3 Production Phase of the Interpreting Process

In SI, the process of production is defined as “the set of operations extending from the
mental representation of the message to be delivered to speech planning and the
performance of the speech plan, including self-monitoring and self-correction when
necessary” (Gile, 2009: 163). The production process, as compared to other cognitive
processes, received less attention in the field of interpreting because of its difficult nature
that can be manipulated experimentally (Setton, 1999: 92). Psycholinguists therefore
adopted the investigation of production processes by proposing models and conducting
experimental research. Studies in the psychology of SI have received significant attention
from the early time of interpreting (Barik, 1972, 1973; Goldman-Eisler, 1972). However,
there is other recent psycholinguistic research on SI which investigate the mechanism of
self-repair during Sl (Petite, 2005), the process of speech production during the Sl (de Bot,
2000; Moser-Mercer, 1978, 2002), speakers’ slips and interpreters’ correction (Van Besien
and Meuleman, 2004), and the speech disfluencies during the SI (Tissi, 2000; Bakti, 2009).

One of the important models of the process of speech production is the three stages model
of speaking which is developed by Levelt (1989). In this model, the speech production
process includes a “conceptualizer” which creates preverbal messages, a “formulator” to
encode these messages as inner speech, and an “articulator” to produce the “overt speech”
(Pochhacker, 2016: 117). This model has been adapted by scholars such as Setton (1999)
and de Bot (2000) as its account of bilingualism and SI contains an essential description of
production in earlier models (P6chhacker, 2016: 117). Matthei (1985: 114) refutes the claim
that says speech production is an unchallengeable process as in speech comprehension
process: “... the fact that virtually all people make many false starts, add ums and ahs, and
often speak ungrammatically, suggests that production may be making quite a number of
very substantial demands on our linguistic systems”. The process of production has various
forms that have crucial effects in the process of Sl such as language monitoring,

disfluencies, and pauses, which will be studied in the following sections.

1.5.3.1 Language Monitoring as a Form of Production Phase in Interpreting

One of the essential forms of language production in monolingual speech is monitoring,

which has been mainly considered in Levelt (1989) model of language production. Gerver
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(1976) tackled the “monitoring” process in language production, in which two cycles of
monitoring have been suggested in Sl: a) pre-articulatory; b) post-articulatory test of the TL
output (Ivanova, 2000). Furthermore, Gerver (1976) was the first one who noticed that
conference interpreters correct themselves during the interpreting process. Therefore, he
proposed a short-term buffer store for TL monitoring in his SI model (Mead, 2015: 334).
However, Chernov (1994: 149) believes that the interpreter dedicates his/her attention to
monitoring the process of speech production only when the level of redundancy of the ST

is adequate and the comprehension process is unaffected.

On the other hand, Bakti and Bona (2016) state that self-monitoring analysis has a particular
importance particularly in SI when SL comprehension and TL production take place
instantaneously. In their experiment, Bakti and Bona (2016) compare the processes of self-
monitoring in the TT that were rendered from English into Hungarian by trainee interpreters
and expert interpreters. In this study, the restarts, the editing phases of repetitions, self-
repairs, frequency of incidence of disfluencies, and the frequency of incidence error-type
disfluencies were examined. The two researchers find that there are not as many phenomena
connected to self-monitoring in the TL production of interpreters as in monolingual

Hungarian texts.

1.5.3.2 Disfluency

Research on speech errors and disfluency that are produced by speakers have been
conducted by psychologists from the 1950s to be a window to cognitive processes that are
involved in speaking (Goldman-Eisler, 1972; Dell, 1986; Levelt, 1989;). In these studies,
systematic proof has been provided to study the effects of increased cognitive load on the
lexical, syntactic, and articulatory processes (ToOth, 2011). Speech disfluencies are
considered one of the crucial components of studying the production processes as, according
to Shattuck-Hufnagel (1979: 295), they provide “a valuable glimpse into the workings of
the fluent sentence production mechanism, since the constraints they follow are presumably

imposed by characteristics of the process by which normal, error-free speech is produced.”

One of the key researchers on the topic of speech disfluencies is Gosy (2007), who illustrates
disfluencies as a “phenomenon that interrupts the flow of speech and do not add

propositional content to an utterance” (Gosy, 2007: 93). In order to give better
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understanding of speech disfluencies, Gosy (2007) posits a taxonomy of detailed
descriptions for the components of disfluencies which can reflect a detailed explanation to
the process of production (Bakti, 2009). This taxonomy divides disfluencies of speech into
two main categories: (a) disfluencies related to uncertainty and (b) errors or error-type
disfluencies (ETDs). The former describes the major types of uncertainty-related speech
disfluencies as: hesitations, pauses within the word, repetition, fillers, lengthening, and
restarts, while the latter consists of the following: “tip of the tongue” (TOT), Freudian slips,
change, syntactic errors, contamination, false word activation, ordering problems, and slips
(Bakti, 2009; T6th, 2011).

In Sl, various studies have been focused on speech disfluencies in interpreting (P6chhacker,
1995; Tissi, 2000; Cecot, 2001; Petite, 2005; Bakti, 2007, 2009; Téth, 2011). Péchhacker
(1995) investigates the slips and shifts that take place during the speech production phase
of TL by simultaneous interpreters. The study hypothesises that during the Sl task from
English into German and vice versa, interpreters make more slips and shifts than that of the
SL speakers. The results of this study find that more slips and shifts exist within the
interpreters’ output with the exception of uncorrected slips and high proportion of false
starts during the interpreter’s production. His result is considered as a universal to the
process of speech production, but it is not related to characteristics of SI (P6chhacker, 1995:
82).

1.5.3.3 Speech Pauses

Speech pauses can be defined as interruptions in the flow of speech (Mead, 2015: 301). In
SI, pauses represent the disfluencies in the interpreter’s performance that cause hesitations
and interruptions in producing the TT, which are considered major evidence of the
interpreter’s cognitive processes (Tissi, 2000). The duration of these interruptions or breaks
in speech should be clearly measured in order to identify the nature of these pauses that
occurred within the speech (Wang and Li, 2015). Researchers such as Dechert (1980) were
among those who made an early attempt to determine the duration of pauses during speech
production. They argue that, in order to be considered a real pause, a break should have a

minimum duration time of at least 0.3 seconds.
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Mead (2015: 302), on the other hand, believes that research on pauses mostly focuses on
one of the two main subjects: (i) quantitative analysis of interpreters’ pauses, the duration
of interpreters’ pauses as compared to those of speakers and to the constraints of the
interpreting process (Alexieva, 1988; Pochhacker, 1995; Tissi, 2000); and, to a lesser extent,
(i1) TL receivers’ comprehension of the fluency of the interpreter, based on the effect of
these pauses (Cecot, 2001; Ahrens, 2005; Wang and Li; 2015). In her study on the
interpreter’s pause patterns during SI, Alexieva (1988) indicates that the performance of
student interpreters is characterised by less duration of pauses and lower frequency than in
the source speech. In the same line, Pochhacker (1995) supports Alexieva’s results and

asserts that the frequency of pauses is not significant in the TL as compared with that of SL.

Tissi (2000) produces a detailed description of the pauses and interruptions that occur during
ST and examines whether these pauses and interruptions affect interpreters’ comprehension
and delivery processes during Sl. This study uses a taxonomy that is based on the
categorisation of Caldognetto et al. (1982, cited in Tissi, 2000). In this categorisation, the
non-fluencies are broken down into two main categories; silent pauses and disfluencies. On
the other hand, disfluencies as part of the problem-oriented category are divided into filled
pauses and interruptions. The results show that the occurrences of pauses and interruptions
in STs and in TTs are related. TTs include fewer but longer silent pauses than STs, while a

slightly higher number of syntactic pauses were found in the TTs.

Although both STs and TTs have a higher number of occurrences in the intervals from 0.25
to 1.25 seconds, TTs reflect a notable number of pauses from 2.5 to 5 and from 5 seconds
up, which never happens in STs. Tissi (2000) concludes that vowel and consonant

lengthening were found to highly exist in the interpreted texts.

1.6 Cognitive Processing Models of Interpreting

Although many models at the textual and interactional levels have not been proposed or are
not originally intended to a particular mode of interpreting, processing models are mainly
suggested in Sl (Péchhacker, 2004: 95). Models of the cognitive process relate mainly to
the interpreter’s mental processes that are involved during the SI process (Setton, 2013: 2).

These models are typically based on cognitive psychology in order to model the cognitive
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operations such as SL comprehension and TL production, attention/resource allocation,
memory, and coordination (Setton, 2015: 256). Processing models are related to how
interpreters apply strategies to cope with the problems encountered during SI. Shamy
(2020), on the other hand, relates the processing models to interpreter’s strategies when she
indicates that, when interpreters have strategies to solve the interpreting problems, they can
make processing decisions more rapidly. That, in turn, mitigates the pressure on their
processing capacity and helps them to have more capacity available for other cognitive tasks

such as difficult terminology and cumbersome phraseology (Shamy, 2020: 335).

Although interpreting models were not proposed specifically for research or training
purposes, no one can deny the crucial role of these models in both training and research. In
other words, teaching models applied to interpreter training mainly stress message analysis
and basically focus on the contextual features, extralinguistic knowledge, and imagination
and anticipation which support the role of the Paris principle of deverbalisation (Setton,
2015: 268). In the same line, the pedagogical model developed by Colonomos (1992)
focuses on the importance of having the required skills to analyse and construct a message
based on the context, which includes various aspects such as, participants, speaker’s
personality, setting, culture, affiliations, ideas and style, with the speaker’s goals at the

centre (ibid.).

Modelling the interpreting process is not an easy task as it requires understanding how these
cognitive processes interact or overlap in a complex task such as interpreting, to transfer the
meaning under time pressure from one language into another (Setton, 2013: 2). Hence,
various researchers developed models that focus on the interpreter’s mental processes such
as comprehension, memory (short term, long term), and production. However, each of these

models has various characteristics that affect SI, as we will see in the following sections.

1.6.1 Seleskovitch’s Triangular Process Model

One of the early models proposed during the 1970s that related to cognitive operations in
consecutive and Sl is Seleskovitch’s (1968) model. Seleskovitch (1962) was one of the
earliest to develop a cognitively based model of interpreting that considered the interpreter’s

comprehension and expression of “sense” as part of a three-part process which considered
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the basis of the Paris School though it was not based on experimental evidence (see Russell,
2005).

According to Seleskovitch (1977), interpreting is based on the conversion of sense rather
than the words of the SL. She states: “interpretation is not a direct conversion of the
linguistic meaning of the SL to the TL, but a conversion from SL to sense, the intermediate
link being nonverbal thought, which, once consciously grasped, can then be expressed in
any language regardless of the words used in the original language” (see Diriker, 2015: 368-
369).

In this model, the main mental process for a successful interpreting and translation is an act
of ‘deverbalization’ by which the interpreter grasps the speaker’s intended sense and then
re-expresses it in the TL ignoring the linguistic conversion of words and phrases (Setton,
2015: 265). Seleskovitch (1978: 336) characterises the “Sense” as (1) “conscious”, (2)
“made up of the linguistic meaning aroused by speech sounds and of a cognitive addition to
it”, and (3) “nonverbal,” in that it is dispatched from any linguistic form in cognitive
memory (see Pdchhacker, 2016: 89). The main purpose of Seleskovitch’s model is that the
interpreter’s cognitive operations basically rely on (deverbalized) utterance meaning rather
than linguistic conversion procedures (“transcoding”) (Russell and Takeda, 2015; Setton,
2015), and that is the fundamental part of the Interpretive Theory of Translation led by the
Paris School (Péchhacker, 2016: 89).

INTERPRETER
(reducing words to
nonverbal sense)
SPEAKER LISTENER
(expression (stening in
- in language 1) language 2)

Language 1 Language 2

Fig. 2: Triangular model (two versions) from Seleskovitch and Lederer (1984: 168).
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Seleskovitch’s model is regarded as the most logical and comprehensive approach to
interpreting. This model is an essential source of inspiration to all interpreting trainers
because it is based on meaning (deverbalisation), which is a key aspect of any interpreting
activity (Seleskovitch and Lederer, 1984: 185). Petrescu (2014) argues that the processing
of meaning is a challenging task that could be an important part of any interpreting
performance. Therefore, interpreters’ training should consider this point properly,
particularly in techniques and time. Petrescu (2014) concludes that, due to the oral nature
of the task, the processing of meaning is a challenging task that could even be impossible
to achieve with SI. Furthermore, Sl as described by Seleskovitch and Lederer (1984), is an
unnatural exercise that hampers the interpreter from separating the SL from TL, which is
due to time pressure that does not allow the interpreter to grasp the meaning but to follow
the SL literally (Petrescu, 2014: 3266-3270).

Moreover, Seleskovitch’s model establishes a principle of studying the interpreting process
particularly with the idea of focusing on the sense as a main part of the interpreter’s
understanding and expressing in SI. However, it seems more holistic and needs more
explanation, as meaning is general and it is also a final aim of translation and interpreting

tasks.

1.6.2 Gerver’s Processing Model of Interpreting

One of the early models that studies the processes of SI from the psychological point of
view is Gerver’s model (1976). In this model, Gerver (1976) attempted to investigate the
time lag, memory usage, and TL production (Pdchhacker, 2016: 92). Therefore, Gerver
(1976) decides to draw up a flow-chart model of permanent structural features of memory
(short-term buffer store, long-term memory, and output buffer) and the procedures which
can be controlled by the interpreter such as dividing the attention into different interpreting
tasks, discarding the input, checking the output, monitoring the output, and reprocessing to

improve the preceding output (Gerver, 1975; Moser-Mercer, 2002; P6chhacker, 2016).

This model illustrates the mental operations that take place during the SI process starting
from input processes when the SL input is received in a short-term buffer storage that is
controlled and monitored by what is called “input routines” relying on the state of the buffer

store and on the use of the strategy of segmentation (Gerver, 1975). According to Gerver
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(1975), the interpreter can process the linguistic information stored in his/her LTM and
make it available in the operational memory or WM via a process of “active instalment”
which will be responsible for all mental operations involved in SL perception and TL

production.

During the interpreting process, the interpreter has the right, if needed, to monitor the
information in the operational memory before producing the output or even after that, he/she
still can self-correct or repair based on the interpreter’s matching process between ST with
the TT through either surface level (decoding the translation) or deep level (matching the
derived meaning with that of the SL) (Gerver, 1975). Figure 3 shows the graphic
representation of Gerver’s model (1976) as adapted by Moser-Mercer (2002: 151).
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Fig. 3: Model of Sl proposed by Gerver (1975) and adapted by Moser-Mercer (2002: 151).

One of the novelties of this model is that it presents a clear insight into the memory processes
that are involved in Sl, particularly the use of buffers during both input comprehension and
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output production. Furthermore, it reflects that self-monitoring and correction are integral
parts of Sl, as the interpreter can resort to at any part of the process to redirect his/her
performance in order to keep the interpreting process as smooth as possible. However, as
De Bot (2000: 68) argues, it is impossible to discard the incoming information when the
input buffer is full and also discard the way in which the interpreter can select the

information to be processed first.

1.6.3 Cognitive Processing Model of Moser-Mercer

Moser-Mercer (1978) proposes her model to describe the cognitive processes and memory
structures that are involved in SI. This model is based on the psycholinguistic model
developed by Massaro (1975) which focuses on information processing and speech
understanding mainly during the input comprehension phase (Figure 4 illustrates Moser-
Mercer’s 1978 Model). This model devotes attention to the input processing and to the
mental operations involved in the output production (Moser-Mercer, 1978, 2002: 151).
Pdchhacker (2016: 93) conceives that these input processing units (up to phrases and
sentence level) indicate a considerable interaction between SL sequential and the inherent
knowledge in long-term memory. In other words, Moser (1978) reflects that bottom-up
processes (representing an instant processing of input including levels of phonetics and
syntax) and top-down processes (referring to the interaction of all kinds of knowledge in the

LTM with the incoming information) take place at any stage of the task.

This interaction is considered a key aspect of Moser’s Model to achieve the “conceptual
base” and supports the construction of linguistic meaning of the incoming input with the
various types of knowledge which trigger TL semantic and syntactic processing to be
smoothly produced (P6chhacker, 2016: 93). The processing in various loops is included in
Moser’s Model, which refers to the strategy of anticipation. The occurrence of this strategy
is not only related to the interaction between the memory systems and input processing, but

also to the interpreter’s linguistic and extralinguistic knowledge (Moser-Mercer, 1997).
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Moser’s Model presents a detailed description of the comprehension processes in SI.
However, production operations were expressed in terms of “syntactic and semantic
word/word-string processing” (De Bot, 2000: 69). It also highlights the notion of the
interpreter’s prediction strategy, which was considered a starting point for other researchers
to include this strategy in their research, such as Chernov (1979, 2004) and Kurz and Farber
(2003).

1.6.4 Gile’s Efforts Model

The Effort Model developed by Gile (1995) is considered one the most important models
of cognitive pressure in SI. According to Gile (2009: 158), the Effort Model was originally
proposed for Sl to deal with the difficulties of interpreting as a function of the particular
combination of languages applied and, after several developments, it has become a central
part in teaching of interpreting and it has been also used as a conceptual framework by many
interpreting teachers, trainers, and researchers. In other words, Gile (2009: 189) states that
the “Efforts Model is essentially didactic and has been developed in such a way as to be

immediately understood by student interpreters”.

Various interpreting studies in the literature shed light on the Efforts Model (P6chhacker,
2004, 2015, 2016; Setton, 2015) and much experimental research has applied this notion
(Petite, 2005; Gumul, 2006; Chang and Schallert, 2007). To create a pedagogical tool, the
Effort model are basically developed to assist students and practitioners to cope with
persistent problems that are not only limited to the interpreter’s lack of linguistic or
extralinguistic knowledge, but as a reflection of cognitive processes involved in SI (Gumul,
2017; 18).

In other words, the ultimate purpose of this model was not to focus on the interpreting
process as a research tool, but to study the mental processes that cause recurring problems
for even expert interpreters. In this approach, Gile (1995) highlights the impact of limited
availability of processing capacity via a cognitive analysis of these problems in “a way that
should facilitate the selection and development of strategies and tactics toward better
interpreting performance”. Based on his introspection and observation, Gile (1995) notices
that the problems regularly encountered by student and even expert interpreters during the

SI are due to the limited availability of some kind of “mental energy” required to perform
45



the cognitive operations underlying interpreting. Therefore, Gile (1995, 2009) relates the

development of his model on two intuitive notions:

e the process of interpreting requires some sort of “mental energy’ which is only
available in limited supply.
e the process of interpreting consumes almost all of this mental energy, and even it

requires more than is available, at which times performance deteriorates.

During the SI task, Gile (1995) argues that interpreting requirements often exceeds the
available “energy” and, at this point, interpreting is affected negatively, which consequently
led to energy management errors such as interpreting errors, omissions, and/or infelicities
(EQIs). Gile found useful information on his intuitive idea of a limited energy in literature
on cognitive psychology, which related to the distinction between several cognitive
processes (non-automatic operations) which require more attention and processing capacity,
while others (automatic operations) do not need that. Thus, Gile realised the necessity to
add an extra Effort, “Coordination Effort”, to the other three core Efforts to be applied for
the management of attentional resources, among other efforts (Timarova et al., 2014;).
Furthermore, due to their effortful nature, which requires online actions, Gile (1995) calls
these mental operations that are involved in SI “Efforts” and classifies them into a listening

and analysis effort, a speech production effort, and a STM effort.

1.6.4.1 Listening and Analysis Effort (L) in Gile’s Model

This effort is defined by Gile (2009: 160) as “consisting of all comprehension-oriented
operations, from the subconscious analysis of the sound waves carrying the source-language
speech which reach the interpreter’s ears through the identification of words to the final
decisions about the ‘meaning’ of the utterance”. In the interpreting process, interpreters have
to comprehend the ST before they start interpreting and, in order to do that, a recognition
process of the words should be performed at least within the sentence level. Recognition of
words requires the analysis of the auditory features of the speakers’ delivering sounds and
comparison with the information that was originally in the interpreter’s LTM (Gile, 1995).
In other words, recognition of words poses more processing capacity on the interpreter’s
mind, which supports the claim that listening and analysis operations are considered part of

non-automatic categories.
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Furthermore, there is no clear-cut relationship between the acoustics that reaches the
interpreter’s ears and the single phoneme, word, or phrase that is produced by the speaker
(Gile, 2009: 160). Various studies such as Gerver (1976) and Lambert (1992) which
compared between recall and recognition under different conditions found that during the
SI process, interpreters tend to comprehend the ST rather than focusing solely on
recognising words. Gile (2009: 192) identifies the problems that cause an increase in
processing capacity requirements, which consequently affects the listening and analysis
effort:

1- high density of the source speech which includes:
e high rate of delivery of source speech.
e high density of information content of the speech such as enumeration.
2- external factors such as:
e deterioration of sound quality of interpreting such as unclear sounds that come
into interpreter’s earphones, noisy channels, other sound problems.

e strong accent and incorrect grammar and lexical usage.

1.6.4.2 Production Effort (P) in Gile’s Model

According to Gile (2009:192), Production Effort in SI refers to “a set of operations
extending from the mental representation of the message to be delivered to speech planning
and the performance of the speech plan, including self-monitoring and self-correction when
necessary”. In other words, Gile (2018) describes this effort as including all cognitive
processes that are based on decisions resulted from understanding the SL and ready to be
produced in the TL. As in the comprehension phase, interpreters are vulnerable to encounter
problems during the production of TL, which can be clearly noticed in the interpreter’s
hesitations during the production of TL such as difficulties of recalling the correct lexical
item, syntactic decision-making and selecting the equivalent cultural expression (Gile,
2009: 192).

Interpreter’s hesitations are considered a main sign of having a problem, particularly those
related to the speaker’s high speech rate which has a negative effect on the interpreter’s TL
production (Clark and Clark, 1977). During the production stage, interpreters apply
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“problem-solving” strategies as they look for more appropriate expressions that can be used
in the specific context or provide the correct syntactic structure (Russell and Takeda,
2015: 99). Speech production problems are encountered in interpreting particularly when
speakers tend to use ready-made verbal phrases, sentences, and structures such as clichés,
proverbs, common sayings etc., even if they sometimes are not necessarily referred to in the
original SL message (Goldman-Eisler, 1972; Clark and Clark, 1977; Costermans, 1980).

Gile (2009: 163), on the other hand, discusses the problems that interpreters may encounter
during conference interpreting, which can be summarised into: a) speakers resort to using
readymade structures like clichés, proverbs, or common sayings which are considered as
the easiest way of expressing their thoughts and intentions. These aspects cause challenges
for interpreters because they increase the cognitive pressure on the STM and consequently
affect the production process; b) lexical and syntactic choices that are applied by speakers
could help the interpreter if there is no difference in lexical and syntactic structures between
the SL and the TL, otherwise the production process would be vulnerable as Gile (2009:
164) mentions, “following the SL structure and lexical choices in one’s TL speech is risky
because the interpreter may get stuck because of syntactic and grammatical differences
between the languages”; c) interpreters resort to transcoding while they produce the TL,
which may cause linguistic interference between the two languages and makes the
interpreter’s performance seem more hesitant, less idiomatic, and inconsistent; d)
interpreters have to interpret in areas they are not familiar with that may include unknown
terminologies, unclear structures, etc. which has a negative effect on the production phase.
Furthermore, the problems are not limited only to the spoken mode, but they can be clearly
identified in sign language interpreting, which requires more processing capacity
requirements in the shift from spoken into signed discourse or vice versa (Leeson, 2005,
cited in Russell and Takeda, 2015: 99).

1.6.4.3 Memory Effort in Gile’s Model

During SI, the interpreter must keep the comprehended information in his/her STM (for up
to a few seconds) to be processed and produced into the TL. The lag between what the
interpreter hears and what he/she produces includes storing the SL segments in the memory
(receiving the phonetic segments and processing them) until they can be interpreted into TL

(Gile, 2009: 165). In SI, the interpreter should wait until he/she receives, understands, and
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processes a sense unit (meaningful unit), which can be regarded as a speech chunk. This
chunk is considered an interpreting unit if it consists of smaller units and has a specific

meaning (Lederer, 1978).

Miller (1956, cited in Timarova, 2008) argues that, at any time, humans are able to
remember up to seven, plus or minus two, chunks. However, this storage capacity does not
appropriately illustrate a range of empirical data, which leads to propose that the WM
combines the storing system with other processing functions (see Atkinson and Shiffrin,
1971; Baddeley and Hitch, 1974).

As the Efforts Model is initially didactic, interpreters and students understand that they have
to keep information in their memory for later recovery. While other activities such as storing
the information and the recalling processes are subconscious (in terms of the Listening
Effort and of the Production Effort), others are consciously and deliberately stored for later
processing. Consequently, Memory Effort is concerned with human conscious experience
and is related to both the concept and the choice of words (Gile, 2009: 189). However, the
restricted storing capacity of WM and the requirements of its processing capacity as
significant aspects in language comprehension and production are considered a pivotal

aspect of the Memory Effort.

On the contrary, Liu (2008: 173) believes that the memory effort in Gile’s Efforts Model is
regarded as more than a storing mechanism in which information is stored for a short
duration before further processing occurs again, as the core of the Effort Model is the
efficient resource management which contributes to the development of expertise in

interpreting rather than increasing storage capacity of interpreters’ memory.

1.6.4.4 Coordination Effort (C) in Gile’s Model

As it is stated by Gile (2009: 167-168), the process of Sl includes three efforts: Listening
and analysis (L), Short term memory effort (M), and speech Production effort (P), in
addition to Coordination effort (C) which is applied to coordinate the dynamics of the three
efforts. The following formula illustrates the relationship between the efforts as explained
by Gile (2009: 169):
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SI=L+P+M+C

In this equation, Gile (2009) shows that the meaning of the “equal” sign should be rendered
into an equality in the usual mathematical sense, and the “plus” sign generally refers to
“addition” as a usual arithmetic process. Leeson (2005: 57) describes the Coordination
Effort as the air-traffic controller for the Sl that assists interpreters to appropriately direct
their attention between the listening and analysis task, the production task, and the ongoing
self-monitoring that takes place in the interpreting process. If interpreters achieve the
coordination task smoothly, they will reach to a state of “flow” where the interpreter can

overcome the interpreting challenges easily (Robinson, 1997, cited in Leeson, 2005: 57).

In terms of available processing capacity, Korpal (2016: 28) conceives that it is important
for interpreters to keep some additional processing capacity ready to be applied in the
coordination of the three other cognitive efforts in addition to the cognitive capacity applied
to other processes such as comprehending the SL, storing and processing in the STM, and
producing the meaning in the TL. Gile (1995: 169) argues that each of these efforts, at each
point of time, requires a specific capacity which depends on the comprehension, STM, or
production operations being used on speech segments. Based on how high the variability of
requirements is depending on the incoming speech segments, the requirements of each

Effort can vary instantly through time, in seconds or fractions of seconds.

It is important to understand how these efforts operate during the process of Sl, if the SL
speech includes consecutive segments A, B, C, D etc., the production effort will deal with
segment A while segment B is processed and waiting in the STM to be produced in the
target text, and C segment is being analysed by the Listening and Analysis Effort (Gile,
2009: 168). However, the process is not easy at all due to the syntactic differences that may
exist between the ST and the TT, in addition to unclear SL speech that leads to overload the

STM with unprocessed units which cause information loss.

The total requirement of the processing capacity is the total outcome of these efforts.
However, it differs based on the particular SL segments that are analysed and vibrated
according to incoming speech stream (Christoffel, 2004: 22). Moreover, problems can be

encountered even when the processing capacity requirements are similar or less than the
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total available capacity, and that could be due to difficulties in the SL text (Christoffel, 2004;
Gile, 2009). (See problem triggers in Chapter 3).

Gile (2017) proposed three major operational assumptions that underlie the Effort Model:

All the efforts have non-automatic elements. Hence, all three efforts require
attentional resources and, consequently, increase the processing capacity
requirements.

The three Efforts are characterised by competition. In other words, this means even
if they have common resources and may seem cooperative, their main objective is
to investigate the increase in processing capacity requirements “competition
hypothesis”.

The notion that, most of the time, interpreters work near saturation level (the
Tightrope Hypothesis). The total available processing capacity of interpreters is,
most of the time, equal to the required capacity for the interpreting process so that
any mismanagement of the cognitive resources could lead to overload in one of the
processing efforts, which consequently deteriorates the interpreting process. The
Tightrope Hypothesis, on the other hand, shows that errors and omissions can be
identified in interpreting even when no technical or other problems related to the ST
could be identified (Gile, 1995): if interpreters work below saturation level, errors
and omissions occur only when the problems of the SL speech are encountered (Gile,
2017).

1.6.4.5 General Points About Gile’s Efforts Model

Gile’s Efforts Model (1995) was proposed in line with Kahneman’s capacity theory of

attention (1973), which was originally developed in the field of cognitive psychology. This

could show that the interpreter has a limited amount of processing capacity that can be

divided into four processing efforts: listening and analysis, STM, production and

coordination. The interpreting process, on the other hand, requires a processing capacity

that should be available to cope with the cognitive load of the interpreting process. Hence,

failure to provide the required capacity leads to errors and omissions, and consequently

deteriorates the process of interpreting. Interpreters work close to the state of saturation in
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order to keep the flow of interpreting as smooth as possible, which is what Gile calls the

“Tightrope Hypothesis”.

There are a number of problem triggers that have a significant effect on the interpreter’s
processing capacity, such as proper nouns, numbers, syntactic differences between SL and
TL, cultural problems, etc. (they will be described in Chapter 2). As a didactic tool, the
Efforts model help students to identify the cognitive processes involved in Sl and determine

which part requires more training (Korpal, 2016: 29) .

Several points in Gile’s Efforts Model could be highlighted: first, Efforts model focused on
interpreting capacity requirements. However, they did not clearly state how interpreters or
students increase these requirements, especially the nature of training required and which
efforts should be focused on during training, since all efforts competitively operate together
during the interpreting process. Second, the Efforts model focused only on the interpreter’s
attentional resources that require processing capacity during interpreting, such as proper
nouns, numbers, or fast speech. However, other reasons related to the interpreter’s
performance such as confusion and stress were not identified. Third, the notion of the
Tightrope Hypothesis requires more clarification as it is still not clear how to measure the

saturation level of interpreters.

1.6.5 Seeber’s Cognitive Load Model

Seeber (2011) attempts to introduce his Cognitive Load Model (CLM) to explain the mental
operations and workload involved in the Sl of certain language combinations. It is based on
Wicken’s (1984) Multiple Resource Model, in which “the combination of two (or more)
tasks requires more processing capacity than either (or any) of the tasks performed
individually” (Seeber, 2011: 187). It is in contrast with Kahneman’s (1973) single source
theory, which argues that all mental operations compete for one undifferentiated pool of
resources, Seeber’s model suggests considerable interference between resource-demanding
perceptual tasks and the mental processes including WM to retain or process the information
(Liu and Wickens, 1992; cited in Seeber, 2011).

The investigation of cognitive load was the key point of this model, as Seeber (2011) states:

“in order to capture the notion of cognitive load in SI, I propose a CLM that takes into
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account the amount of load generated by individual concurrent tasks”. According to this
model, Sl is regarded as a real-time combination of comprehending the SL and producing
the TL, which are divided into their demand vectors (i.e. perceptual auditory verbal
processing of input and output “P”, cognitive-verbal processing of input and output “C”,
and verbal-response processing of output “R”). Interference “I” is also considered (and
added as a conflict coefficient) particularly when there is overlap between the tasks. Seeber
also adds a storage component “S” which refers to the load that is caused by the storage of

information being produced in the TL (Seeber, 2011: 187-188).

Figure 5 shows the conflict matrix of SI in which different modalities are listed.

53



listening & comprehension
perceptual cognitive response
vector (4] %] a 1 %) 1 (%] (%]
E VISUAL VISUAL AUDITORY | AUDITORY | COGNITIVE | COGNITIVE | RESPONSE | RESPONSE
SPATIAL VERBAL SPATIAL VERBAL SPATIAL VERBAL SPATIAL VERBAL
s ;é 08 | 06 | 06 | 04 | 07 | 05 | 04 | 02
of 38 | 06 | 08 | 04 | 06| 05| 07| 02| 04
T[]
&
gi Es
5| 85 | 06 | 04 | 08 | 04 | 07 | 05 | 04 | 0.2
g 2
E
o3
| B H 04 | 06 | 04 0.4
£
2 s
o
al s 33 07 | 05 | 07 0.4
2 g«
‘B E! 05 | 07 | 05 0.6
g
. |® g? 04 | 02 | 04 0.6
£l &
§
- ! 02 | 04 | 02 1.0

Total interference score = demand vectors + conflict coefficients
= (1#1414141)  + (0.740.8+40.4+0.6+0.8+0.7)

Fig. 5: Conflict matrix of SI developed by Seeber (2011: 188).

In general, both Gile’s (1995) Effort Model and Seeber’s (2011) CLM attempt to illustrate

the cognitive load that is inherent in SI. However, Efforts Model is based on Kahneman’s

(1973) single resource theory, which argues that all the cognitive processing activities that

are involved in SI depend on one pool of undifferentiated resources. The CLM adopted

Wicken’s (1984) Multiple Resource Model, which denies the idea of having one pool of
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cognitive resources and argues that multiple cognitive resources are available, in addition
to producing the notion of conflict of coefficients which refers to dynamics of Sl tasks
(Korpal, 2016: 33).

In contrast to the Efforts Model, the CLM is regarded as the first attempt to quantify the
cognitive load based on Wicken’s demand rectors and conflict coefficients.
Notwithstanding, both models consider Sl as an interaction between the comprehension of
the SL and production of the TL, involving a total cognitive load; only the CLM is capable
of accounting for the conflict potential resulted from the difficulties they cause (Seeber,
2011). While both models conceive that the syntactic differences between SL and TL
increase the processing capacity requirement and pose more cognitive load, the CLM
thoroughly explains how the effects of various combinations of subtasks affect the overall
cognitive difficulties, which consequently lead to express a strategic behaviour that can be
applied to overcome the issue of syntactic asymmetry between SL and TL (i.e., English and
German) (Seeber, 2011: 189).

In other words, Seeber’s Model produces a comprehensive view with strategies applied such
as waiting, stalling, chunking, and anticipation (see Chapter 2 in this dissertation) in order
to overcome the problems encountered during Sl due to overall cognitive load (Seeber,
2011). As stated by Korpal (2016), Seeber’s Model (2011) lacks more experimental support
because it was applied only to a specific language pair (English and German) and that may
present different results if it is applied to other combinations. Moreover, the model focuses
mainly on two tasks: the language comprehension task and language production task. The

WM has not been deeply considered in the model.

1.7 Processing and Memory System Models

WM is probably considered one of the important cognitive processes involved in Sl that has
attracted many researchers and scholars within the interpreting field. Early scholars of the
Paris School conceived that excellent memory is undoubtedly the cornerstone of
interpreting (Seleskovitch, 1968, 1978). Psychologists such as Gerver (1975), who
developed his Model around STM stores and their role in Sl. In the following sections a
description will be presented of the multiple WM models by Baddeley and Hitch (1974), an

early theoretical model that presents a full description of WM, and by Daro and Fabbro
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(1994), which focuses on the nature of memory (WM and long-term memory) and its

functions in SI.

1.7.1 Working Memory Model of Baddeley

This model is related to early attempts to conceptualise the WM system that date back to
the 1970s when Baddeley proposed his model to underly several studies on WM in Sl
(Pochhacker, 2016: 110). In this model of the WM system, Baddeley (2000) conceives that
WM is a system of multiple parts that is in charge of retaining and processing information
while at the same time participating in the essential cognitive processes such as reasoning
and comprehension. According to Baddeley (2000), his tripartite model originally includes
three components: the phonological loop, the visuo-spatial sketchpad, and the central

executive, while the episodic buffer was added later on to his model.

Furthermore, each component is controlled by a limited capacity attentional system which
is relatively independent from each other. The model suggests that the attentional system
(central executive) is supported by two slave systems: the “articulatory or phonological
loop” which deals with managing phonological or speech-based information, and the
“visuo-spatial scratch pad or sketch pad” for visual and spatial information (Baddeley,
2000). (Figure 5 shows the graphic of Baddeley’s (2000) model). The central executive is a
fundamental part of this model as it incorporates information from the phonological loop,
the visuo-spatial sketchpad, the episodic buffer, and also from the long-term memory, but it
is still considered an unclear component of WM due to being a place where complex issues
are allocated (Baddeley, 2003: 835). The episodic buffer, on the other hand, is seen as a
limited capacity store where information is incorporated together for a short time from the

phonological loop, visuo-spatial sketchpad, and LTM (ibid.).

This model undoubtably presents a full description of language processing of WM in the
form of episodes, especially the phonological loop, which maintains acoustic or speech-
based information (Baddeley, 2000). It is one of the important models that helps interpreters
and researchers to clearly understand the components of WM and the processing of
information through the memory episodes, and thus it becomes a basis for other models
such as Daro and Fabbro’s (1994) Model.
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Fig. 6: Baddeley’s (2000) Model of WM Structure.

1.7.2 Daro and Fabbro’s Model

This model of WM system is based on Baddeley and Hitch’s model (1974). However, it
applied only the verbal slave system and the central executive component. Based on
memory systems in Sl, Dard and Fabbro (1994) propose their model that relied on the
principles developed by Baddeley (1990) and Tulving (1987). The two authors propose this
model which is incompatible with the prevailed knowledge about memory systems that
consists of two memory systems: WM and long-term memory, both systems are further
divided into subsystems. In this model, the information is analysed in the WM before
translating it into the TL and then the memory keeps the verbal chunks for 10 seconds and
afterwards, they either fade away or are further processed (Daro and Fabbro, 1994: 376).
These chunks can be moved to different translation systems where they can be processed
but not translated until they can be incorporated with the feedback from the LTM systems
of explicit memory and then produced into the TL (Daro and Fabbro,1994). Figure 7
illustrates Daro and Fabbro’s Model (1994).
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Fig. 7: Model in Sl developed by Daro and Fabbro (1994).

Temarova (2008: 16) argues that this central executive component was applied in this model
but it did not have any function due to: a) most of the researchers in the field of psychology
focused their research on the storage functions, b) during 1970s the central executive
component was originally developed in Baddeley and Hitch’s (1974) model. However, it
becomes the centre of interest in mid-1990s, when Baddeley called for more research into
the executive functions of WM (Baddeley, 1996).

1.8 Directionality

The notion of directionality in interpreting, or whether interpreters have to render into one’s
native language or into his/her foreign language, has been considered as one of the
controversial aspects in translation and interpretation studies since the early time of their
existence (Gumul, 2017: 312). Working only into one direction is a normal act in the process
of interpreting. However, there is no particular title for “one-way” or one-directional

interpreting in terms of communication. The International Association of Conference
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Interpreters (AIIC), on the other hand, introduced language classification categories in
which the interpreter’s working languages are classified into A, B or C languages. A is the
native or active language, B is an active language of which the interpreter has a good
command, and C is a passive language of which the interpreter has a good understanding
(Pochhacker, 2016: 21).

Scholars and interpreters from the Paris School highlight the importance for interpreters to
work into their A language, as they argue that the high-quality expression could only occur
when interpreters render into their native (A) language. In contrast, those who belong to the
Soviet School support the work of interpreters into their foreign (B) language relying on the
interpreters’ understanding of the SL that helps them to improve the TL production (Gile,
2009; Bartlomiejczyk, 2015; Pdchhacker, 2016). Most of the SI processing models do not
take directionality into account except Gile’s (1995) model, which investigates the effects
that directionality has on the four concurrent efforts: comprehension, memory, production

and coordination.

In other words, research asserts that interpreting into a native language or interpreting into
a foreign language activates different areas of the brain (Tommola et al., 2000, cited in
Chang, 2005: 14) which supports the claim that directionality has an effect on cognitive
processes involved in Sl processes (ibid.). There is a common understanding among
experienced interpreters regarding the potential challenges that directionality reflects on
interpreters; in the direction of A to B is the production while, in B to A is comprehension
(Chang and Schallert, 2007: 139). However, others found that professional interpreters have
not been affected by the interpreting direction such as Barik (1973; 1994) who provided a
detailed analysis of translation-direction data of three professional interpreters and three
inexperienced participants. In this study, professionals made the same errors and omissions
in the two directions. In the next section I will describe the arguments of each direction in
SI.

1.8.1 Interpreting from B to A Language

Prominent scholars and researchers support the tendency for interpreters to work from their
B language into their A language, such as Seleskovitch (1968) and Seleskovitch and Lederer

(1989). They even called interpreters to not think of interpreting to B language at all and
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never consider it as part of the curricula of interpreter training courses., Others like (Déjean
Le Féal, 2002; Donovan, 2004) were more reluctant to take the need of the market into
consideration and at the same time they prioritised the “quality” of interpreting as a crucial
aspect of assessment (see Gumul, 2017: 312). Proponents of interpreting from B to A argue
that interpreters will be under high cognitive load and continuous stress if they interpret into
their B language as more efforts and processing capacity are required to provide the

equivalent expression in their B language (P6chhacker, 2003).

In the same line, Seleskovitch (see Seleskovitch and Lederer, 1989) believes that
interference is clearly identified when interpreting into B language although the interpreter
has great command of his/her B language. Furthermore, she added that comprehension takes
place in B language spontaneously if the interpreter has a wide understanding of the subject
matter. She concludes that “only in the A language the speech production will be
spontaneous and idiomatic”. As for Bartlomiejczyk (2015: 109): “the Paris School’s
position on directionality has become dominant, and the popular expression ‘retour

interpreting’ also seems to imply into A interpreting as the default option”.

Based on various linguistic theories, Schweda-Nicholson (1992, cited in Chang, 2005: 15)
presents two reasons for interpreters to follow interpreting into their A language. Firstly,
interpreters should focus their attention on the syntactic structure when producing their L2
as it causes problems particularly when L1 and L2 have different syntactic systems
(Seleskovitch, 1999). Secondly, interpreters should pay attention to the prosodic features of
their L2 output, which requires extra processing capacity requirement. This is compatible
with Donavan’s (2005) identification of SI challenges, as she argues that the interpreter is
less fluent, flexible, and intuitive in the B language and is always under the effect of the
interference of L1 while the interpreter’s aim to find the equivalent expression may affect
negatively on the analysis process. On the other hand, interpreting into B increases the
interpreter’s capacity requirement as he/she needs more cognitive means for monitoring the
coherence, prosody, pronunciation, and signs of interference (see Chang and Schallert,
2007: 140).
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1.8.2 Interpreting from A to B

Challenging the first view of better interpreting from B language to A language, proponents
of the Soviet School claim that working into B language is the optimal approach as the
interpreter will depend mainly on the comprehension process which plays an essential role
in the output production (Gumul, 2017: 312). As supporters to this view, Chang and
Schallert (2007) believe that even expert interpreters sometimes face challenges during
listening to their B language, which has a negative effect on the TL production though they
work into their A language. The two authors conclude that the lack of linguistic and cultural
knowledge of the B language increases the difficulties and leads to errors and omissions
and, consequently, affects the process of interpreting, especially when working into the A
language (Chang and Schallert, 2007: 139).

In the same line, Denissenko (1989, cited in Chang, 2005: 17) depicts interpreting into a
foreign language (B) as the ideal practice because, in this direction, the interpreter will not
face any challenges related to understanding and comprehending the ST, which is regarded
as an essential cognitive process in interpreting in which, if errors and omissions occurred,
they cannot be repaired. Denissenko (1989) adds that the multiple options that the
interpreters have when interpreting into their A language may reflect negative results as
“with a large variety of options, decision-making and delivery control take more time in the

rigid split-second attention distribution cycle” (Denissenko, 1989: 157).

Furthermore, research in second language indicates that advanced L2 learners whose skills
are similar to those of native speakers face various challenges related to SL perception such
as bad speech quality, different accent, or noisy environment when they interpret into their
A language, which leads to problems in TL production and consequently deteriorates
interpreting process (Denissenko, 1989). Therefore, various studies come up with the
opinion that for student interpreters and untrained fluent bilinguals, interpreting from their
A language into their B language shows better results, especially when they fully and
accurately understand the source text; errors and losses of important information may be

less common than rendering from B to A (Barik, 1975; Tommola and Heleva, 1998).

As was described above, most studies conducted to test interpreters’ preference to which

direction they tend to work, either to their A language (Donovan, 2004; Nicodemus and
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Emmorey, 2013) or into their B language (Al-Salman and Al-Khanji, 2002; Nicodemus and
Emmorey, 2013), present contrastive results. This can be attributed to various aspects such
as interpreting mode and language combination. In their large survey study, Nicodemus and
Emmorey (2013) investigate the preference of interpreting direction for both interpreters of
spoken language and signed language. This study found that spoken language interpreters
tend to work into their mother tongue language (A), whereas signed language interpreters

were clearly in favour of their foreign language (B).

On the other hand, Al-Salman and Al-Khanji (2002) test in their research whether
simultaneous interpreters are in favour of interpreting oral discourse from their native
language into their foreign language. This study relied on the data gathered by means of
questionnaires and real performance of several expert interpreters who conducted Sl tasks
in both English and Arabic. The data collected were analysed according to criteria based on
linguistic adequacy, strategic competence, and communication strategies. The study reports
that most of the subjects work more comfortably during the interpretation from Arabic into
English than in the opposite direction (Al-Salman and Al-Khanji, 2002). Interpreters’
strategies are also affected by the directionality of interpreting, which may be related to
several aspects such as the language combination with syntactic and cultural differences
(Al-Salman and Al-Khanji, 2002), (Riccardi, 1995), (Dawrant, 1996). In Al-Salman and Al-
Khanji’s study, expert interpreters used achievement strategies such as anticipation and
approximation during interpreting from English into Arabic, while they applied reduction
strategies such as “incomplete sentence” with Arabic into English. On the other hand,
Dawrant (1996) found that interpreters mainly applied strategies such as waiting,
segmentation, and anticipation in Sl to solve the problems encountered due to word order

differences between Chinese and English.

1.9 Concluding Remarks of Chapter One

1. Sl is considered one of the interpreting modes that requires listening and
understanding of the SL message, processing it in the memory, and deliveringit
according to TL norms. This demanding task is characterised by complexity as the
interpreter has to activate all his/her mental processes during the task, and the
simultaneity when all these processes have to be done in real time as the interpreter

has to preserve the same pace as the speaker. Moreover, in Sl there exists a lagtime
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which is the delay between speaker’s message and interpreter’s articulation of the
TL message. These main features distinguished SI from other interpreting modes

such as CI, sight interpreting, and LI.

The focus of interest to do research in Sl has shifted from studying the final outcome
of TL (studying interpreting as a product) to interpreting process research. This shift
is mainly based on investigating the cognitive processes that were activated in
interpreter’s mind during the SI process. In product approach, the focus has been
directed towards studying the TL outcome such as the quality of TL message. On
the other hand, in process-oriented research, the behaviour of interpreters is
examined through experiments, in addition to the use of new retrospective methods

to collect more concrete data.

Researchers in interpreting studies have mainly classified the cognitive processes
applied in Sl into comprehension of the SL message, processing that message in
memory, and producing it according to TL norms. Any defect in one of these process
leads to distort the process of interpreting and affects negatively on the interpreter’s
performance. Hence, most of the research in SI have been dedicated to investigate
these processes and learn more about the means of developing them particularly
through comparing the performance of expert interpreters with novices during the
Sl task.

Several models have been proposed to study how the cognitive processes are used
in Sl task, to find solutions if interpreting problems occurred in one of these
processes, and to train the interpreters how to manage the cognitive load that is
resulted from the demanding task of SI. In this context, Seleskovitch developed a
model in the 1970s which focuses on the comprehension of the SL message and
conveying the sense of that message in the TL rather than converting the SL
linguistic representations into the TL. Other models concerned with the work and
structure of the memory system during the Sl task such as Gerver and Moser-Mercer.
One of the main processing models in Sl is the Efforts Model which was proposed
by Gile (1995). In this model Gile classified the cognitive processes into four efforts
that the interpreter should master in order to keep the interpreting flow. These efforts
are listening and analysis effort, a speech production effort, a STM effort, and

coordination effort. Any failure in one of these efforts may increase the cognitive
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pressure and consequently causes problems for the interpreter. Similarly, Seeber
(2011) proposed the CLM to investigate the cognitive pressure that affects
interpreter’s performance during SI. Moreover, other models were proposed to
conceptualise the memory system that is used in the process of Sl such as Baddeley
and Daro6 and Fabbro’s Models of WM.

The effect of directionality on the interpreting task is a controversial issue as some
of the scholars prefer to work from interpreter’s foreign language into their native
language as they consider producing the meaning of the SL message in the TL is the
main objective of interpreting process such as the view of Paris School. On the other
hand, another view supports working from interpreter’s native language into his/her
foreign language as comprehending SL message properly facilitates producing that
message in the TL. However, language combination plays an important role
particularly when rendering between two different language systems. Moreover,
interpreter’s knowledge and skills which were obtained by experience and training
have a positive effect on reducing the impact of rendering from or into one’s native

language.
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CHAPTER TWO

THE NOTIONS OF “PROBLEM” AND “STRATEGY” IN TRANSLATION AND
INTERPRETING RESEARCH

2.1 Problem

In this part, a detailed description will be provided on the notion of problem, the
identification of problem, and different classifications of problems in translation and

interpreting.

2.1.1 The Notion of Problem in Different Disciplines

In common language, a problem is “a situation preventing something from being achieved.
The word comes from a Greek word meaning an ‘obstacle’ (something that is in your way).
Someone who has a problem must find a way of solving it. The means of solving a problem

is called a ‘solution’” *.

One of the main approaches to problem solving in mathematics is related to the
mathematician Polya (1965), who argues that “the resolution of problems is based on
cognitive processes that result in finding an exit at a difficulty, a route around an obstacle,
so as to reach a goal that was not immediately achievable” (Polya, 1965: 23, my translation).
De Vega considers problem solving as “the tasks which require processes of relatively
complex reasoning, and not a simple associative activity and routine” (De Vega, 1984: 125,
my translation). According to research into problem solving applied to education, Pozo et
al. (1994) centre their research on the distinction between problem and exercise. They
believe that a problem differs from an exercise as with the latter we can use mechanisms
that lead us directly to the solution, whereas a problem is a new situation that differs from

what has been learned, and consequently requires the strategic use of techniques.

On the other hand, from the psychological point of view the process of problem-solving

requires an attempt to relate an aspect of a difficult situation with another, which leads to

1 See
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structural understanding, that is, the ability to grasp how all parts of a problem fit together
to meet the requirements of achieving the goal. In order to solve the problem, a
reorganisation of the elements in the problematic situation is required, which includes a
complex process starting from the identification of the problem to solving and evaluating it
(Ginger, 1987, 2003, cited in Gil-Bardaji, 2010).

In translation, however, as in other specialised fields, a problem occurs when “automatized”
solutions are not available for source text items (Bell, 1998; Kiraly, 1995). The term
“problem” has been considered as an essential aspect in studying translation strategies
(Krings, 1986: 268). However, in interpreting the task could be more challenging, as
interpreters work simultaneously with no possibility to use dictionaries or other references

that help them to overcome these challenges.

Many scholars and research groups were interested in classifying and designing taxonomies
of translation and interpreting problems, such as Nord (1997), the PACTE group (2009,
2011), and Gile’s (2009) problems triggers, which were mainly aimed at identifying the
problems encountered by translators/interpreters. Due to its comprehensive and open nature,
in addition to its use for educational purposes, Gile’s (2009) taxonomy of PTs will be
applied in this study as a basis of suggested categories that refer to potential problems during
the SI task. Therefore, lexical problems (proper nouns, numbers), syntactic problems
(passive voice, collocations), and cultural problems (culture specific expressions, structures
with religious content) will be thoroughly discussed with examples from English-Arabic-
English renderings. These problems represent real challenges for simultaneous interpreters
in this language pair as both languages belong to different roots and are syntactically

asymmetric.

2.1.2 Translation Problems

Although this study focuses on interpreting, it is important to shed light on what has been
achieved in the translation field as there has been much research conducted in relation to
translation problems. Despite of the absence of a precise definition for the translation

problem, the notion of a problem is increasingly considered an important subject in
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translation studies because it is deemed as a trigger that affects the mental operations that
are used in the translation process, as well as the strategies applied by translators to solve
the problem (Gil-Bardaji, 2010: 276). In general, the term “translation problem” can be
understood as anything that is not smoothly translated into the TL and results in
misinterpretation or errors in expressing the SL segment in the TL. However, the expression
of translation problem received different headings in the literature, such as “challenge” and
“pitfalls” (Clark, 2000: 20). Others differentiate between “difficulties” and “problems”
(Pontiero, 1992; Mauriello, 1992, Nord, 1997). Newmark (1988), on the other hand, used

both “difficulties” and “problems” without differentiation.

According to Newmark (1988: 30-31), a translation problem can be defined as an “instance
when literal translation becomes inadequate”. In this case, a translator/interpreter must exert
efforts to use his/her linguistic and extralinguistic skills to produce an appropriate TL
rendering. However, Wilss (1996: 47) believes it is difficult to find a uniform concept in the
scope of translation studies that can describe the components of a translation problem, which
leads Lorscher (1991: 12, cited in PACTE, 2011) to conceive that the research on problems
of translation is to a great extent speculative and requires more empirical evidence. Since
the 1980s, research on translation problems have started to focus not only on the linguistic
aspect but also on the cognitive processes involved in translation (Nord, 1997; Krings, 1986;
Gil-Bardaji, 2010; Hurtado, 2011; PACTE, 2009, 2011).

Bell (1998, cited in PACTE, 2011) considers translation problems as part of the text
transference process from the SL reception into the TL production; they are related to non-
automatic processes: “A translation problem is some part of the process of transfer, whether
deriving from the reception of the ST or the production of the TT, which makes analysis or
synthesis non-automatic” (Bell, 1998: 188). In his model of cognitive processes in
translation, Kiraly (1995: 99-105, cited in PACTE, 2011) perceives that controlled and
uncontrolled processes are mixed in the mind of translators. However, translators have both
a relatively uncontrolled processing centre, which is intuitive and unconscious, and a

relatively controlled processing centre, which is strategic and more conscious.

Kiraly (1995: 104) believes that translation problems are related to non-automatic processes

because they intuitively exist in the workspace as the production of tentative translation
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elements were stopped by the automatic processing. According to this researcher, this
problem can be identified at the controlled processing centre and is waiting for the translator
to select an appropriate strategy to solve it (Kiraly, 1995: 105). Translating/interpreting
problems are not considered universal, as the same text could be translated differently in the
same translation conditions (Mankauskiené, 2018: 14). Gil-Bardaji (2010: 285) investigates
the notion of translation problem within the pioneering studies of translation process.
According to this researcher, translation problems were discussed within several disciplines
including cognitive psychology and pedagogy. Furthermore, the problem also determines
the strategic direction of translators in the problem-solving process, which is a central aspect

of the didactics of translation.

In other words, some translators can translate the same text better than others under the same
circumstances and that is due to linguistic and extralinguistic aspects of the translator’s
competence. In this regard, Nord (1997) differentiates between “translation difficulties” and
“translation problems”. The former is described as learner-dependent while the latter is
described as learner-independent. In other words, the difficulties of translation are related
to the translator’s linguistic and extralinguistic competence. In this sense, the translator
could not find the lexical, grammatical, or syntactic equivalence in the SL. Translation
problems, on the other hand, represent gaps in both languages which are considered
objective problems that every translator must work on to solve regardless of his/her level of
competence (Nord, 1997: 151). Therefore, the translator’s duty is to direct his/her attention
to solve the translation problems through his/her available cognitive instruments and,
conversely, he/she must identify the translation difficulties and look for the appropriate

strategies to overcome them.

2.1.3 Problem Identification

Different researchers and scholars agree that all translations are problem-solving activities
(Wilss, 1996; Kaiser-Cooke, 1994). However, this problem-solving activity requires several
steps to achieve its objective. Identifying the problem is considered the first procedure to
successful evaluation and analysis in finding solutions (Wilss, 1996; Deeb, 2005). In the
same line, Pym (2010: 166) states:
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when theorizing, when developing your own translation theory, first identify a problem—a
situation of doubt requiring action, or a question in need of an answer. Then go in search of
ideas that can help you work on that problem. There is no need to start in any one paradigm,

and certainly no need to belong to one.

Interest in problem identification started to increase through conducting research and
publishing articles, such as O’Brien (2006, cited in Nitzke, 2019), who studied problem
identification in post editing, which is part of machine translation.

In this study, the ST has been scrutinised by two systems of language checkers that can
identify the segments which do not adhere to the rules of the ST features such as
ungrammatical constructions, spelling errors, or syntactically incorrect structures and other
speech parts which are obviously hard to process, such as abbreviations, gerunds, and slang.
This study is considered among the few empirical studies that does not rely on the
translator’s behaviour in identifying the problem of translation, but it first highlights
potential problems and then examines the effects of these problems on the post editing effort
(Nitzke, 2019: 72). On the other hand, Konigs (1996) classifies the translation units into two
types: (a) spontaneously translated units (translator does not encounter any problem with
translating SL segments into TL) and (b) units resulting translation problems which are
attributed to (i) gaps in the foreign language competence of the translator, (ii) problems in
the processing competence of the translator, (iii) specific language problems during the
translation at the word, sentence, or text level, (iv) specific content problems, or (v)

performance problems.

Kaiser-Cooke (1994) published an article that incorporates problem solving with expertise
and knowledge for novices and experts. She states that novices and experts deal with
problems in translation differently, which is related to the differences in background
comprehension, the processing knowledge, and other ways of identifying the problems.
Furthermore, she argues that experts acquire expertise through experience, which makes the
process routinised and decreases the cognitive load. Thus, translation is regarded as an
expert task that highlights their ability to solve the problems as compared with novices’

inability to do the same. She adds “not only all translations are problem solving activities
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but all are difficult, although some are, of course, more difficult than others”, which refers

to novices’ difficulties to handle the problems in translation.

She argues that novices are unable to produce adequate renderings because of the lack of
adequate inference and abstraction capabilities, underdeveloped holistic processing and
insufficient problem representation. In Kaiser-Cooke’s (1994) context, problem-recognition
is a crucial feature of expertise; as she states “we are all familiar with novices or laypersons
who describe texts as "easy to translate™ because they are not aware of the difficulties (i.e.,
the nature of the problem) involved” (1994: 137). Hence, from the perspective of an expert
activity, translation is primarily a problem-solving activity, which involves problem
recognition as well as decision-making, since recognition of the problem necessarily

precedes decisions as to the various strategies which can be taken to solve it (Ibid).

In the same line, Krings (1986) proposes a model that is based on the analysis of think-aloud

protocols in problem identification (see Chapter 3 in this dissertation).

2.1.4 Taxonomies of Translation Problems

Several scholars and researchers were interested in categorising the problems in translation
and interpreting based on theoretical and empirical studies conducted in the field. According
to Nida (1976), translation problems can be studied under two titles: problems of content
(highlighting the content of the ST), and problems of structures (highlighting the form of
the ST). Krings (1986) on the other hand, classifies translation problems into a)
comprehension problems; problems related to understanding and comprehending the source
language with which the translator fails to find an appropriate equivalent, b) reproduction
problems; problems related to processing into the target language, and ¢) comprehension-

reproduction problems; problems related to both aspects.

Similarly, Lam (1995: 912-913) divides the translation problems into comprehension

problems (source language-oriented problems) and production problems (target language-
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oriented problems). Mauriello (1992: 64) suggests a “typology criteria” to measure the

difficulty of the text. Accordingly, the problems can be classified into:
1. Lexicon, semantics, idioms

2. Syntax, structure

3. Terminology

4. Concepts, logic

5. Style, register, tone

6. Language for special purposes (phraseology)

Furthermore, Wilss (1995: 858) introduces problems from two perspectives: macro-context
problem-solving operations in which the translator has to understand the content of text, i.e.,
the communicative function and the intended audience, and micro-context operations in
which the translator has to handle the linguistic elements like word, phrase, clause, etc.
appropriately. The PACTE group (2011) conducted an experiment on two groups of experts
and teachers of foreign languages. One of the variables of this study aimed to identify and

find solutions for translation problems that were inserted as Rich Points within the texts.

The participants undoubtedly identified the Rich Points as problems in translation which
can be divided into linguistic, textual, extralinguistic, intentionality, and translation brief or
TL problems. The results of this study show that linguistic problems were the main problems
encountered in this study, as 70% of the participants reported having linguistic problems.
Furthermore, the results reflect that the identification of problems varies greatly between
both translators and teachers based on the individual. It is in line with the distinction made
by Nord (1997) between the subjective difficulties and the objective difficulties in
translation, particularly when encountering prototypical problems (PACTE, 2011: 36).

With regard to translation from English into Arabic, Gazala (1995) presents a general
classification of translation problems in which he divides them into: grammatical, lexical,

and stylistic. Moreover, he provides several solutions to overcome these problems. On the
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other hand, Ali Deeb (2005) offers a list of translation problems particularly for the
translation from English into Arabic based on Duff’s classification. In this list, she classifies
translation problems into two levels: problems that belong to language characteristics such
as vocabulary and grammar, and problems belonging to textual characteristics such as
rhetorical and stylistic devices, cohesion, and culture.

Obviously, taxonomies of translation problems with the English-Arabic language pair
should include linguistic and extralinguistic aspects as both languages are completely
dissimilar in almost all of these aspects. In other words, focusing on one aspect such as the
lexical, syntactic, or pragmatic will express only one side of the topic, which reflects a defect

in managing the whole process.

2.1.4.1 Nord’s Classification of Translation Problems

Nord (1997) differentiates between “translation problems” (objective problems) and
“translation difficulties” (subjective difficulties). She states that “translation problems will
always remain problems, even when a translator has learned how to deal with these
problems rapidly and effectively” (Nord, 1997: 64). By comparing the ST with the TT, the
translator can determine which SL linguistic elements can be kept or adjusted according to
the translation requirements (Nord, 1997). In the functional hierarchy of translation
problems, Nord (1997: 67) rejects the bottom-up approach of translation as it has several
drawbacks on the translation process, particularly in translation teaching. In this approach,
translation is considered as a code-switching process in which lexical and syntactic
equivalences play a crucial part. Hence, Nord (1997: 67) supports a top-down approach as
the process of functional translation has to start at the pragmatic level through the study of
the intended purpose of the translation to the linguistic text-surface structure. Therefore, and
for pedagogical purposes, this author divides translation problems accordingly into

pragmatic, cultural, linguistic, or text specific.
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2.1.4.1.1 Pragmatic Problems in Translation

Nord (2018:61) argues that pragmatic problems result from the differences in translation
processes that take place between the ST and the TT which can be identified through the
examination of the extralinguistic aspects such as the sender, medium, receiver, time,
motive, place, and text function. These types of problems are considered the most important
problems which should be investigated perfectly during the translator’s training courses as
they can be studied regardless of language combination, culture differences, or the direction
of translation (Nord, 1997). From the pragmatic perspective, the translator should
understand the intended meaning of the ST first, then he/she must provide the TT with same
meaning and effects of original text (Ballim and Wilks, 1991). Different areas that are
involved in pragmatic studies can be identified as potential areas for causing pragmatic
problems in translation such as the cooperative principle, speech acts and events,
presupposition and entailment, implicature, and deixis (Levinson, 1983; Leech, 1983; Hatim
and Mason, 1997; Farghal and Shakir, 1994).

In the speech act illocutions may be processed differently in both the SL and TL (English
and Arabic in our case), which causes problems for translators. In Arabic, the imperative
form is applied for offers, while English uses the declarative form (statement) as it has a
modal verb (Farghal, 2012; Farghal and Borini, 1996, 1997; Aziz, 1999). See the following
example from Farghal (2012: 133):

No Source Text Target Text Explanation

1| e Labllloda Laa &l You can stay with us, Ali Avrabic is more direct than

English which uses modal

The translator should be aware of translating this pragmatic mismatching which causes
problems in the translation process. Consider another example that explains the pragmatic
difference between English and Arabic and creates problems for translators, cited in Triki
(2013: 43):
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No Source Text Target Text
2. Jasill eUarl) canii g AN ALa3 jUa) 3 3% | @ moment of expectation full of warmth

beneath the heavy cover

The translator has to take into account two things during the translation of example 2: first,
according to the context the word J< (thamil) has more than one meaning in Arabic. Its
denotative meaning is “drunk”, while it may connotate other meanings such as
“intoxicated”, “screwed”, “full”, or “boozy”. In this regard, the best expression that suits
the ST context is “full”. The second point is the word _asil(intithar), “waiting”, which is
the denotative meaning of _tsiilwhile, according to the context, the word “expectation” is
the connotative meaning of the SL expression sl (Triki, 2013: 43). Below we see another

example from English into Arabic:

No Source Text Target Text
3. a- Can | borrow your Shakespeare? Gl il o) (Saa Ja -
b- Yeah, it’s over there on the table. Aglall e as) aslill -0

In order to translate this example, the translator should have a pragmatic competence that
helps him/her to produce the appropriate rendering. In other words, the translator has to
understand the intention of the speaker when he/she refers to the noun “Shakespeare” in
“Can I borrow your Shakespeare?”, which is the book, not the person (Yule, 1996: 20). With
reference to politeness, translators sometimes apply euphemistic words in Arabic rather than
unsuitable English words such as obscene words (four-letter words) and swearwords in
order to cope with Arabic politeness norms, as Arabs feel sensitive in dealing with these
words. See the following example from Shakespeare with its Arabic counterpart as reflected
in the works of Aziz (1999: 72) and Farghal (2012: 140):

No Source Text Target Text Back Translation

4. Petruchio: Come Kate, we'll to bed. | lail <uS U ala :50d 5% | Petruchio: Come on
(The Taming of the Shrew, 493l Wka | Kate, let’s start our
1953: 184) marital life
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2.1.4.1.2 Cultural Problems in Translation

Newmark (1988: 94) believes that culture is a “way of life and its manifestations peculiar
to one speech community”. Differences in conventions and norms which direct the linguistic
and non-linguistic behaviour in SL and TL cultures lead to cultural problems in translation
(Nord, 1997: 66). Thus, Nida (2000) considers cultural differences in translation as more
problematic than differences in language structure. Furthermore, Nida (2000) describes the
relationship between language and culture within three categories: the first category is when
there is no far distance between the SL and the TL linguistically and culturally, as in English
and French, or Arabic and Hebrew. In this category, the occurrence of problems is less
frequent as the translator will not encounter many linguistic and cultural difficulties in

translation.

The second category is when the ST and the TT share the same culture but they linguistically
differ, as in the translation from German to Hungarian. This category is considered more
problematic than the first category. However, the third category is the most problematic as
compared to the two other categories, as there is a distance in linguistic and cultural
differences between the ST and the TT. Hence, the translator must exert more effort to
produce TL linguistic and cultural equivalences for SL segments, as in the translation
between English and Arabic. Thus, the translator must have good knowledge in both
cultures in order to provide TT culture specific segments (Nida, 2000; Mares, 2012;
Abdelaal, 2020: 122). In order to highlight the cultural problems in the translation between
English and Arabic, examples will be provided according to Nida’s (1964: 92) classification

of culture: ecology, linguistic, ideological, social, technical aspects.

In English-Arabic translation, the translator encounters various problems related to
ecological differences between the two cultures. Mahmud (1981: 207-216) states that
Arabic has more than forty-eight Arabic words referring to various kinds of winds, forty-
nine for clouds, and seventy-three for rain. This is attributed to Arabs’ life, which basically
depends upon these ecological conditions. Arabic is greatly influenced by the hot dry
weather of the Arab land, while English is influenced by the cold wet climate of the British

Isles. This difference is clearly reflected on the vocabulary used in both languages regarding
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climate conditions. Arabic has three items to describe the weather hot (Us), warm (212),
and cold (2L4).

English, on the other hand, has a fourth item in addition to the three mentioned, which is
“cool”. This, however, does not have an Arabic equivalent, which causes a problem for the
translator in translating from English into Arabic (Aziz, 1982: 26). Another example is from
a sonnet by Shakespeare: “shall I compare thee to a summer’s day?”” According to Newmark
(1982: 50), this sonnet should be translated literally to express the beauty of the moderate
summer in England. Therefore, it was translated into ¢lesdl Cawall oLl (10 a sui(Muhammad,
1986: 39). Meanwhile, Aziz et al. (1981) provide another Arabic translation which copes
with TL cultural norms: "diweas an) s gl Ja",in which spring refers to nice moderate

weather while summer in Arabic reflects the dry hot environment.

Differences in ideological culture may cause problems for translators during the translation
between English and Arabic, which include political, religious, and mythological aspects.
Each of these aspects has its own jargon that can be applied only within its culture.
Therefore, literal translation is not possible because it reflects a different meaning. See the

following examples (Qassem, 2014: 248):

No. | Source Text Target Text Back Translation

5. | Chancellor Alle i Minister of finance

6. | Shadow minister sl Coalls s Minister in  the
opponent party

Differences in the social culture can pose problems in translation between English and
Arabic, including the kinship system, social institutions, and rules. For example, the English
item “cousin” is sex-neutral and used to refer to the son of one’s uncle or aunt, while in

Avrabic it refers to seven items (llyas, 1981: 258):
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No. Source Text Target Text Back Translation

1- =l 1- son of one’s uncle

2- Al 2- son of one’s aunt

3- iy 3- daughter of one’s uncle
7. Cousin 4- Al iy 4- daughter of one’s aunt

5- Jwl 5- son of maternal uncle

6- Al 6- son of maternal aunt

7- Al e 7- daughter of maternal aunt

Linguistic problems that are related to a specific culture pose difficulties to translators
during English into Arabic translation and vice versa. One of these problems is the problem
of translating idioms which, if translated literally into the target language, will lead to either
untranslatability or cultural shock as they are basically related to different cultures (Nida,
1964: 219). Consider the following examples from Muhammad (1986: 46):

No. Source text Target text Back translation Meaning
8. | Armed to the teeth ol e G (A mlsa To describe someone

heavily armed

9. | Hisraceis nearly run | sesdl J3i &b Al e 48 e ¢li o | To describe an old man

Another problem in the translation between English and Arabic is the translation of technical
and scientific terminology, especially from English into Arabic, which is due to the fast
development of technical science around the world and the emergence of thousands of new
technical words that come into use. English-Arabic translators apply various strategies to
overcome the gap as they apply coinage, derivation, borrowing, and Arabisation (Ashqgar,
2013: 4). See the following examples quoted from Muhammad (1986: 113-116):

No. Source Text Target Text Type of Strategy
10. announcer e derived from the root g3, which means to
broadcast
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Other scientific and technical terms were transferred into Arabic because they did not have
equivalents in Arabic at an early stage and they were kept in use until now in spite of the
availability of equivalent Arabic words. See the following examples from Muhammad
(1986: 113-116):

No. Source Text Coined Arabic Term Borrowed Term
11. microphone S\ PYOEON Ot s Sk

12. thermometer BB e ga

13. microwave Aadoda 5e 5 Sk

As for the big difference between English and Arabic cultures, translating the cultural aspect
between these languages is considered one of the most problematic areas in translation, as
the translator should be fully aware of the cultural differences both the SL and TL. The
literal translation of cultural aspects leads to cultural shock and deterioration of the

translation process.

2.1.4.1.3 Linguistic Problems in Translation

Language problems in translation occur due to the differences of form in the vocabulary,
grammatical, semantic, and stylistic characteristics of both the SL and the TT (Nord, 1997:
62). The analysis of linguistic characteristics of both the ST and the TT will identify the
similarities and differences between both languages in various aspects such as the type of
words applied, the use of parts of speech, times and verbal modes, and expressions related
to theory and practice of the translation task (Stiegelbauer, 2016: 53).

Regarding the lexical differences between the ST and the TT, Al-Najjar (1984) and Saraireh
(1990) suggest three categories of lexical items that can be applied in English-Arabic
translation. The first category is SL lexical items that have a TL equivalent that do not pose
problems for translators; the second category is lexical items that have a partial TL
equivalent that have some differences between SL lexical items and their meaning in TL.
This category sometimes becomes problematic for translators if they do not manage the

differences appropriately. The third category includes lexical items that do not have
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equivalents in the TL, for which translators should apply strategies in order to overcome the
problem. In this study, the researcher concentrates on the third category of the unavailability
of equivalence, particularly at the level of word, as it poses difficulties for translators who
should resort to strategies to provide an adequate rendering in translating between English
and Arabic. See the following examples quoted from Abdelaal (2020: 96).

No | Source Text Target Text Explanation
14, &= 1. Do/perform/act No English equivalent for Arabic word.
pilgrimage; Therefore, the translator has to select the

2. Do/perform/act haj; best strategy that conveys the SL meaning.

3. Do/perform/act haj

(pilgrimage ).
15. e 1. Jihad, No English equivalence for Arabic word.
2. Striving; Therefore, the translator can provide these
3. Striving (holy war). translations or resort to transliterating the
SL word accompanied by a paraphrase.
16. standard Dl ) (i Although there is no Arabic equivalence

for “standard”, it is considered _Jbxs sl slia
if the SL word is conveyed appropriately
(Baker, 1992).

Syntactic problems occur in the translation between English into Arabic because of the big
syntactic differences between both languages. Below, we see several examples quoted from
Ghazala (2008) which refer to only a few aspects of grammatical differences between
English and Arabic.

No Source Text Literal Translation Target Text Explanation
17. | lamaPhD student | o) siSs callda ¢ ST L) ol )5Sl Ul | English verb “to be”
must be omitted in
Arabic .
18. | Will you open the | $338Lll midi o g i ol el da | “Will” is used in the
window? "cllad e 330l | sense of question to
refer to polite
question.
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19.

No smoking

R Y

ol g siae

“No” does not always
mean Yin Arabic. In
the context it means

¢ swa“prohibited”.

20.

The sky was cloudy

psally

The normal Arabic
word order is VSO
unless  there is
emphasis on the

subject.

Stylistic differences include TL connotative expressions, figures of speech, or figurative
meaning that were applied in the source text in order to reflect a particular meaning for the
SL words (Stiegelbauer, 2016: 53). Stylistic features of language have, to a great extent, a
close relationship with meaning; therefore, any mistranslation of these stylistic features may
affect the meaning negatively and distort the translation (Ghazal, 2008: 222). Furthermore,
translators must be fully aware of the stylistic characteristics of both the SL and TL and they
should know how to use the necessary strategies when they encounter stylistic problems
during translation. The following example illustrates the relatedness of style with meaning

as explained by Ghazal (2008: 223).

e. Her mom passed away yesterday.

f. Her mom was martyred yesterday.

g. Her mom slept her last sleep yesterday.

h. Her mom was hanged yesterday.

No Source Text Target Text
21. | a. Her mom died yesterday.
b. Her mom was killed yesterday.
c. Her mom licked the dust yesterday.
d. Her mom kicked the bucket yesterday. el gl e

Obviously, all English sentences are translated into one Arabic sentence as the meaning
clearly reflects that “her mom has died”. However, if these English sentences are analysed

into their stylistic and semantic aspects, they will reflect that the word “death” has other
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meanings in the TL. Hence, syntactically and semantically these sentences could be
translated into the following, which present more detailed translations than the previous
sentence (Ghazal, 2008).

No Source Text Target Text

22. | a. Her mom died yesterday. ol Ll g e
b. Her mom was killed yesterday. el Lgiall 5 8
c. Her mom licked the dust yesterday. el Lay g Liall 5 3
d. Her mom kicked the bucket yesterday. el Ll 5 s sifpa g
e. Her mom passed away yesterday. el Wil s s
f. Her mom was martyred yesterday. el Lgiall 5 g
g. Her mom slept her last sleep yesterday. el dagi A Ll als
h. Her mom was hanged yesterday. Osal Lgiall 5 ane

2.1.4.1.4 Problems of Textual Specificality in Translation

Halliday et al. (1965) defines translation as “the replacement of textual material in one
language, i.e. the SL, by equivalent textual material in another language, i.e. TL”. They
consider the process of translation as not a mere word-for-word rendering but as a process
of transplanting the whole text (see Abdelaal, 2020: 1). Translators encounter translation
problems due to ST specific features such as certain figures of speech, neologisms, or puns.
It is also impossible to generalise these text-specific instances to other cases. Therefore,
translators have to be fully aware of how to deal with these problems in order to produce an
appropriate translation (Nord, 2018: 62). The PACTE group (2011: 17) on the other hand,
listed textual problems that are encountered in translation: text type, style, cohesion,
coherence, and genre. In addition to this, there are problems related to comprehending or

re-expressing aspects, and those are related to the functional particularities of each language.

With regard to English into Arabic translation and vice versa, and due to limited space, the
examples will be restricted to metaphor, repetition, and wordplay. Obviously, the translation
of metaphor is a difficult and challenging task due to its connotative nature, in addition to

being a culture-specific figure of speech (Snell-Hornby, 1988: 57). The problem of
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translating metaphor lies in whether to translate the SL metaphor into a TL metaphor,
assuming that there is a TL equivalent available, or to provide non-equivalent TL segments
for the SL metaphor when a TL metaphor is not available but, in this case, meaning will be
affected (Ali Deeb, 2005: 115). See the following examples that were given by Al-Salem
(2014, cited in Abdelaal, 2020: 111) to translate metaphors in the poems by Mahmoud

Darwish.

No Source Text Target Text Explanation

23. | e ¥l4ac oY | No encyclopaedia of flowers | The metaphor translated into

is any help to me a sense rather than functional

metaphor.

24. CanlS5 53l 5 The prayer calcified The metaphor was translated
literally.

25, | Luadd S4B Liless | yalsll el | Oh present! Be a little patient | The  metaphor  “heavy

JBI ¢ Jass s ile s+ | with us, for we are shadow” is inadequate as it

only passers-by with heavy

shadows.

lacks the figurative effect of
the ST.

26.

) B el An 3 s s

He answered: My love is a

short outing, a glass of wine,

The metaphor is translated

literally.

an affair/a love affair

As it was noted, the literal translation of a SL metaphor is not adequate as does not convey
the SL meaning. However, translating the metaphor into the TL without conveying the
figurative meaning of the SL metaphor is also considered an inappropriate rendition.
Therefore, translators should work to provide either a TL metaphor or convey the effect of
the SL metaphor in their translation, which requires a wide knowledge in both the SL and

TL to be able to handle the translation of metaphor.

Another aspect of textual features is the lexical repetition which can be rendered into TT
lexical repetition or, alternatively, can be replaced with cohesive device like ellipsis,
pronominal reference, or substitution, as in the following example cited in an Arabic short
story by Abdul Haq (1992). This work was translated into English as “Bus Walk™ by Roberts
(1995) (see Farghal and Almanna, 2015: 82).
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No Source Text Target Text Literal Translation

27. | s dangll s sl i | And there’s Salwa, my | And there’s Salwa, my
Ul s o Aua Wil a3 Y ) | one and only beloved, my | only beloved, my

S sl i yan STy 3G | marvellous, indescribable | indescribable  beloved...
beloved.  She’s  my | she’s my beloved, my

sweetheart, my | beloved...Isn’t that

sweetheart. Isn’t it | enough for you to know

enough for Salwa to be | Salwa?
my sweetheart for you to

know who she is?

In the example above, the translator succeeded in conveying the variation and repetition in
translation. It is obvious that the translator applies lexical repetition in the TT as a cohesive
device even more than that of the ST (Farghal and Almanna, 2015: 82).

Reference can express the relationship between linguistic and extralinguistic elements as
defined by Lyon (1968) and Brown and Yule (1983) as “the relationship which holds
between words and things” Therefore, speaker/writer can refer to the mentioned person or
object using proper nouns, noun phrases, and pronouns (Kehal, 2010: 16). Halliday and
Hasan (1976: 33) divide reference into two main types: “endophoric reference” (i.e. textual
reference) and “exophoric reference” (i.e. situational reference). Each language has its own
reference types, which creates problems for translators in the process of translating between
these languages (Baker, 2012). Moreover, Baker (2012: 183) believes that “each language
has what we might call general preferences for certain patterns of reference as well as
specific preferences that are sensitive to text type”. Given the great distance between Arabic
and English, there is a difference in using referential words in terms of explicitness (Aziz,
1993). See the following example quoted from Almanna and Al-Rubai’i (2009: 14-15):

No
28.

Source Text Target Text Back Translation

C\.@.’L}\J B_paay u_nt\]\ Jile SN
oo Sle el
BJ:h.u il g:\-“ a<Lall _5\ u.u‘)u‘

gl

In this way the people

carried on, happy and
contented. No one ever

mentioned the treasurer, the

Therefore, the people lived

and cheerly...

happily
And no one mentioned the

minister, the guard or the
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guard or even the queen, | queen, who was the
who once had been the | mistress of all.

mistress of all.

The use of the relative pronoun in Arabic (“who”) in the above example illustrates the
effects of referential words on the text as Arabic does not pose any problem with using the
relative pronoun to determine which noun or object is the reference because the relative
pronoun presents the number and gender in the text. Therefore, the Arabic relative pronoun
s refers to “the queen”. However, in English it is difficult, as one should depend on the
context to determine the reference of the relative pronoun. This makes it difficult for the
translator to determine it and it obliges him/her to use strategies to overcome the problem
such as relying on the structure of preceding nouns or objects because relative pronouns
normally follow the noun or object they refer to (Aziz, 1989, cited in Farghal and Almanna,
2015: 84).

2.1.5 Errors in Translation

In foreign language teaching, an error or a mistake refers to a deviation process that takes
place within a system of norms or rules. Accordingly, Wilss (1982: 201) argues that a
translation error means “an offence against a norm in a linguistic contact situation”. On the
other hand, scholars such as Nord (1997), Sigrid Kupsch-Losereit (1985), or Kussmaul
(1986) adopt a functional definition to error and argue that the definition of an error should
be based on the intention of the process or product of the translation. Hence, Sigrid Kupsch-
Losereit (1985, cited in Nord, 1997: 73) defines a translation error as “an offence against:
1. the function of the translation, 2. the coherence of the text, 3. the text type or text form,
4. linguistic conventions, 5. culture- and situation-specific conventions and conditions, 6.
the language system”. Moreover, Nord (1997: 74) relates the errors to the function of
translation as she adds: “If the purpose of a translation is to achieve a particular function for
the target addressee, anything that obstructs the achievement of this purpose is a translation

error’”’.
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On the other hand, Baker (1992) believes that errors in translation are mostly related to the
lack of equivalence between the SL and the TL, which requires a linguistic and extra-
linguistic background in both languages. Therefore, errors are the main aspect of
determining the quality of a translation. Thus, they give an insight into the translator's CP
(Seguinot, 1990, cited in Rahmatillah, 2013: 17). In translation, errors are normally related
to each other, which reflects the fact that each error has an effect on other errors or problems.
Similarly, the solutions to overcome these errors have the same features and, consequently,
the ways to overcome these errors have effects on the solutions of other errors. The process
is described as networks or hierarchies in which the solution to one problem has an effect
on how to deal with other problems (Nord, 1997: 75).

Various taxonomies of errors in translation are found in research such as Pym’s (1992)
classification, which divides errors into two types: binary and non-binary errors. Binary
errors are related to any error that is considered an incorrect translation. On the other hand,
non-binary errors are mainly related to inaccurate translation or one which is not completely
incorrect. Thus, it can be improved through minor changes. Moreover, in non-binary errors,
the translator selects the least appropriate SL equivalent from many adequate choices. Pym
(1992) concludes that these two types of errors describe the correlation between translators’
competence in a language and their competence in translation. He argues that binary errors
refer to language competence that requires improvement. However, non-binary errors refer
to the competence in translation, which reflects the availability of different TTs and then
choosing the most appropriate one to achieve the objectives and satisfy the receivers of the

translation.
Furthermore, Nord (1997:75) suggests four types of errors in translation:

* Pragmatic translation errors: inappropriate solutions to translation problems that are

related to pragmatic aspects such as a lack of receiver attitude.

* Cultural translation errors: translator’s inadequate management of the cultural differences

between the ST and the TT.

» Linguistic translation errors: inappropriate translation when the translator pays more

attention to the form rather than the content. Translating as a Purposeful Activity.
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 Text-specific translation errors: translation problems that occur due to the specific
characteristics of the text which can be assessed from a pragmatic or functional point of

view.

Similarly, in order to investigate the performance of students, Altman (1994) suggests four
types of errors in translation: inaccurate rendering of an individual lexical item, inaccurate
rendering for long phrases, omission, and addition. Each of these errors includes various
types of errors, whose seriousness is determined by measuring -or speculating on- “the

extent to which they affect the communicative impact of the speaker’s message” (Altman,
1994, 30).

2.1.6 Problems in Interpreting

From a cognitive perspective, Sl entails different cognitive processes as compared with
translation (De Groot, 2000; Gile, 1995), and that is due to the complex and demanding
nature of the task (Christoffels, 2004: 5). Many mental operations occur recurrently and
simultaneously as new input is continually flowing, the interpreter is engaged in
understanding and comprehending that input and retaining the necessary segments in the
memory and, meanwhile, earlier segments of that input should be re-expressed into the TL
(Gerver, 1976; Padilla et al., 1995; Christoffels, 2004). The simultaneity and concurrent
cognitive processes that take place during the Sl task cause problems to processing both the
SL and TL and to the allocation of attentional resources which capture the multiplicity of
the task (lvanova, 2000: 37). In his efforts model, Gile (2009: 190) relates the occurrence
of the problems in SI to the interpreter’s available capacity. He argues that “problems occur
when total processing capacity requirements exceed available processing capacity
(saturation), and when processing capacity available for a given Effort is not sufficient for

the task it is engaged in at a given time (individual deficit)”.

Gile (2009) concludes that interpreters normally work close to the level of saturation
(Tightrope Hypothesis). Consequently, these problems are frequent during the SI task. Thus,
even expert interpreters are likely to make mistakes per minute (Gile, 1995; Christoffels,

2004). Gile (2009) classifies the reasons behind online problems in Sl into two categories:
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chronic reasons, when the cognitive skills and the linguistic and extralinguistic knowledge
of the interpreter are not qualified to cope with the competition of four efforts during the Sl
task, and occasional reasons, which refer to the cognitive saturation triggers that occur in
specific circumstances in spite of the interpreter’s high expert knowledge. It can be related
to objective factors such as semantic, linguistic, and physical characteristics of the SL
problem triggers, communicative environment (interpreter’s high stress, noisy environment,
lack of specific background knowledge), or subjective aspects (errors in the interpreter’s
processing capacity management or interpreter’s memory issues). Meanwhile, expert
interpreters believe that several parameters affect their rendering negatively and cause
problems during Sl (Gile, 2009: 19).

These parameters include SL, speech delivery rate, style, degree of speech specificity,
pronunciation aspects, noise of environment, temperature of the booth, the speaker’s
position and the conference room, the subject’s prior knowledge, the interpreter’s general
mental and health condition, including all his/her personal features and experiences,
personal relations between the members of the team, the audience and their reaction towards

the interpreter, and the organisers (Gile, 1995).

2.1.7 Past Studies in Interpreting Problems

Several studies have been conducted and models have been developed on the problems of
interpreting, focused on the differences between novice and expert interpreters regarding
the problems encountered and the strategies applied to overcome these problems (lvanova,
2000; Abuin, 2007; Arumi, 2012; Alhiyari, 2013; Al-Khufaishi, 2015; Shareef, 2018).

One of the key studies on problems of Sl is Ivanova’s (2000) experiment, in which a sample
of expert interpreters and another one of trainee interpreters conducted a Sl task from
English (subjects’ L2) into Bulgarian (subjects’ mother tongue). The study has mainly
aimed at examining the subjects post-interpreting reports regarding the cognitive processes
that show evidence for the interpreting problems. In order to classify the problems in Sl, the
study was based on Kring’s (1987) translation protocols, which define a problem as

“breakdowns in automatic processing” (Faerch and Kasper, 1987). The results of this study
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show the main types of problems that are incompatible with the following mental processes
that were used in interpreting: comprehension, translation, simultaneity of the task, and

monitoring.

The results also reflect that experts have comprehension problems more than other codes as
they were able to recall most of the problems with completely integrated information
regarding all the segments of the text. Moreover, they also reportedly encountered
perceptual problems during the Sl task, which were mainly related to mishearing of personal
names. Similarly, the results reflect that novice interpreters identified text comprehension
problems, particularly integration of information as a main CP, which shows evidence of
problems in the SI task. However, novice interpreters report more cognitive processing

problems than those of the experts (Ivanova, 2000: 40-43).

One of the productive studies with regard to interpreting problems and interpreter’s
strategies was conducted by Abuin (2007). In this study, she experimentally identified and
described the main problems and strategies detected by three groups of interpreters with
different degrees of expertise after a Cl task between English and Spanish. The results show
that beginning students identified more problems than the other two groups, experts and
advanced, in all interpreting phases: comprehension, note-taking, and reformulation. In the
same line, Arumi (2012), analyses in her pilot study the interpreting problems that are
related to the cognitive processes encountered during a consecutive interpreting task from
English into Spanish by two samples of students, novice and advanced interpreters who
were conducting training at two unsimilar stages. The results indicate that novice students
have reportedly encountered more problems as compared with advanced students and these
problems vary in kind, based on the training level, while advanced students were not

convinced with their reaction towards resolving the problems.

It is worth noting that Mankauskiené (2018) presents a quantitative analysis of problems
and difficulties to five groups of interpreters with different interpreting training levels. This
study is based on Nord’s (1997) distinction of subjective difficulties that are related to
interpreters’ skills, and to the problems that are objective obstacles that are considered

difficult to render irrespectively of the interpreters’ interpreting skills. This methodology of
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distinguishing between these two categories has confirmed some common views on
interpreting. Thus, it reflects different outcomes regarding all the participants who took part
in the experiment. The results of this study support the claim that both experts and students
face common difficulties during the SI task. However, this study asserts that expert
interpreters deal with the difficulties more appropriately that students. In other words,

experts have the experience to strategically overcome these difficulties.

In the English-Arabic language combination, Shakir and Farghal (1997) study the pragmatic
impact of lexical items and conjunctives on the type of ST during the SI from Arabic into
English. This study investigates the claim that both textual components, lexical items and
conjunctives, have important effects on identifying the intended meaning of the
communicative activity, particularly in hortative texts. To achieve the objective of this
study, 10 MA translation students participated in a Sl interpreting task from Arabic into
English which includes five Arabic conjunctives and four emotively-loaded lexical
expressions. The two authors found that most of the subjects could not render the
conjunctives appropriately, which has a negative effect on the text function. The results
show that subjects’ renderings for the four key lexical expressions separate them from the
emotive nature which was originally incorporated in the ST, and consequently this has
negative effects on the TT (1997: 229-240).

Al-Khufaishi (2015: 552) developed a model of CI that can manage to deal with pragmatic,
stylistic, linguistic, communicative, thematic, and discourse problems during an interpreting
task between Arabic and English. In this study, the analysis is mainly based on a linguistic
transcript of one hundred pages of English speeches used at the United Nation General
Assembly sessions which were rendered into Arabic. This model fits the communicative
contexts of both the SL and TL and depicts the interpreter as a mediator who interprets the
SL text and produces it in the TL appropriately. The model is examined against the data
collected for this study and reflects the ability to identify the inconsistent and inaccurate
aspects in the interpreting task, particularly in the following categories: lexical, stylistic,

textual, structural, and collocation.
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Alhiyari (2013) investigates the challenges that were faced by novice interpreters during the
interpretation of scientific texts between English and Arabic. This study aims at identifying
the causes of these challenges and tries to find successful solutions to overcome these
challenges during the interpreting task. As an instrument applied in this study, experts and
experts who teach interpreting courses or take part in academic conferences performed
open-ended interviews. The findings of the study reflect various types of difficulties that
graduate students have faced during the interpretation of these texts. The difficulties were
mostly related to types of terminology, unavailability of some SL equivalents, the existence
of many acronyms and abbreviations, and stylistic and structural aspects of the ST.
Furthermore, the analysis shows the unawareness of subject matter, memory issues, and the
need for necessary training courses, leading to additional difficulties for the graduate student
interpreters. The study recommends having expert and experienced interpreters to conduct
the interpreting of such kinds of texts.

In his master’s thesis, Issa (2018) researches the analysis of main problems conference and
TV interpreters whose A language is Arabic face. These problems include speaker’s accent,
speech rate delivery, noise, idiomatic expressions, jokes, religious structures, in addition to
the strategies that were applied during the exposure to real-time meeting sessions. He found
that speech rate delivery and speaker’s accents were the major challenges for most of the
participants. However, the strategies or the coping tactics used to solve these challenges
vary among the participants. Furthermore, Issa (2018) was against the idea of applying
omission in the media setting, especially in Security Council Resolutions and presidential
speeches, as deleting any part will mislead the audience.

Al-Rubai’i (2004) prefers to focus on the structural differences between English and Arabic
in the Sl task. The study examines the impact of six complicated English linear orders on
the quality of interpreters’ performance during the interpretation of three types of texts:
expressive, informative and vocative. These arrangements normally cause problems for
interpreters because they include items that force the interpreter to lag more than they are
supposed to before they start rendering into Arabic. This lagging behind negatively affects
the working memory and the performance of the interpreter. On one hand, this study
uncovers that the subjects have applied a tactic called “tracking” to overcome the omissions

and errors to closely follow the speaker, particularly during the interpretation of vocative
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passages. On the other hand, departures were higher in the informative and expressive texts

rather than vocative passages.

This study, in contrast with the previous research, will focus on lexical, syntactic, and
cultural problems that simultaneous interpreters face between English and Arabic. These
aspects represent the core items of any language which must be mastered by interpreters,
especially in interpreting between distance languages such as English and Arabic. It will
identify which aspect of these problems is the major part that is mostly encountered by
expert and student interpreters during the Sl task. The research will investigate the effects
of directionality on the problems encountered by both groups in the English-Arabic
combination, in addition to identifying the effect of each problem on the interpreting

process.

2.1.8 Problem Triggers in Interpreting

Gile (1995) develops the Efforts Model to describe in particular the recurrent mental
operations that, due to increased capacity requirement, cause problems for interpreters and

interpreting students during the process of interpreting. Gile (1995) indicates that

“In the Effort Model framework, PTs are seen as associated with increased processing
capacity requirements which may exceed available capacity or cause attention
management problems, or with vulnerability to a momentary lapse of attention of speech

segments with certain features” (Gile, 2009: 171).

He argues that, so far, there is neither a conceptual framework for the analysis of problem
triggers nor a clear analysis of their complexity. In other words, various studies have
investigated particular problems such as numbers (Mazza, 2001, Liu and Xiao 2010),
idiomatic expressions (Cattaneo, 2004), noise (Gerver, 1971), names (Meyer, 2008), rapidly
delivered speeches (Gerver, 1969, 2002; Gile, 1995), and the speaker’s accent (Lin et al.,
2013).
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With reference to the relationship between PTs and the processing capacity requirement,
Gile (1999) asked 10 expert interpreters to participate in Sl tasks two times for the same SL
speech and environment. The results reflect that the subjects corrected many errors and
omissions that occurred in the first task while other new omissions and errors occurred in
the second one. This indicates that interpreters’ processing capacity requirement is limited
which, consequently, leads to inadequate allocation of necessary attentional resources to
cope with the cognitive challenges of the task. Later on, Gile (2009) decides to replicate the

study and discover the same results.

In her experiment, Mankauskiené (2016) investigates the PTs that occur at the languages’
interface during the Sl task between English and Lithuanian. In this study, two groups of
interpreters participated in the experiment: beginner and experienced interpreters. Both
samples rendered the SL speech two times in order to mitigate the effects of cognitive load,
speaker’s related difficulties, and the technical PTs. For the purpose of this study, the
analysis includes only the second rendering. The general objectives of this study are to
highlight the PTs that affect negatively on the interpreting process and lead to errors and
omission, and specifically to investigate the problems that resulted from one problem trigger
which is lexical items. The study reflects this taxonomy is important not only for the
identification of well-known PTs such as proper names, numbers, or acronyms, but also in
discovering other PTs that are not widely introduced. For example, when particular items
are group together into these lexical elements which do not have equivalents in the TT, as

in renderings into Lithuanian or into other languages.

Shamy (2020: 339) discusses seven types of PTs specific in the combination of English and
Arabic. These PTs were divided into three levels of discourse: syntactic level (acronyms,
word order), syntactic-pragmatic level (passive constructions, argumentation styles, definite
article as means of emphasis), and semantic- pragmatic level (modals, discourse markers).
Shamy (2020: 346) states: “making students aware of potential PTs and having them
develop strategies to deal with them would lead to a better use and coordination of cognitive
efforts.” Obviously, from the research on the topic of PTs we see that several researchers
prefer to study one specific problem trigger while others tackled several PTs with different
levels of discourse. However, little research has been conducted on several PTs within

different discourse levels in SI between English and Arabic, which will be investigated in
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this study. Moreover, it will discuss the effect of directionality on these problems between
English and Arabic.

2.1.9 Classification of Cognitive Problem Triggers in Sl

As explained earlier, the main objective of the Efforts Model is to clarify the interpreting
difficulties that interpreters and students encounter during the process of interpreting,
particularly the recurrent problems which have not been investigated before through the use
of the common conceptual framework such as names, numbers, enumerations, fast
speeches, strong foreign or regional accents, poor speech logic, poor sound, etc. (Gile,
2009). These problem triggers (PTs) are described in the Efforts Model framework as
“associated with increased processing capacity requirements which may exceed available
capacity or cause attention management problems, or with vulnerability to a momentary
lapse of attention of speech segments with certain features” (Gile, 2009: 171). The
classification of PTs is mainly intended for pedagogical purposes and, due to its
comprehensiveness, six types of categories will be studied in this study which represent
three levels of discourse, namely: lexical, syntactic, and cultural. Below, we see an overview
of the PTs classification as described by Gile (1995) which includes:

1.Problems arising from an increase in processing capacity requirements

a. High density of the ST which can be accompanied with:

— A high delivery speech rate.

— High density of the information content of the speech or of particular speech segments such
as enumerations.

b. External factors such as bad quality of the sound which comes from interpreter’s earphones,
high noise, or other sound issues.

c¢. Unknown names that consist of several words which increase capacity requirements for the
Memory Effort unless these names are familiar to the interpreters in the TT.

d. Saturation, which refers to an increase in processing capacity requirements in the Short-term
Memory Effort when there are syntactic differences between the SL and TL which may force
the interpreter to keep a large amount of information for some time before being able to process
itinthe TL.
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2.Problems associated with signal vulnerability

Some parts of speech seem to require few processing requirements but are more likely to be
considered problematic elements for interpreters due to their high informativity, high density,
low redundancy, and their pronunciation may sound very much alike, such as numbers, proper

names, and acronymes.

3. Language-specificity related problems
3.1 Possible language-specific differences in the perception of SL
a) Differences in the words’ perception
b) Grammatical redundancies
c) Syntactic structures
d) Sociolinguistic aspects

3.2 Possible language-specific differences in speech production

3.3 Culture-specific difficulties

3.4 Implications for training

4. The speaker factor

To achieve the objectives of this study, six types the problems will be investigated in this study
which cover most of the PTs; lexical (proper names, numbers), syntactic (collocations, passive
voice), and cultural (culture specific terms, structures with religious content) problems which
increase the capacity requirement and pose cognitive load on the interpreters especially when
interpreting between English and Arabic, two languages with asymmetric lexical, syntactic,

and cultural systems as will explained in the next sections.

2.1.10 Lexical Problems in both Translation and Interpreting

Newmark (1981, cited in Abdelaal, 2020: 95) suggests three unrelated ways to view any

lexical item: dictionary items such as different kinds of meanings (i.e. figurative, technical,

colloquial), degrees of frequency (i.e. collocational, primary), and the core and peripheral

meanings. Consequently, these senses may pose difficulties for the translator during the

translation task if he/she cannot distinguish between these senses. According to Ghazala

(2008: 83), most of the translation problems encountered by students are lexical problems
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as they pay more attention to word by word meaning ignoring the contextual meaning of an

utterance.

In interpreting, the case is more difficult as interpreters have to provide a lexical equivalent
simultaneously under various cognitive efforts which makes interpreting a demanding
process. Interpreting lexical items has been tackled differently by interpreting researchers.
Seleskovitch (1975) argues that interpreters should deverbalize the ST and convey the sense
into the TT. However, some lexical items (names, numbers, technical terms) should be
transcoded into the TL. On the other hand, Gile (2009) in his effort models states that
interpreting these lexical items is normally “associated with increased processing capacity
requirements which may exceed available capacity or cause attention management
problems, or with vulnerability to a momentary lapse of attention of speech segments with
certain features” (Gile, 2009: 171). In the next sections, lexical problems will be limited to
investigating the problems of interpreting “proper names” and “numbers” in SI as part of
PTs. These two lexical items increase interpreter’s processing capacity requirements and

require more attentional resources.
2.1.10.1 Proper names

It is necessary to differentiate between a proper noun and a proper name, as the latter can
be a single word or more than one word while the former is considered to be one single
word (Quirk et al., 1985: 288). Since this study deals with the problems encountered by
interpreters with regard to the names of people, places, organisations, etc., which are mainly
composed of more than one word, the term “proper name” will be used throughout the study.
Translating proper names received specific attention by scholars and researchers in both
translation and interpreting studies as they present difficulties during both tasks. Newmark
(1993: 15) argues that proper names pose difficulties for translators in any discourse. In
general, in literary texts, it has to “be determined whether the name is real or invented while
in non-literary texts, translators should think about providing extra information about the

names in order to clarify and disambiguate the information for the TL readership.”

Similarly, Moya (1999) investigates translators’ ability to explain, add or omit the names
based on their linguistic and extralinguistic knowledge during the translation of journalistic

texts. Moreover, Grass (2006) conceives translating and adapting names of foreign places
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might have a political and historical background and, consequently, it could not be
considered that trivial (see Meyer, 2008). In the same line, translating proper names is
regarded as an important decision-making method as Vermes (2003) states “the translation
of proper names has often been considered as a simple automatic process of transference
from one language into another, due to the view that proper names are mere labels used to
identify a person or a thing” (Vermes, 2003: 89-90). Moreover, translating proper names
should not be deemed as a trivial aspect but it requires making a suitable decision in order
to carefully understand the meanings of the names before making the decision of translating
them into the TT (ibid.).

Moya (2002) suggests two techniques to translate proper nouns, namely, naturalisation and
transfer. By naturalisation, Moya means a translating process based on transferring SL
proper names into the TL by changing the SL word according to the phonological and
morphological aspects of the TL (see Moya, 2000: 13-3). This technique tries to clarify the
ambiguous aspects of the SL name to cope with the expectations of TL readers. On the other
hand, the transfer technique refers to a process of translation which includes reproducing
the SL word in the TL text (transliteration) (Moya, 2000: 13).

Various studies have tackled the topic of translating proper names and the challenges they
may cause for translators, particularly in translating between culturally different languages
like English and Arabic. Aziz (1980: 70-87) investigates the process of transliteration in the
translation of English proper nouns into Arabic, and the main difficulties that transliteration
of English proper nouns poses for translators. The study indicates that transliteration only
means nearest equivalent, vague and imprecise transliteration should be avoided,
consistency is important in the process of transliteration, and in language with long written

tradition, radical changes should be minimum.

Ghazala (2008: 172) on the other hand, indicates that translating English proper nouns into
Arabic is not a straightforward process; it causes problems. Hence, three procedures should
be followed to translate proper nouns between English and Arabic:

a) Transcription: it means conveying SL proper names in TL (transliteration) which
shows respect for people’s names which are purely cultural. Furthermore, Ghazala

(2008: 172) believes that it is a right for everybody in the world to his/her name
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retained in the translation. See the following examples, as cited in Ghazala

(2008: 172):
No. Source Language Target Language
29. Bill du
30. Emma Lol
31. Ivan ol
32. Olivia Ll )

b) Transcription / Naturalisation: there are several shared names between English and
Arabic, particularly in religion and history. Hence, naturalisation is considered an
appropriate choice for translators to render English names which refer to the same character,
particularly the names of prophets and the Virgin Mary. See the following examples
(Ghazala, 2008: 174):

No. Source Language Target Language
33. Abraham ) )

34. David 290

35. Joseph s

36. Jonah SRy

Nevertheless, when they refer to ordinary people, they can be transcribed because they

become mere English names, as in the following examples:

No. Source Language Target Language
37. Abraham alal

38. David A4

39. Joseph o g

40. Jonah U ga/oli s

a) Naturalisation: It is the adaptation of the foreign terms to the grammar, spelling and
pronunciation of Arabic Language such as the names of famous poets, scientists,
philosophers and mythological heroes in history, as in the following examples
(Ghazala, 2008: 175):
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No. Source Language Target Language Occupation
41. Alexander Susuy) a leader

42. Avristotle s )| a philosopher
43. Hercules J8_a a legendary hero
44, Homer LR 5R a poet

To sum up, Ghazala (2008: 176) states that proper names in English-Arabic translation
should mostly be transcribed, except several cases that should be naturalised but never
translated. However, sometimes students transcribe English names incorrectly but it can
make sense anyway. In some cases, the incorrectly transcribed name becomes standardised

in the TL, as in the following example:

No. Source Language Target Language Back Translation

45, Lincoln oAl ol

In interpreting studies, the focus on interpreting proper names goes back to Seleskovitch’s
model (1962) in which proper names require linguistic “transcoding” rather than
interpreting. In this model, the process of “transcoding” is simple, mechanistic, and only
entails the transference of SL names into TL names (Seleskovitch, 1962, cited in
Pdchhacker, 2004: 97). Contrarily, Gile (1995) argues that proper names are among those
potential problems that the interpreter encounters during simultaneous interpreting,
especially when interpreters are not familiar with these names or lack their phonological
characteristics in the TL (Gile, 1995: 173).

In his “Efforts Model”, Gile (1995) believes that interpreting proper names, numbers, and
acronyms increases processing capacity requirements, causes attention management
problems, and poses a cognitive load on interpreters’ minds and thus requires certain
“coping tactics”. In his experiment, Gile (2009: 194) indicates that any minor error in
attention may distort the information. In his study, Gile (2009: 194) recruits fifteen expert
interpreters to render a recorded speech that includes eight proper names. The percentage

of adequate renderings was very low even for those common names such as “Jim Joseph”
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(Gile, 2009: 194). This problem is not related to saturation, but to the unavailability of

processing capacity in one of the four Efforts.

Vianna (2005, cited in Meyer, 2008: 109) investigates the challenges of Sl as compared
with written translation. She argues that “if speaker and interpreter share contextual
assumptions not accessible to the audience”, as with the rendering of proper names, the
interpreters can clarify, adapt, or omit information which is not clearly expressed in the SL
text. One of the key studies on the interpreting of proper names is Meyer’s research (2008).
In this study, Meyer (2008) examines the claim that proper names can be interpreted
differently in Sl and CI. The performances of a sample of five consecutive and simultaneous
interpreters were collected and analysed. The findings of this study reflect that a number of
proper names were rendered in a different way than that of the original. Moreover, there
were clearly no differences that were identified between Sl and CI tasks. This may be due
to the interpreters themselves not being familiar with the name or having a problem with
listening to the names. Therefore, they used a more general “dummy” name that does not

need particular knowledge for the interpreter and the audience (Meyer, 2008: 120).

2.1.10.2 Numbers

It is necessary to differentiate between numbers which are considered as arithmetical
objects, and numerals which refer the names used to name them (Hurford, 1987). It is
commonly known that numbers are one of the PTs that require particular attention from the
part of interpreters due to the challenges they pose during the process of interpreting (Gile,
1995, 2009). These challenges require more processing capacity and lead to a cognitive load
which does not only affect the interpreting of numbers themselves but the neighbouring
segments as well and, consequently, this distorts the interpreting process (Mackintosh,
1983; Gile, 2009; Mead, 2015). From a cognitive point of view, numbers are also considered
as one of the aspects that cause cognitive pressure, particularly when they are processed in
a bilingual context (Korpal and Stachowiak-Szymczak, 2018: 338). Thus, Mazza (2001: 90)

relates the difficulties of rendering numbers in Sl to three aspects:

a) low predictability (Braun and Clarici, 1996), which leads to an increase in the

Listening and Working Memory Efforts as no anticipation is possible with numbers.
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In other words, interpreters have to interpret numbers once they are delivered by
speakers;

b) low redundancy (Gile, 1995: 108), which also causes an increase in the Listening
and Working Memory Efforts as interpreters cannot miss or omit any element of
numbers. Besides, they even cannot be inferred or elicited from the context;

¢) high informative content (Alessandrini, 1990), which leads to an increase in all
processing Efforts as the information included in the numbers are valuable and must

be completely conveyed into the TL.

In the same line, Mead (2015: 286) believes that the difficulties of interpreting numbers are
attributed to the following characteristics: Firstly, numbers are closely related to the
corresponding numbers, which denies their association with linguistic and extralinguistic
referents. Secondly, the neural representation of numbers in the brain (numerical cognition)
is different from that of lexically expressed concepts (Cheung, 2009). Jones (2002: 117), on
the other hand, argues that numbers are a very complex entity that interpreters should not
deal with as merely an arithmetical value, but as including five elements: the arithmetic
value itself, the magnitude order in interpretation, the unit (i.e. dollar), their reference, and
their relative value. Jones (2002) concludes that these difficulties require online strategies

that can help interpreters to render numbers appropriately.

In this context, Gile (2009: 202) suggests that the passive interpreter could assist the active
interpreter in the booth, specifically in rendering numbers, as the former can write the
number down while the latter is busy with performing multiple tasks during the interpreting
processes. Jones (2002: 118) believes that interpreters are able to deal with one segment of
numbers easily as it can be kept in the short-term memory for several seconds, but in
rendering two or more segments of numbers, interpreters need assistance other than pure
memory in order to produce adequate renderings. Therefore, Jones (2002) proposes that: a)
interpreters, in order to mitigate the cognitive load posed by numbers, should deliver the
numbers in the TL immediately after uttered by the speaker; b) if the speaker delivers
numbers fast, interpreters can write the number down even in Arabic numeral codes, which
is the easiest way to follow SL pace and does not burden the efforts with extra processing
capacity; c) interpreters can choose the appropriate way to interpret numbers as they think
it convenient. He gives the following example: “a speaker may say, we have allocated six

million five hundred and forty-three thousand dollars to the project”. The interpreter
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considers it easier and quicker to interpret it into “six point five four three million dollars”

(Jones, 2002: 120).

Notwithstanding, there is almost unanimous agreement about considering numbers as a
source of difficulty for the interpreter, and there is relatively little systematic investigation
of this topic (Mead, 2015). Several experimental studies have been conducted on the
interpreting of numbers in simultaneous and consecutive interpreting, which indicates that
interpreting numbers is problematic for both expert and student interpreters, such as
Alessandrini (1990), Braun and Clarici (1996), Mazza (2001), Desmet et al., (2018), and
Korpal and Stachowiak-Szymczak (2020).

In their experiments, Mazza (2001) and Pinochi (2009) investigate the causes of problems
in interpreting numbers, types of problems, the effect of directionality, and if the process of
notetaking is useful during the interpretation of numbers. The results show interpreting
segments with numbers is more difficult and less accurate than rendering those parts without
numbers. Omissions are considered the main sort of mistakes which mostly involve the
surrounding text. Moreover, the studies reflect that accuracy in interpreting numbers has not
been affected by notetaking. Regarding language combination (in this case interpreting
between German or English and Italian), two specific features of numbers in a German
source text require more processing capacity requirements: numerals in German are not only
considered lengthier than in Italian or English, but also place units before tens which not
only imposes extra cognitive load on the working memory, but also requires rearrangements
of units in the TLs (see Mead, 2015: 287). To categorise the mistakes and errors made by
interpreters during interpreting numbers, Braun and Clarici (1996) present the following

classification that was adapted by Mazza (2001):

1) omissions: number segments were omitted totally or replaced by a general item such as

“many”, “few”, etc.;

2) approximations: the interpreter follows the correct arrangement of the number segment,
but it is rounded up or down (i.e. 2,933,462 being translated as “about 2,900,000”);
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3) lexical mistakes: the interpreter keeps the arrangement of the number, but its elements
are in the wrong order; they are either misplaced or inverted (i.e. 763 being rendered as 637;
1964 as 1946);

4) syntactic mistakes: although the TT number is in the right sequential order, it differs from
that of the SL number, or there are changes and modifications in the nature of the number
(i.e., 220,000 becomes 220);

5) phonological mistakes: the interpreter encounters problems with perceiving sound figures

in the SL that affect his/her TL equivalent. (i.e., 19, “nineteen”, perceived as 90, “ninety”);

6) other mistakes: these include potential mistakes that were not included in any of the

previous types (Mazza, 2001; 94).

As for English —Arabic numeral systems, both systems have ordinal and cardinal numerals.
However, there are several differences that can cause problems for translators and
interpreters, specifically in rendering from English into Arabic, which can be attributed to
several morphological and lexical differences (Ryding, 2005: 330). Some of these

differences are:

1. as compared to English, Arabic numerals 1-10 have both masculine and feminine
forms as the feminine has the suffix —at, which is the normal way of pronouncing
them separately. However, the first two numerals are said in masculine form, whose
feminine counterparts are wahida or ihda and thintan or ithnatan respectively. Thus,
the same feminine suffix can be applied, albeit as an infix in ithnatan (Jassem, 2012:
227). See the following examples from Ryding (2005: 330):

No. Source Language Gender Target Language

46. alycdy b Masculine At one time

47. Bas y diw ) 4 sl aidy ol J8 | Feminine Before he enlightened the penalty into

one year
48. uila JS e 0l afies s’ | Masculine It includes two representatives from
each side
49, il JS oo 0l Giilfies i | Feminine It includes two representatives from
each side
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50. | Ao laall Mina o) yoind Legia LE | Feminine For two of them (cities) are considered

a stronghold for the opposition.

2. Arabic has a dual category in its grammatical system that agrees with its case and gender,

as in the following examples (Ryding, 2005: 330):

No Source Language Target Language
51. Oftmalal il JSa During the past two years
52. sl Jaa The two rulers entered (referring to a king and queen)

3. In the Arabic numeric system, the numbers 20-90 have the plural suffix —een (or —oon,
according to case) attached to the masculine form, while in English numerals there
is 'ty attached. However, they do not show any gender distinction (Jassem, 2012: 227).

See the following examples (Ryding, 2005: 330):

No Source Language Case Target Language

53. | Al sl5 g0 e g sed Nominative Fifty of the station employees

54, | Lle G e ST 50 2 Genitive- accusative After the passage of more than

Sixty years

2.1.11 Syntactic Problems

In the process of interpreting, syntactic tasks are required within both comprehension and
production phases as the interpreter has to decode the SL syntactic elements during the
comprehension stage and encode them during the TL production stage (Seeber, 2015).
Encoding and decoding syntactic elements are demanding tasks and increase the
interpreter’s processing requirements (Gile, 1995). As it was clear with lexical problems
(proper names and numbers) that cause problems for translators/interpreters, syntactic
differences have the same effects, as they require waiting and storing much information in
short-term memory before reformulating the message in the target language (Wilss, 1978;
Gile, 2009; Seeber, 2015).

Highlighting the importance of syntactic aspects in interpreting, Kirchhoff (2004: 99)

suggests a complex variant in his processing model that includes a short-term memory
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storage of input segments which involves storing the differences in syntax between the SL
and the TL. Various studies shed light on the syntactic variants and their effects on the
process of interpreting, such as Dillinger (1990), Setton (1999), and Tommola and Helevé
(1998). Dillinger (1990) investigates the effect of structural differences of the text on the
interpreter’s comprehension with regard to the syntactic environment in terms of clause

density and embedding.

The results show that syntactic variables in terms of the clause’s density and embedding
have only few effects on the performance of interpreters during the interpretation between
English and French. This result is in line with Setton’s (1999) findings in his analysis on
expert interpreters in Chinese—English and German—English Sl tasks. The study finds that
syntactic elements do not have a negative effect on SL (Setton, 1999: 270). Meanwhile,
Tommola and Heleva (1998) investigate in an experimental study students’ working from
English into Finnish. These two authors argue that syntactic complexity has a significant
effect on the accuracy of the TL message as measured by propositional analysis (see
Pdchhacker, 2004: 131). Language combination has a significant effect on the difficulties
that syntactic differences cause for interpreters, particularly when both SL and TL are
syntactically different.

This study will focus on the problems that interpreters’ encounter in interpreting passive

voice and collocations during SI tasks.

2.1.11.1 Passive voice

Baker (2018: 114) defines voice as “a grammatical category which defines the relationship
between a verb and its subject”. In English, voice could be active or passive, in which the
relationship between active and passive require two grammatical levels: the verb phrase and
the clause (Quirk, 1972: 652). In both clauses, the subject has different functions: in active
clauses, the subject is considered as the agent who is in charge of implementing the action,
while in passive voice the subject is the entity who receives the effect of the action. Thus,
the agent could or could not be identified, based on the structures available in each language
(Baker, 2018: 114). The following examples illustrate the differences between active and
passive voices in English, as quoted from Baker (2018: 115):

(55) Active: Nigel Mansell opened the Mansell Hall in 1986.
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(56) Passive: The Mansell Hall was opened in 1986.
(57): The Mansell Hall was opened by Nigel Mansell in 1986.

The sentence in (55) is an active sentence in which the subject “Nigel Mansell” is the agent
(doer) of the action “opened”, and the affected entity is “Mansell Hall”. In (56) and (57) the
changes in the form of the verb exist in the passive voice to reflect the subject has the effect
of the action but not the agent. However, the structure in (57), in which the agent is clearly
identified in the passive clause, is not that frequent as compared with the structure in (56),
where there is no reference to the agent. It could be due to the fact that passive voice in most
languages permits the use of “agentless” clauses (Baker, 2018: 115). In other words, El-
Yasin (1996: 19) identifies the main differences between passive and active structures in
English as: a) the subject in the active is the doer or performer of the action while the passive
subject is the receiver or the affected part of the action, and b) it is possible to omit the doer

in the passive but not in the active voice, particularly in the noun phrase.

Arabic, on the other hand does not seem to use passive structures commonly, and if passive
is used there is no natural way to mention the doer (Farghal, 2008; El-Yasin, 1996). In other
words, the use of passive in Arabic is not quite common and that is due to the existence of
reflexive verbs that are related to their non-reflexive counterparts as the relation between

passive and active (El-Yasin, 1996: 20). See the following examples:

No Source Text Target Text Literal Translation
58. | 4ulydalll &) The man raised his head Raised the man head his
59. | dall ol asi)) The man’s head was raised (by | Raised head the man

someone or something)

Obviously, the translation in (59) is inappropriate as it refers to the doer when Arabic never
has such reference; the Arabic verb &)“to rise” is an intransitive active verb and shares
with &4,“to raise” the semantic features represented by the root g-—-,. However, there is
a syntactic difference between them which requires one argument less and accepting a

subject equivalent to the object of & “raise” (see El-Yasin, 1996: 21).
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Another feature of the Arabic passive structure is to mention the doer at the end of the
passive construction proceeded by dJ# ¢« “by”. This tendency has emerged recently in
Arabic and is related to the effects of European languages, particularly in the field of
translation (Al-Najjar, 1984; Saraireh, 1990). In contrast, various Arabic scholars agree that
the only way to express the doer is to use an active structure, which implies that applying
the agent (doer) at the end of Arabic passive structure is rejected (Wright, 1974; El-Yasin,
1982, 1996; Farghal, 1991). Al-Najjar (1984: 158, on the other hand, suggests two ways to
express English agentive passive in Arabic: either as an agentive passive or as an active
voice clause. This author seems to apply active voice in Arabic as it is well formed. See the

following example quoted from (Farghal and Al-Shorafat: 1996: 100):

No. Source Text Target Text Back Translation
60. | He will study the plan | oo ced 3 &adll e (0 a-He will study the plan
which was presented by o liie J8 which was presented by his
his advisor et (Al Adaadl a (@ advisor.
o jLifia b-He will study the plan
which present it his advisor

As indicated by Farghal and Al-Shorafat (1996), Al-Najjar (1984) limited his view to
English passivized relative clauses which can easily be rendered into Arabic embedded
topic-comment forms as in (b), rather than the clumsy agentive passive (a). Farghal and Al-
Shorafat (1996) claim that Al-Najjar (1984) avoids translating more complex structures
such as matrix passive sentences. However, El-Yasin (1996) argues that in order to identify
the form and the meaning of an English passive construction, a translator has to render
English passive voice into Arabic topic-comment form. See the following examples quoted
from Farghal (1991: 144):

No Source Text Target Text

61. | ol Osobendl Jlie) a-The leftists assassinated the president or,

b- the president was assassinated by the leftists

62. | ou M Juel The president was assassinated
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Obviously, the translations in (a) and (b) maintain the topic-comment or theme-rheme
representation, as in both translations the president “c«3 1 occupies the topic position while
the rest is considered the comment or theme. Al-Yasin (1996) points out that the translation
in (b) as considered by Farghal as a functional equivalent rather than formal one (a). Arabic
is more concerned with the osolwli“the leftists” than with the o< “president”.
Meanwhile, the English passive version considers the “president” as the topic and the
“leftists” as an aspect of the comment, which illustrates that the English passive translation

in (b) is not an appropriate Arabic equivalent.

Similarly, Farghal (1991: 145) states that passivisation is a matter of a thematisation option
in translation in which all elements can be mentioned in English, whereas Arabic considers
it a pragmatic choice in which the agent can be dropped deliberately, otherwise an active
construction is used. Farghal (1991: 145) comments on the example above stating that in
example (35) it is the only choice for Arabic speakers to mention the agent in the sentence,
otherwise he/she can use passive as in (36) and drop the agent. In English, it has two
translations based on thematisation; if the translator wants to focus on “the leftists”, he/she
can say “the leftists assassinated the president” or, if the focus is on the president, the
translation would be “the president was assassinated by the leftists” (Farghal, 1991: 144).
This could be compatible with Ghazal’s (2008: 246) view about the translation of English
passive into Arabic. Ghazal (2008) insists on translating SL passive/active into TL
passive/active unless there is no equivalence available in the TL.

Moreover, he criticised some Arab translators who believe that it is better to translate
English passive structures into Arabic active structures as, in contrast to English, Arabic is
an active language. Ghazal (2008) concludes that both English passive and active should be
translated into Arabic passive and active as they both have specific functions that are clearly

reflected on the meaning. See the following example quoted from Ghazal (2008: 246):

No Source text Target Text

63. | The Zionist soldiers killed five Palestinian children | Jubl dwea Al 2gall J@
yesterday ol Ol

64. | Five Palestinians were killed yesterday ol Gpiadadd JUkal dsed i
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As it is clear, the first sentence is active focusing on the doer (Zionist soldiers), which could
be used by Arab and anti-Jewish mass media, while the second sentence is a passive
construction hiding the doer of the action and could be applied by Jews and pro-Jewish
media. Therefore, the function of applying passive and active structures in the SL is
important to be conveyed into the TL. Moreover, the only way to change the active into
passive which keeps the agent unknown is to insert the verb of completion (=) followed by
the noun of the main verb of the sentence, as in the following translation for the above
example (64) (sl ndauls Juilf dues 03 &5, In this case, SL function is retained in the TL.

Clearly, translating passive voice from English into Arabic causes problems for
translators/interpreters as Arabic does not tend to use passive when the agent is mentioned
in the sentence (Al-Yasin, 1996). Translators/interpreters should master both linguistic and
extralinguistic knowledge to handle the passive voice, as converting the passive into active
may deviate the meaning and affect translation. The literature highlights passive and active
relations specifically in translation because passivation in interpreting has not yet received
much attention. This problem is clearly identified in translation. However, one can imagine
the difficulty in conveying these structures during complex interpreting tasks such as

simultaneous interpreting.

Due to poor research that deals with interpreting passive structures between English and
Arabic, this study will investigate whether the novice and expert interpreters are aware of

this problem or not, and how they can deal with it during the SI task.

2.1.11.2 Collocations

A lot of literature has been written about collocation in translation studies. There is a
controversy among linguists and scholars on the definition of collocation. Baker (2018: 54)
defines collocation as “the tendency of certain words to co-occur regularly in a given
language”. Similarly, Ghazala (2008) considers collocation as a “combination of two or
more words that always occur together consistently in different texts and contexts in
language”. Baker (1992: 55) points out that collocation has a very important part in the
language as it can be seen as its most beautiful aspect. It is inevitable in any kind of texts
without exception. Consequently, Khalel (2019) highlights the main characteristics of

collocation as:
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b)

d)

no item can be inserted between the co-occurrence of items, i.e. it is impossible to insert
an item in this collocation: “bread and butter”;

no replacement or change can take place in the elements of a collocation even if they
are synonyms, i.e. although the words “trip” and “journey” are synonyms, “journey”
cannot collocate with business as in “John is always on business trips”, but not “John
is always on business journeys”;

collocation belongs to irreversible binominal, in that the collocated elements are fixed,
i.e. we say “bread and breakfast” but not “breakfast and bread”

collocation has a high degree of expectation, i.e. when we hear “more” immediately
one will expect that “less” will follow (Khalel, 2019: 23-24).

Several classifications of collocations have been proposed (Newmark, 1988; Benson et

al.,

1986; Obana, 1993; Ghazal, 2008; Nofal, 2012). However, most of these categories are

purely grammatical, relying on the syntactic arrangement of word classes and based on their

occurrences together within the language use (Cruse, 1977; Ghazal, 2008). The adoption of

grammatical arrangements to describe collocations facilitates following and understanding

their structures, and consequently makes their translation, particularly into Arabic, easier
(Aziz, 1982; Ghazal, 2008). Moreover, Newmark (1988: 213) states:

“Translation is sometimes a continual struggle to find appropriate collocations, a process of
connecting up appropriate nouns with verbs and verbs with nouns, and, in the second instance,
collocating appropriate adjectives to the nouns, and adverbs or adverbial groups to the verbs;

in the third instance, collocating appropriate connectives or conjunctions.”

Hence, Newmark (1988: 212) classifies collocations into three categories: adjective with a

noun, noun with a noun (compound nouns), and verb with an object as explained in the

following sections:

1.

Adjective with noun collocation

No. Source Language Target Language

65. Hard labour 8L Jul

66. Net weight Suall o5l
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67. Warm reception Dl Juai)

68. Black market 13 gu (3 gun

69. Raging storm slasa ddale

Translators/interpreters do not encounter problems with translating these English
collocations into Arabic due to the availability of identical TL collocations. Hence,
translators/interpreters require only to search for their TL equivalent (Ghazal, 2008: 108).
However, some English collocations do not have Arabic identical equivalents, which may
cause problems for translators/interpreters. In this case, literal translation could solve this

issue, as in the following example quoted from Mustafa (2010: 40):

No. | Source Language Target Language Literal Translation
70. Bad need e dals necessary need
71. Busy day Jila s celebrating day

Some adjective-noun collocations describe bad inedible food as in:

No. Source Language Target Language
72. | Addled ages 2ld an

73. Bad milk s s

74. Putrid meat uld aal

75. Rancid better a5y )

76. Rotten fruit RWEPRSH

It is obvious from the examples above, translators/interpreters may encounter a problem
with translating these collocations, as Arabic does not have equivalent adjectives as in
English. Therefore, the word 2.4 could be a good equivalent for the English adjectives
above. It could be more problematic when translating between Arabic and English, as the
translator should choose the best equivalent for the Arabic adjective .,
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2. Noun with noun collocation

No. Source Language Target Language
17. Brain drain Jgall 3 na

78. | cell nerve e A

79. Status quo A gl

80. Death sentence alac ) s

81. Honey moon Jue el

These collocations have Arabic equivalents, but with different grammatical structures.
However, literal translation is not possible with these collocations as it is not acceptable to
use “aelads yaa” and “ Jue <8 for “brain drain” and “honeymoon” respectively. Therefore,

translators/interpreters should know the proper TL equivalent for these collocations and

avoid literal translation as much as possible (Ghazal, 2008; Mustafa, 2010).

3. Verb with an adjective collocation

No. | Source Language Target Language
82. | Solve an equation e day

83. | Write a message Al sy

84. | Attend a lecture b palas ey

There are no problems with translating/interpreting these English collocations into Arabic
as Arabic has already identical equivalents (Mustafa: 2010: 39). However, translating the
collocation of a verb followed by an object can cause problems for translators, particularly
when the TL does not have identical collocational equivalents. The following examples are

cited in Ghazala (2008):

No. | Source Language Target Language Literal Translation
85. | Tell the truth dagall Jsy To say the truth

86. | Teach a lesson Ly Al To dictate a lesson
87. | Break the law Gl (3 iy To penetrate law
88. | Work miracles Gl # iy To achieve miracles
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Obviously, translators/interpreters should work to find the correct TL collocations and avoid
any literal translations that would cause unusual collocation and affect the cohesion of the
translation or interpretation (Mustafa, 2010; Ghazal, 2008).

Moreover, culture specific collocation may cause difficulties for translators/interpreters, as
the SL collocational elements are specific to SL culture, which may require providing TL
cultural equivalents as in the following examples mentioned by Farghal and Shunnaq (1999:
122-123):

No. | Source Language Target Language
89. | ¥, elad fate
90. | raijdeud destiny

Baker (1992: 49) presents an interesting example for the translation of an English

collocation that includes a verb with an object and its equivalent in Arabic:

No. | Source Language Target Language Literal Translation

91. | To deliver a baby 31yl ol to deliver a woman

Baker asserts that English tends to concentrate on the baby during the process of childbirth,
while Arabic seems to focus on the woman. She illustrates that speaking about delivering a
woman could be unacceptable in modern English (ibid.). Baker conceives the differences in
collocational forms among languages “are not only a case of using different verb that
collocate with a noun but, the different ways involved in describing an event which
illustrates the influence of culture on the lexical choice within the collocations between
languages” (Baker, 1992: 46).

Various research projects tackled the topic of collocation in English and Arabic translation/
interpretation. Faris and Suha (2013: 1-16) perform a study to investigate the problems that
occur during the translation of collocations from English into Arabic and their solutions.
The study shows translating collocated structures from English into Arabic can be divided

into three problems:
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a) The difficulty of generalisation, as and English item mainly collocates with only one
word while in Arabic this is not the same, as in the following: “seize the opportunity”
has its Arabic collocational equivalent as 4w 8!l 3¢iu while it is unacceptable to
translate “seize power”, into "ihlul j¢in"but "kl Jde s " Thus, “seize” is not
always J¢iu. Therefore, translators cannot generalise the meaning of collocated words

as they may differ from one collocation to another.

b) The availability of multiple identical English collocations with the same meaning for
only one Arabic collocation with single meaning as in “well and good™/ “hale and
hearty”/ “right and proper”, which only have one Arabic equivalent (&fle 5 4sa),

Hence, translators resorted to literal translation to translate the English collocations.

c) Cultural differences between English and Arabic affect the translation of collocations,
as these collocations are specifically related to the English culture and people, i.e. “as

pretty as a picture” cannot be translated into 3, s<al\S Jseabut it should be 3, sl (e s,

Similarly, Bahumaid (2006) adopts a study to identify the problems of translating
collocations from English into Arabic and to find the necessary solutions that may solve
these problems. The results show that collocations cause difficulties not only for novices
but even for experts during the rendering between English and Arabic which are due to the
differences in lexical collocations between the two languages. Furthermore, collocations
that are related to culture were the most problematic for the participants. On the other hand,
Mohammed (2015) investigates the strategies that were applied by interpreters to interpret
collocations in SI from English into Arabic. In this empirical study, a sample of 12 MA and
PhD students of Translation and Interpreting between English and Arabic was observed.
The results of this study reflect the subjects applied strategies to provide the required
equivalents in target speech such as paraphrasing, partial omission, and a combination of

other strategies.

Translating collocation is basically related to finding an identical TL collocational
equivalent. However, finding an equivalent is not an easy task specifically when translating
between far distant languages such as English and Arabic. Literal translation to SL
collocation may distort the meaning in some cases while it could be an option when

providing non collocational TL. Translators/ interpreters should have a clear background
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for both SL and TL collocation systems in order to be able to render collocation, and to have
the ability to apply several strategies such as finding the appropriate TL collocation,
paraphrasing, or partial omission (Mohammed, 2015). Furthermore, translators/interpreters
should fully understand the cultural differences in collocations used in both SL and TL so

as not to produce meaningless collocational renderings.

2.1.12 Cultural Problems

As was discussed with the cultural problems in translation, converting the SL text intoa TL
text will be accompanied by challenges, especially when the SL and TT producers express
their own beliefs, rituals, and experiences of the world in an uncommon way (Farghal and
Almanna, 2015: 93). Nida and Reyburn (1981: 2), on the other hand, consider the problems
encountered due to differences in culture are the most effective problems for
translators/interpreters which have caused the most profound misapprehension among

readers/audience.

The differences in culture represent ecological, linguistic, ideological, social, and technical
aspects that affect translator’s performance during the translation process unless he/she has
a competent knowledge of these cultural factors in both the SL and TL (Nida, 1964: 92;
Newmark, 1988: 95). In other words, cultural differences between SL and TL pose more
difficulties on the translator who has to examine the “deep/symbolic level of the SL in order
to capture the cultural implications meant by the source author” (Al-Masri, 2004, cited in
Farghal and Almanna, 2015: 93). Conversely, Gile (1995) includes cultural differences
within the PTs that cause problems for interpreters which require more processing capacity

requirement and need extra attentional resources from interpreters.
In this study, the focus will be limited to two categories of cultural problems: problems

related to interpreting culture specific terms and structures and terms and structures with

religious content.
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2.1.12.1 Culture Specific Terms and Structures

According to Baker (1992: 21), “culture specific term” refers to “any concept which is either
abstract or concrete; it may relate to a religious belief, a social custom, or even a type of
food”. An example of an abstract English concept which is notoriously difficult to translate
into other languages is that expressed by the word “privacy”. This expression is only related
to English culture and it is difficult to be found in other cultures. She presents another
interesting example for translating a difficult cultural expression into other languages. The
word Speaker of “the House of Commons”, is not found in many languages such as Russian,
Chinese, and even Arabic. It is normally translated into “Chairman” by the Russians, which
lacks the official duty of the Speaker of the House of Commons as an independent official

who has the authority and order in Parliament (Baker, 1992: 21).

On the other hand, the problem of translating culture specific expressions becomes more
complex when the same concept is expressed by different lexical systems in the SL and TL,
which requires the translator to understand these systems properly and choose the accurate
TL equivalent (Outratova, 2013: 9). Furthermore, Newmark (1988: 94) believes that “when
a speech community focuses its attention to a particular topic (this is usually called ‘cultural
focus’), it spawns a plethora of words to designate its special language or terminology”.
This could be clearly noticed when English includes a lot of terms for cricket, French on
wines and cheeses, Arabic has many words for camels, and Eskimo-Aleut has various

expressions on snow.

In the same context, Al-Shawi (2012: 141) indicates that cultural origins have a crucial role
in the process of translation. She concludes that “words which have various connotations in
one language may not have the same emotive associations in another”. Thus, Hassan (2014)
presents an interesting example of having one lexical item that expresses the differences
between denotative and connotative meanings when one says “That animal with the big tail
is a fox”. The word “fox” refers to a certain animal. But, when one says “This man is a fox”,
the word “fox” does not refer to the animal. Instead, it refers to someone who is smart and
good at deceiving people. So, the word “fox” in the second context signifies a different
meaning from the former context (2014: 29-30). Hence, translators/interpreters should be

careful with differences in culture in both the denotative and connotative meanings during
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the process of translation/interpreting. Otherwise, their rendering will be culturally

unacceptable.

Moreover, it is highly expected that these cultural differences which resulted from the
different aspects of society may lead to linguistic gaps. Consequently, translators should
bridge the linguistic and cultural gaps and meet TL assumptions in order to be successfully
able to provide an appropriate cultural equivalent (Kussmaul, 1995: 70). In the same line,
Abdelaal (2020: 122) comments on “culturally bound expressions” that result from the
differences between languages in terms of culture. He states that “culturally bound terms
are particular cultural elements that are bound to each specific language”. According to
Harvey (2000, cited in Abdelaal, 2020: 122), culture-bound terms include concepts,
institutions, and personnel which are specific to the SL culture. However, Kussmaul (1995)
argues that most culture-bound terms can be easily detected due to their association with a
specific language and the impossibility to translate them literally because it would distort

the meaning (Kussmaul, 1995: 71).

Various classifications of cultural aspects that cause problems for translators/interpreters
have been proposed (Newmark, 1988; Baker, 1992). Newmark (1988: 102) classifies
foreign cultural words into five categories, which will be listed below with examples on the

translation between English and Arabic.

a) ecology: Arabic has a variety of words for winds, deserts, and animals. Regarding
vocabulary on weather, English is influenced by cold wet weather, while Arabic
weather is characterised by a hot dry climate. These differences are reflected in the
vocabularies used in both languages. For example, Arabic has three expressions to
describe the weather Js “hot”, 82 “warm”, and 2,k “cold”. English, on the other
hand, has another item, “‘cool”, which has no equivalent in Arabic and consequently

causes problems for translators (Aziz, 1982: 26).

b) material culture: which includes houses, food, clothes, towns, transportations. For
example, Arabic does not differentiate between black tea and white tea in terms of
colour, which English does but, by stating tea alone or tea with milk (Aziz, 1981:
257).
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¢) social culture (work and leisure): differences are enormous in social culture between
English and Arabic, which are mainly related to kinship, marriage, love and sex,
clothing, etc. Arabic differentiates between the brother of one’s father »= and brother
of one’s mother J | the sister of one’s father 4«= and the sister of one’s mother 41,
However, English does not make such a distinction as there is one expression for the
brother of the father and the brother of the mother which is “uncle” and one for the

sister of the mother and the sister of the father, which is “aunt” (Ilyas, 1981: 258).

d) organisations, customs, activities, habits: for example, English uses three forms of
address: the first name of the person, the surname preceded by a title, and the title
alone. Arabic, on the other hand, applies five forms, namely: first name, first name
preceded by a term of kinship, generic use of kinship such as #! (brother), a= (uncle),
etc., the title alone, and kunya where the person is called the father /mother of his/her
first born (Aziz, 1985: 144-5).

e) Gestures and habits: differences between Arabic and English are enormous with
regards to habits and gestures. For example, Arabic has only three meals a day _uaél
“breakfast”, <2“lunch”, and <Li=“dinner” while English has different meals at
different times such as Brunch (a combination of breakfast and lunch eaten usually
during the late morning) and snack (a small amount of food eaten between meals)
(Muhammed, 1986: 99).

Researchers develop strategies to cope with culture bound expressions in translation/
interpreting. Al-Saidi (2013) adopts Baker’s (1992: 76) translation strategies to cope with
these expressions between SL and TL. He suggests five strategies that enable translators to

render cultural expressions as:

a) Full or cultural equivalent: this refers to translator’s ability to provide a cultural
equivalent in the TL that is similar in form and meaning to the SL expression. This
kind of translation is considered by Baker (1992: 76) as the best solution for the
problems arising from cultural differences between the SL and the TL during the
process of translation. English and Arabic have huge cultural dissimilarities which
make the translation between these two languages to be considered a difficult task

for translators. Al-Saidi (2013: 17) provides the following examples which illustrate
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the impossibility of providing a full cultural equivalent. However, they reflect the

pragmatic effect on the cultural receiver. (Newmark, 1988, cited in Al-Saidi, 2013):

No. Source Text Meaning Target Text

91. Light-handed Well-experienced thief ol Cadd add

92. Bury one's head in the sand Refuse obstinately to Jla il 4l iy
accept or face fact

b) Partial equivalent (applying an expression with the same meaning, but different

form).

Sometimes translators can provide a TL equivalent with the same SL cultural term but with
dissimilar form. Consider the following examples cited in Al-Saidi (2013: 31):

No. Source Text Target Text
93. Heart and soul Ll 5 Ll
94. adl) Gy The bottom line

c) Borrowing SL cultural expression in translation. In translation, borrowing means using
the same expression in the TL as in the SL because it is not found in the TL culture
(Mohammed, 2016). Consider the following borrowed words between Arabic and English
cited in Mohammed (2016: 5-6):

English words Meaning in Target Arabic Words Meaning in the
borrowed from Language borrowed from Target Language
Arabic English
amber e internet iyl
safari e strategy daa) yiu)
lemon Osad virus o508
algebra ol ale carbon Oss

d) Compensation strategy. This strategy is considered one of the most proper procedures

that functionally interpret the culture bound expression to recompensate the loss of
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meaning as much as possible (Baker, 1992: 86). Al-Saidi (2013: 32) presents an
interesting example for using compensation strategy: during the translation of the
English expression “owl” into Arabic "»s" , the translation does not imply similar
meaning in both cultures. In other words, it symbolises wisdom and a good omen in
English, while in Arabic it includes a very negative connotation, as it refers to pessimism
and a bad omen. Therefore, a translator can solve this cultural mismatching by replacing
the word “owl” with a different bird name which refers to wisdom in Arabic as

“hoopoe” (Ilyas, 1981: 259).

e) Translation by paraphrase. When the translator could not provide a TL equivalent for
SL culturally specific expression, he/she might resort to the paraphrasing strategy to
convert the meaning of the SL expression in the TL. Consider the following examples
from Al-Saidi (2013: 33):

No. | Source Language Target Language

95. <l 5hal) going round al-Kaaba

96. ) running between Safa and Marwa during Haj (pilgrimage)
97. CBIEN) supplication for seeking Allah's guidance

2.1.12.2 Terms and Structures with Religious Content

Translating terms and structures with religious content is considered one of the difficult
types of translation, as it includes very sensitive genres such as words of God and prophetic
sayings (Mehawesh and Sadeq, 2014). Therefore, even expert translators face challenges
when translating religious content structures (Shehabat and Zeidanin, 2012). Elewa (2014:

25) describes the translation of religious structures as:

“It should be as accurate and precise as possible and must be in accord with sound belief.
Therefore, translators must understand the original ST and transfer it faithfully, accurately,
and integrally into the receptor language, without adding or omitting a single part of the

original content.”

In the same line, Dickins et al. (2002: 178) believe:
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The subject matter of religious texts implies the existence of a spiritual world that is not
fictive, but has its own external realities and truths. The author is understood not to be free to
create the world that animates the subject matter, but to be merely instrumental in exploring
it.

Similarly, Nida (1984: 3-4) states that in translating religious texts the translator should
inevitably leave the remarks of the SL text on the translation. Nida concludes that “the
verbal utterances in many religious texts are often regarded as sacred and divinely inspired,

and therefore they must be preserved as sentence units”.

Religious structures represent the most difficult aspects of cultures, as indicated by Larson
(1984: 180):

“terms which deal with the religious aspects of a culture are usually the most difficult, both
in analysis of the source vocabulary and in finding the best receptor language equivalence.
The reason in that, these words are intangible and many of the practices are so automatic that

the speakers of the language are not as conscious of the various aspects of meaning involved.”

Farghal (2012: 152) presents an example on the cultural effect of religious structures when
the co-pilot of the Egypt Air fatal crash of flight No. 990 (1999) mentioned the Arabic
theocentric expression 4 e <K (1 put trust in God). There was doubt whether he was
calling upon God to help him solve a problem or was he crashing the plane on purpose. The
American investigators claimed that “he was intent on crashing the plane”, they not being

aware that the said expression cannot preface such a presumed evil act.

According to Al-Shawi and Mahadi (2012), the dominant culture and religion in the Arab
world is Islam, while English is mainly dominated by Christian culture and religion.
Therefore, the translator should master both cultures perfectly in order to overcome the
challenges faced during the task. In other words, Newmark (1988: 162) considers that “the
function of the translation of the Holy Koran and the Bible is a weapon for truth”. Arabs
use fixed religious phrases in their daily life, which cause problems for translators as they
do not have English equivalents in the TL. Consider the following examples from Dickins
et al. (2002: 35):
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No. | Source Text | Target Text | Back Translation Explanation

98. 4l La o) | 1 hope God’s will English has no religious
equivalence for SL.
99. | Sie audl | Hi/Hello Peace be and Allah’s | English has no religious TL

S a5 ) des 5 mercy and blessings | equivalence.

upon you

100. ¢lle 4l a2il | Thanks very | Allah’s grace upon | No English religious
much, or Oh, | you equivalence.

that's kind of
you

Farghal and Almanna (2015) reflect that Arabic includes few religious abbreviations that
should be translated appropriately into English. The method implies verbs characterising
the most salient and/or important sounds in a phrase/sentence. Consider the following
examples: Jis for the act of uttering the sentence 44 ! 1) ¥Y“There is no god but God”, <
for the phrase <1 41“God the greatest”, and Jaw for the phrase sV Ges Nl il s, “In the
name of God, the most gracious, the most merciful”, among a few others. Thus, an Arabic
sentence like el ¢ s sl Lexie Jla 5 1 (e (agineeds to be rendered into “He rose out
of bed and testified to the oneness of God when he observed the light of day” or “He rose
out of bed and said ‘There's no god but God’ when he observed the light of day” Farghal
and Almanna (2015: 29).

Alzubi (2013) divides the problems of translating the Noble Quran Verses in two types:
the translation of form and the translation of meaning. He argued that the meaning is the
biggest problem because the Quran is not just another book; it is a book that is always
understood differently by the readers. Several researchers emphasized that translation of
the meanings of noble Quran to other languages is impossible in the same accuracy as
Arabic. Words could be translated literally, but it is difficult to translate what those words
mean deeply. The translation will make the meaning weaker and sometimes it changes
it. (Alzubi, 2013: 95).

In his study, Alzubi (2013) presents evidence for the validity of applying transliteration to
overcome the difficulties during the translation of extracts from the Holy Quran and

Muslims’ unification. Various studies have been conducted on the topic of translating
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linguistic and extralinguistic aspects of the Holy Quran. However, most of these studies
confirm the difficulty of translating the Quranic verses into English (Al-Zou'bi, 1999; Abdul
Jaleel and Larkey, 2003; Al-Fakhri, 2005; Assaf, 2005; Abed, 2006).

Khammyseh (2015) conducts an experiment for 23 MA students in translation at the
University of Al-Yarmouk in Jordan to identify the problems that occur during the
translation of Islamic expressions in religious occasions into English in order to find the
causes behind these problems and to suggest solutions that can help to overcome these
problems. The study shows that the problems encountered during the task were due to
cultural voids between Arabic and English, the unavailability of SL Islamic equivalents in
the TL, and the syntactic differences between the SL and the TL. The study suggests several
reasons behind these problems, such as lack of cultural background of the TL, difficulties
with mastering the structures of SL and TL, and the unavailability of particular references

for these items.

Mehawesh and Sadeq (2014) research the problems of translating the Islamic religious
expressions during the translation of Naguib Mahfouz’s novel “The Beginning and the
End”. The study shows: a) to solve the problems of rendering these expressions, translators
use several strategies such as paraphrasing, transliteration, and annotation”, and b) to
provide the accurate TL equivalent for the SL religious expressions, translators should have
a wide knowledge in all cultural aspects of those religious expressions. Ibrahim (2019)
explore the challenges that occur for the students of translation during the translation of
religious words from Arabic into English. This study reflects the challenges were mostly
due to the gaps in both SL and TL cultures, varieties of the styles between the two languages,

and the absence of equivalents in English.

It is clear from the literature that translating culture specific terms and structures with
religious content is problematic for translators